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ABSTRACT
Appropriate trust, trust which aligns with system trustworthiness,
in Artificial Intelligence (AI) systems has become an important area
of research. However, there remains debate in the community about
how to design for appropriate trust. This debate is a result of the
complex nature of trust in AI, which can be difficult to understand
and evaluate, as well as the lack of holistic approaches to trust. In
this paper, we aim to clarify some of this debate by operationalising
appropriate trust within the context of the Human-Centred AI
Design (HCD) process. To do so, we organised threeworkshopswith
13 participants total from design and development backgrounds. We
carried out design activities to stimulate discussion on appropriate
trust in the HCD process. This paper aims to help researchers and
practitioners understand appropriate trust in AI through a design
lens by illustrating how it interacts with the HCD process.

CCS CONCEPTS
• Human-centered computing→ HCI theory, concepts and
models.
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1 INTRODUCTION
While AI systems have vastly improved in accuracy and ability in
recent years, they remain error-prone, i.e., creating misuse caused
∗Both authors contributed equally to this research.
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by over-trust or disuse caused by under-trust in AI [31]. For effective
collaboration between humans and AI systems, human trust in
the system must be appropriate, enabling users to manage system
risk [17]. For example, over-trusting an AI-based credit scoring
system may lead a loan officer to accept an applicant when they
should not, resulting in said applicant defaulting. Similarly, under-
trusting it would involve dismissing the scores generated by the
system as unreliable without proper investigation, and unjustly
denying some applicants. Without appropriate trust in AI, people
may not recognize the potential risks and limitations of AI, or be
unable to understand and interpret the results of these systems.

Trust in AI is itself a complex topic, and understanding “appro-
priate trust” as well further complicates matters. No one definition
of appropriate trust exists within the literature, with differing per-
spectives arising from the different backgrounds influencing the
field. However, one commonly referenced theoretical definition is
by Yang et al., who state that appropriate trust is the alignment of
perceived and actual system performance [41]. Furthermore, they
describe appropriate trust as related to users’ ability to rely on
the system when it is correct and to recognize when the system is
incorrect. Meanwhile, Okamura and Yamada [29] and Ososky et al.
[30], focus on the importance of balancing the benefits and risks of
AI.

As a consequence of the theoretical complexities of defining
appropriate trust, there is little consensus on how to empirically
evaluate appropriate trust [39], e.g., there are currently few method-
ological contributions that shed light on how to measure (appropri-
ate) trust [28]. Furthermore, prior studies have mostly evaluated
the effect that different factors (e.g., explanations [3, 15, 38]) have
on appropriate trust and related constructs through lab-based ex-
periments with crowdworkers simulating end users. While these
experimental settings generate a granular understanding of the
antecedents of appropriate trust, they fail to generate a holistic
view of designing for appropriate trust in AI [23]. Implications
drawn from such focused studies might be difficult to translate into
practice such that they advance Human-Centred AI Design (HCD)
processes, which are uniquely difficult to craft [34, 42].

In this work, we opt for conducting generative co-design work-
shops [32] with current and future AI practitioners. A qualitative
approach provides a deeper understanding and detail of our con-
text, enabling us to explore subtle nuances of appropriate trust that
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quantitative methods might overlook [14]. Along with our partici-
pants, we explore how to conceptualize appropriate trust and the
way in which appropriateness of trust can influence HCD practices.
Thus, our RQ is What considerations do practitioners make when
working with appropriate trust focused Human-Centred AI design
processes?

To this end, we conducted 3 workshops with 13 current and
future (i.e., master and PhD students already involved in AI projects)
AI practitioners with a background in either computer science or
design. In those workshops, we explored the needs and priorities of
stakeholders when designing for appropriate trust and examined
the way in which accounting for those needs affects HCD processes.

Our work contributes to the CHI community by providing a
holistic view of the impacts that designing for appropriate trust
has on HCD processes. We draw implications for practice from the
preliminary insights gained. We identified three lenses through
which participants understood and used appropriate trust when
working with the HCD process, Development Ethicality, Com-
munication of Trustworthiness, and Interactivity. Using these
lenses, we understood designing for appropriate trust to affect vari-
ous aspects of the HCD process, from data concerns to stakeholder
values.

2 BACKGROUND
2.1 Appropriate trust and its related concepts
Appropriate trust is a complex topic as it requires consideration of
context’s influence, the AI system’s goal-related characteristics, and
the cognitive processes that govern the development and erosion of
trust [8, 20]. The current landscape of AI research predominantly
emphasises building trust, without delving into the subtleties of
appropriateness [18, 27]. This research gap represents a critical
juncture where we aspire to bridge the divide and offer insights into
the nuanced world of designing for appropriate trust, ensuring that
AI systems align harmoniously with human needs and aspirations.

Concepts like “appropriate trust”, “calibrated trust” and “appro-
priate reliance” are often used interchangeably in prior research [36].
There have been debates in the community about what appropri-
ate trust is and how different concepts related to appropriate trust
are different or similar [11]. There are more than ten concepts
resonating with the concept of appropriate trust [26]. For exam-
ple, calibrated trust is similar to the appropriate trust in that a
human’s trust belief about the agent corresponds to their actual
trustworthiness. However, calibrated trust necessarily involves a
process of trust calibration or trust alignment that corrects for
over/under — trust through repeated interactions [40]. Other re-
occurring concepts and principles within the literature include;
aligning reliability and user trust [19], usage of (in)correct model
prediction [40], reducing over/under — trust [10], and summing
appropriate agreement and appropriate disagreement [25]. In sum-
mary, making clear distinctions can help reduce the discord among
the community on approaching the concept of appropriate trust.

2.2 Designing for appropriate trust
Different approaches have been taken towards designing for ap-
propriate trust, for example, providing explanations [12, 44]. Often,
explanations are combined with confidence scores to help users

align their perceived trustworthiness with the actual trustworthi-
ness of the system [28]. Researchers have also explored uncertainty
communication [16] and verbal assurances [2]. However, when
and how these methods could be incorporated during the design
process remains an unexplored area. We argue that, before under-
standing the impact which the use of these communication methods
will cause, it is important to operationalise key requirements of
appropriate trust by following a human-centred design framework.

Liao and Sundar [24] proposed the MATCH model to design for
responsible trust1, which describes how trustworthiness is com-
municated in AI systems through trustworthiness cues and how
those cues are processed by people to make trust judgments. In
the MATCH model, the authors describe users’ cognitive processes
in making trust judgments and their potential limitations based
on human factors. Building up on the work of [24] by following a
human-centred design framework, Sousa et al. [34] provide guide-
lines for mapping and defining user trust on the socio-ethical and
organisational needs of AI system design. However, designing for
appropriate trust is not investigated. Filling this literature gap,
Jorritsma et al. [21] identified four ways (confidence ratings, per-
formance level, global and local rationale) for improving the output
of computer-aided diagnosis so that it enables more informed ra-
diologist trust judgements. Similarly, Benda et al. [4] argue that
appropriate reliance2 can be fostered by knowing the purpose of a
tool, its process for making recommendations, and its performance
in the given context. Overall, we see researchers developing various
frameworks for building appropriate trust in AI. However, a focus
on incorporating those frameworks into the human-centred design
cycle remains missing.

3 METHODOLOGY
In this section we summarize the procedure and materials used in
our study (section 3.1), participant recruitment (section 3.2), and
the steps we followed for data collection and analysis (section 3.3).

3.1 Procedure and Materials
Method and Use Case. For our study, we opted for a generative

workshop within co-design methodologies [32]. Co-design methods
are especially appropriate to engage stakeholders (in our case, cur-
rent and future AI designers and developers) in technology design
processes, and favour human-centred development approaches [7].
Previous work in AI co-design has successfully applied genera-
tive workshops to address their research questions [7, 33, 37]. We
followed prior work [7] and designed a generative workshop to
explore future design scenarios [22] where AI development pro-
cesses were modified to design for appropriate trust. To this end,
we focused on the context of AI for healthcare, as this is a highly
sensitive context where mis- and dis-use can be very costly, and
thus one where designing for appropriate trust is key. We designed
a scenario where a Local Medical Practice contacted our Research
Institution. The Local Medical Practice was interested in augment-
ing their expertise in first-point-of-contact patient support with
1Here, the concept “responsible trust" has been used in the place of appropriate trust.
The authors use the framework of responsible trust to explore methods of empowering
end users in making more accurate trust judgments.
2Tolmeijer et al. [36] inform us that although both trust and reliance are related, they
should be treated and measured as independent concepts.
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AI capabilities. The goal of this AI system was to support general
practitioners and patients by providing AI supported long-term
diabetes management plans based on user profiles in the form of
recommendations and question-answering. See appendix A for the
full use case description.

Workshop Structure and Materials. Before attending the work-
shop, our participants were encouraged to complete a home work-
book where they would be introduced to some sensitizing activi-
ties [32] to get familiar with the concept of appropriate trust. They
were also asked to reflect on everyday interactions with AI sys-
tems where appropriate trust played a role. The workshops were
two-part, the first half focusing on appropriate trust, and the latter
half focusing on more granular facets of appropriate trust (e.g.,
calibrated trust, contractual trust). In this work, we report on and
analyse the first half of each workshop. During the first half of
these workshops, we first presented a few slides to further help
participants to get familiar with the concept of appropriate trust
and the selected use case. We then divided participants into small
groups where developers and designers would get mixed. These
groups completed two activities. The first activity consisted in map-
ping primary, secondary, and tertiary stakeholders that should be
involved in the design of the presented AI system. Participants also
reflected on the aims of each stakeholder when designing for appro-
priate trust. The results of the activity were then shared with the
rest of the groups. In the second activity, participants were asked
to map the HCD process (from the project ideation stage to the
maintenance stage) and to build a storyline involving the discussed
stakeholders. The results of the second activity were again shared
with the rest of the groups. During these discussions, we encour-
aged participants to reflect on the way designing for appropriate
trust affected the design process. See Appendix B for examples of
workshop materials in use. This procedure was approved by the Hu-
man Research Ethics Committee of Delft University of Technology
(no. 3491).

3.2 Participants
We conducted 3 workshops with 4 to 5 participants each in Decem-
ber 2023. In total, 13 AI design and development graduate students
participated in our workshops. For the recruitment of participants,
we used purposive sampling. We were specifically interested in hav-
ing participants with various backgrounds. Some that were more
familiar with the technical design of AI artefacts (i.e., developers),
and others that were more familiar with the design of appropri-
ate human-AI interactions (i.e., designers). We posted recruitment
advertising elements around our institution, shared the call for
participation in AI emailing lists of our institution, and reached out
to our personal contacts. We then selected participants to ensure
diversity in their backgrounds. All participants were involved in
AI projects, 6 of them being specifically involved in medical AI
projects. Of our participant pool, 5 had a background in computer
science or in technical fields, while the remaining participants had
an industrial design background.

3.3 Data Collection and Analysis
Data Collection. The data we generated consisted of 1) results

of the sensitizing activities in the home workbook, 2) mappings

generated by participants in the first activity, 3) sketches of the
design process generated in the second activity, and 4) transcripts
of the discussions and final reflection.

Data analysis.We analysed data using reflexive thematic analy-
sis [6, 9] with a combination of inductive and deductive orientation
to data. We used reflexive thematic analysis because it is a flexi-
ble method that adequately adapts to the analysis of multi-modal
data [6] that our research question required (e.g., oral discussions,
workbook, design process visuals). Workbooks were analysed by
identifying the definitions given by participants for appropriate
trust. We also analysed the elements that participants deemed im-
portant when designing for appropriate trust and their prioritiza-
tion. Stakeholder mappings and design processes were analysed by
identifying the presence or absence of stakeholders and features
in the Human-AI interaction design. Discussion data was analysed
using the following workflow: 1) transcription of audio recordings,
2) familiarization with the material, 3) selective coding, generation
of codes and code groups, 4) generation of themes, 5) review and
refinement of codes. The main researchers analysed the data. Hav-
ing multiple people analysing the data allowed us to develop rich
insights into the data.

Statement of Positionality. The main researchers are personally
in favour of designing human-AI interactions based on a more nu-
anced understanding of trust. The two first authors have previously
argued in favour of understanding trust as a multi-faceted concept
when designing AI systems [26].

4 RESULTS
We identified three lenses for understanding appropriate trust em-
ployed by participants throughout our study: Development Ethi-
cality, Communication of Trustworthiness, and Interactivity,
illustrated in Figure 1. Participants are quoted here with a numeral
designation, e.g., P3.

4.1 Development Ethicality
Using this lens, participants understand appropriate trust as a user-
system relationship enabled by the incorporation of ethical con-
siderations during development. In this cluster, concepts around
autonomy, privacy, competence, and fitness to task are dis-
cussed. A system development process for fostering appropriate
trust as seen through this lens shows several properties. Firstly,
it understands stakeholder needs around user empowerment and
creates space for user autonomy and choice in the system. Secondly,
it prioritizes protecting stakeholder privacy and takes into account
the variance in what data stakeholders may wish to share. Third,
it adopts a twofold understanding of system competence wherein
accuracy is highly important, but moreover, system behaviour is in
line with user expectations. Lastly, it is a process which very clearly
understands user needs and values and works from there to detail
technical requirements, such that system design is appropriate to
its task.

4.1.1 Motivation for Development Ethicality. Participants gavemany
reasons as to why this is an important lens through which to in-
terpret appropriate trust. These reasons revolved around removing
triggers for under-trust and creating opportunities to foster trust. In
the first grouping, the participants cited practices such as constant
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Figure 1: Lenses Identified For Understanding Appropri-
ate Trust and Associated Concepts. Lenses Were Identified
Through Reflective Thematic Analysis of Workshop Tran-
scripts and Materials.

monitoring and data hoarding (“[. . . ] what are we going to solve
here? So that if we know actually where we’re going to depend on,
[in the] AI [model], we precisely grab that data. We don’t just grab
whatever the data that the patient has.” [P1]). In the second group,
participants discussed data transparency and user empowerment
as trust-fostering (“Maybe also having some patient group organisa-
tions and to make sure there’s lobbying for not just what the General
Practitioner (GP) needs, but that you also have the needs of the patient
in this” [P2]).

4.1.2 Impact on the Human-Centred Design Process. Many recom-
mendations and best practices arose under this umbrella that affect
HCD practice. Many of those recommendations are data concerns,
such as improving data collection and sharing transparency and
controllability, while reducing its invasiveness (“[. . . ] if you don’t
take your insulin [. . . ] it’ll be very clear. [. . . ] and [the system] could
have a warning thing of saying this patient you need to call them
and say, hey you, we need to talk. Maybe they don’t even see the data,
but they’ll just get that alarm notification” [P2] “Yeah, and it can
start with like a notification to the patient itself. Like, hey, tak[e] your
insulin and if it’s not checked off or something, the GP just calls to
check.” [P3] “Yeah, that could be super nice that it’s something where
you know you’re being watched, but only in the moment where you’re
clearly showing you’re not well.” [P2]). However, we also see recom-
mendations for increased user empowerment and ownership within
the design process, and a need for a more critical understanding of
power dynamics within participatory design, highlighting, in our
use case, the possible imbalance between entities such as health in-
surers or food companies and individual patients as opposed to that
between those same organisations and patient advocacy groups,
(“[. . . ] the people with diabetes actually have ownership, so they get a
say in saying, OK, what is it you need in your everyday life? What
are the challenges that we could be solved [. . . ].” [P2]).

4.2 Communication of Trustworthiness
Here, appropriate trust is understood as a user-system relationship
enabled by the trustworthiness signalling from the system to the
user. In this cluster, concepts around understandability, system
limitations, and traceability are examined. A system develop-
ment process for fostering appropriate trust as seen through this
lens shows several properties. Firstly, it discovers appropriate com-
munication channels with users such that communication style
adapts to user preference, background knowledge, and cognitive
load. Second, it develops and communicates a very clear system
scope such that users are aware of risks and limitations. Lastly, it
provides traceable data processing pipelines in relation to where
user data goes once collected, but also in relation to where model
training data comes from.

4.2.1 Motivation for Communication of Trustworthiness. Propo-
nents of this lens were motivated by its enabling of trust judge-
ments, both through the communication of key information about
the system and the recognition of the sense-making processeswhich
decipher this information and their complexities. For example, user
AI literacy and AI mastery were seen as supporting the learning
process on which “system-use-judgements are made” (“For me, ap-
propriate trust is close to the notion that in some of HCI books you find
it being called mastery of an AI system. So it’s the point where you
know how and when to use a particular technique. You know, there’s
sort of like learning and other understanding processes that might lead
people to that one.” [P4]). Moreover, participants cited communicat-
ing system limitations as creating “well-informed” users with more
accurate “belief-judgments” (“What would be an ideal scenario that
we have a patient that is very well-informed on how much to depend
on AI and very well [. . . ] able to assess when to believe and when not
to believe. [. . . ]. So having this continuous assessments like having
this information on AI, what it can do and what it cannot do [. . . ].”
[P1]). Meanwhile, the lack of communication on data traceability
is discussed as a trigger for under-trust (“If you’re just putting in
your data somewhere. It’s very frustrating not knowing what happens
to that data, or where it goes, or what that means, and not having
an overview of whether or not you actually then put in your data
correctly means that might also in general limit your trust.” [P3]).

4.2.2 Impact on the Human-Centred Design Process. The changes
to the HCD process, put forth using this lens, were mostly process
concerns. For example, training and education was recommended
for improving user understanding of the system (“But we think AI
literacy is one of the important parts that can actually fill the [well-
informed user] part.” [P1]), uncertainty communication for manag-
ing the user-system trust relationship (“A reinforcement learning as
a part of [mitigating overtrust]. But also just as a way of making it
clear that the system doesn’t know everything yet.” [P5]), and creating
system investigation affordances for empowering users in tracing
the use of their data (“We all know, like you know the steps to check
[T-shirts]3, you’re trained on that, and it would be interesting if the
app had the same ability of explainability of saying, you know the
steps you can dive into further, but you also know you can stop at any
point and still buy the T-shirt.” [P2]). Furthermore, understanding
and designing for how human factors, besides cognitive processing
3The participant used clothing as a metaphor for AI systems here.
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preferences and ability, impact the reception of system communi-
cations was highlighted as key to the modified HCD process (“Like
for me, maybe an embodied agent is more like more convincing than
a website or something and also some human factors about, like how
believable and also how natural the agents interact with users, makes
it trustworthy.” [P6]).

4.3 Interactivity
Using this final lens, appropriate trust is understood as a user-
system relationship enabled by the direct interaction with, and
control over, the system. Under this umbrella, concepts such as re-
sponsiveness, personalisation, and autonomy are discussed. A
system development process for fostering appropriate trust through
this lens shows several properties. Feedback channels and human-
in-the-loop workflows are a core part of such process. In this pro-
cess, pluralism, flexibility, and adaptivity inform small scale design
choices like flexible communication styles as well as large scale de-
sign choices like multiplicity of intervention pathways. Lastly, such
a process enables control on the user-system interaction level, over
both machine-generated insights and product-owner-generated
data policies.

4.3.1 Motivation for Interactivity and Modifiability. Reasoning for
adoption of this lens on appropriate trust mostly revolved around
fostering trust in users. Controllability, for one, was noted as a
method for improving user autonomy and fostering trust (“Maybe
the patient is particular, like wants to know how their diet is affecting
their disease, then they are OK to share their own data about their
diet to the platform because they care about it. But if I don’t, then I
don’t share that data. So it can be more nuanced.”[P7]). Micro and
macro level system adaptations and continuous interaction with
monitoring bodies were similarly highlighted as fostering trust
through personalisation and greater system oversight (“Some people
in the administration in hospitals that will have an additional role of
“hey, we have a lot of complaints coming from patients because this
part is being fed by AI and they maybe they are complaining that
the referral system is not working”” [P7]). However, participants
also noted that users may want to invest in systems’ behaviour
regardless of their trust relationship (“The users and the AI they
need to build up a positive feedback loop so that they kind of like can
[be] constantly engaging, and like I think that’s the way people are
as well.” [P8]).

4.3.2 Impact on the Human-Centred Design Process. Design prac-
tices recommended through this lens also revolved around process
concerns but also stakeholder values. On the process level, partic-
ipants recommended designing accessible control options (“So I
think there is a different variation in type of people, and it could be
nice if you had a slider. Literally to say like where — what do I want
to know?” [P2]), creating channels and a responsive to user feed-
back (“Make me able to give feedback on things I perceive as wrong
analysis, so I have more trust it will do right the next time” [P9]),
and creating opportunities for proactive context-seeking artificial
agents to gain deeper knowledge of user needs (“We ask the ques-
tion, we get an answer, but it should be more. Something else? Why
can’t we iterate on not just getting an answer, with like a follow-up
question? [. . . ] Because basically, these models have so much data

that’s stored within them, and they want to understand another layer
of your response that can make their answer more suitable.” [P7]).
Stakeholder value considerations in this modified HCD process
included pluralism, technology acceptability, interpretability, and
user autonomy (“so that’s why we feel it’s very important that we
have it inclusive and diverse in the group, not just one, one particular
country or not just one particular type of users with the lifestyle we
need to have multiple types of which involved in the testing process
and also the review process, not just the doctors, but also having the
medical groups.” [P1]).

5 DISCUSSION
The thematic analysis of our sensitizing workbooks and workshop
activities (stakeholder mapping, HCD process narrative building,
and MoSCoW ranking) revealed three lenses through which appro-
priate trust can be viewed in the context of HCD. These lenses were
Development Ethicality, Communication of Trustworthiness,
and Interactivity.

Much of the focus of our implementing these lenses was on en-
abling user trust judgements. Designing and developing methods,
such as explanations [12], confidence scores [44], and verbal assur-
ances [2], which furnish the user with the information needed to
make a trust decision is key to fostering appropriate trust. This find-
ing aligns with the recommendations of Liao and Sundar [24], who
propose the use of trustworthiness cues as key to fostering responsi-
ble trust in AI. However, similarly key, was designing these methods
in ways which empower user sensemaking, whether that is through
personalisation, accessible design, or increased user autonomy. We
are now beginning to investigate how human factors affect the per-
ception of certain trustworthiness cues like explanations [12, 35, 43]
andmuch space remains for developing comprehensive frameworks
of sensemaking in trust judgements.

Aside from enabling trust judgements, participants also concep-
tualised the appropriate trust process as reducing the triggers for
over/under — trust. This aim reintroduces the issues we have pre-
viously discussed with adequately measuring trust. In their work,
Sousa et al. [34] advocate for the measurement of trust a pillar of
the design process, advocating for the use of the Gulati et al. [13]
human-computer trust scale and the Assessment List for Trustwor-
thy AI4 to do so. However, the issues inherent to relying on self-
reported data and expert assessments to the exclusion of real-time
dynamic observed trust insights, though they may be non-trivial to
obtain, remain. Looking to the work of Parasuraman and Riley [31]
on the mis/dis — use of automation, we may direct practitioners to
look for instances of inappropriate and unexpected use of AI tools,
in order to identify these pitfalls.

Interestingly, much of the discussion around the Development
Ethicality lens on appropriate trust aligns with research by social
scientists on the same topic, such that the concept is defined in
terms of alignment with human values and ethics, fairness, and
impact on society [5]. Such convergence indicates moving outwards
from the focus on understanding appropriate trust through system
competence [29] may be necessary for successful operationalisa-
tion.

4Link:https://altai.insight-centre.org/
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The limitations of this study stem from our small participant
pool, which allowed us to explore our research question in depth,
but not breadth. Further, we are limited by our use cases focus on
the healthcare domain. We thus present a limited perspective on
designing for appropriate trust, embedded within the cultural and
social norms of our participants.

Future work will analyse the second half of our workshops where
we disentangle some concepts around appropriate trust such as
warranted trust [18], responsible trust [24], justified trust [1], and
so on. We hope future work will shed light on how the multiplicity
of terms in the study of appropriate trust is understood and used.
Further, through analysing these associated terms in relation to
the design process, we hope to extend and enrich the framework
proposed here.

6 CONCLUSION
Based on this study, we highlight three lenses through which prac-
titioners may understand and use appropriate trust in their HCD
processes: Development Ethicality, Communication of Trust-
worthiness, and Interactivity. We discuss how each lens impacts
the HCD process.
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A USE CASE DESCRIPTION
This appendix documents the use case description shared with our
participants before the workshop.

A.1 Description
The SGZ-Studentengezondheidszorg in Delft have contacted TU
Delft because they are interested in augmenting their expertise in
first-point-of-contact patient support with AI capabilities. They are
hoping to support GPs and patients by providing AI supported long
term diabetes management plans based on user profiles.

Diabetes is one of themost important chronic diseases that threat-
ens public health. Since 2000, the prevalence of diabetes has more
than tripled, and by 2021, more than 530 million people worldwide
will have diabetes. The main goal of diabetes management is to
maintain glycemic control within the target range, which is often ac-
complished through lifestyle modification and the self-monitoring
of blood glucose (SMBG) in patients with type 2 diabetes mellitus
(T2DM). However, maintaining glycemic control is challenging for
both patients and health care providers (HCPs) because it is diffi-
cult to encourage or motivate patients to make long-term lifestyle
changes, interpret their SMBG data, and provide immediate feed-
back and understand the patients’ lifestyle due to brief clinic visit
times and long visit intervals.

Together, TU Delft and SGZ will develop a high effective dig-
ital intervention for personalized diabetes management support
over the course of one year. This application will be accessible
from mobile phones and personal computers with features such as
diet tracking and recommendation, exercise tracking and recom-
mendation, medication tracking, and medical question answering.
Moreover, they are interested in developing a system which doctors
and patients are happy to use and adopt into their workflow, so
they are adopting a human-centred approach to development.

Figure 2: A Stakeholder Mapping from Two Participants in
Our Second Workshop

Figure 3: A Design Process From Two Participants in Our
First Workshop

As designers and developers, you are responsible for the imple-
mentation of this system. You have access to the [Local Health
Organisation] staff and resources, as well as [Research Institution]
staff and resources.

B WORKSHOP MATERIALS
This appendix showcases the materials and templates employed in
this study’s workshop.

B.1 Stakeholder Mapping
A template with three concentric circles was provided for the first
workshop activity to allow participants to think about the stake-
holders involved in our use case (See Figure 2).

B.2 Design Process
A template with a vaguely defined design process was provided for
design process storyline activity (See Figure 4). Many participating
groups, however, decided to sketch the design process from scratch
(See Figure 3).

B.3 MOSCOW Ranking
A template with four columns marked Must-Have, Should-Have,
Can-Have, and Won’t-Have. This design activity is designed to help
participants rank and prioritize properties and elements of their
design processes. (See Figure 5).

https://doi.org/10.1145/3579605
https://doi.org/10.1145/3579605
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Figure 4: A Design Process From Two Participants in Our
Third Workshop

Figure 5: A MoSCoWmapping From our Second Workshop
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