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Abstract
Various machine learning algorithms have been applied to find optimal lowthrust satellite trajecto
ries, however, no fair comparison of their accuracy has been made yet. In this paper, two common
and promising supervised machine learning algorithms are compared for their regression capacities:
the artificial neural network and the Gaussian process. A grid search is performed to evaluate the
performance of the algorithms on different datasets, varying the input features for training, and the hy
perparameters of the algorithms. The best performing Gaussian process and artificial neural network
are applied as surrogate in a model that optimizes a trajectory from Earth to Mars using a differential
evolution optimization strategy. The performance of the models is evaluated on both the Euclidean
distance between the inputs corresponding to the predicted minima of the surrogate method and the
nearest local minimum obtained with the shaping method, and the accuracy of the predicted Δ𝑉 bud
get required. For both quantities, the Gaussian process outperforms the artificial neural network. The
minimum required Δ𝑉 budget to reach Mars was predicted more accurately, and the duration of the
trajectory and the best moment to launch were found more often and accurately as well.
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1
Introduction

In numerous fields of science, of which the amount is rapidly increasing, machine learning (ML) is being
used in research. For the optimization of interplanetary satellite trajectories, multiple methods utilizing
ML are devised already [1, 9, 11, 17, 22, 26]. Especially artificial neural networks (ANN) were inves
tigated on multiple occasions, either to find the minimum Δ𝑉 budget [1, 22], the optimal final mass of
the satellite [11], the minimum time of flight [10] or the optimal control sequence[16, 19]. The two main
approaches for ANNs are in a direct approach, to find the control sequence that results in an optimal
trajectory, or as surrogate for the fitness function in an optimization algorithm, of which the evolutionary
neurocontroller is the first example[3]. Gaussian process regression (GPR) is mainly used for the latter
as in [17] for example. Surrogate modelling is most useful for design of lowthrust interplanetary trajec
tories, since continuous thrust profiles are much harder to optimize than impulsive shots. It is currently
unknown what the best MLalgorithm is to find optimal lowthrust trajectories. A broad comparison
between multiple MLalgorithms showed that gradient boosting outperformed many other algorithms
[11], but the hyperparameters of the MLalgorithms were not optimized since this is a timeconsuming
process. Performing the comparison to literature is very difficult since not only the type of mission in
fluences the accuracy of the algorithms. The goal for this research is to assess the effectiveness of
the ANN and GP in a surrogate model to optimize lowthrust interplanetary satellite trajectories. This
is done by training both ML algorithms on various datasets, optimizing the hyperparameters, and per
forming the optimization approach using the surrogate model. The accuracy of the output is determined
by comparing the outcome of the surrogate model to the optimal trajectory in the evaluated range. The
Euclidean difference between the estimated input parameters of the MLalgorithm and the input of the
optimal trajectory is the metric that determines the performance of both algorithms.

1.1. Research questions
With the objective known, research questions are formulated to reach this objective. The main research
question answered in this thesis is:

How does the choice for a machine learning technique affect the prediction of an optimal lowthrust
interplanetary satellite trajectory?

Because there are multiple factors influencing the answer of the main research question, these factors
are addressed in the following subquestions:

1. How can machine learning algorithms be used for optimization of lowthrust trajectories?
2. Why is a surrogate method a viable approach?
3. How does the training data influence the accuracy of the output?
4. How can the optimal hyperparameters for the MLalgorithm be determined?
5. How accurate do the MLalgorithms predict the outcome of the test dataset?
6. Why is there a difference between the performance of the algorithms?

1



2 1. Introduction

7. How do the MLalgorithms compare with each other in terms of computational speed and accu
racy?

8. How do the different MLalgorithms perform outside of the training range?

1.2. Thesis structure
The thesis consists of a standalone paper written in the AAS conference format, and additional back
ground on the subjects described in the paper. In Chapter 2, the paper with the main results is pre
sented. In Chapter 3, some additional results to the paper are presented in order to answer the research
questions. Chapter 4, a conclusion is drawn by answering the research questions and recommenda
tions for further research are given. Appendix A describes the shaping methods used in the paper.
Appendix B describes the different machine learning algorithms used in the paper in more detail.
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COMPARING THE PERFORMANCE OF MACHINE LEARNING
METHODS IN A SURROGATE APPROACH TO OPTIMIZE

LOW-THRUST INTERPLANETARY TRAJECTORIES

Jan Brederveld∗, Kevin Cowan†

Various machine learning algorithms have been applied to find optimal low-thrust
satellite trajectories, however, no fair comparison of their accuracy has been made
yet. In this paper, two common and promising supervised machine learning algo-
rithms are compared for their regression capacities: the artificial neural network
and the Gaussian process. A grid search is performed to evaluate the performance
of the algorithms on different datasets, varying the input features for training, and
the hyperparameters of the algorithms. The best performing Gaussian process and
artificial neural network are applied as surrogate in a model that optimizes a trajec-
tory from Earth to Mars using a differential evolution optimization strategy. The
performance of the models is evaluated on both the Euclidean distance between
the inputs corresponding to the predicted minima of the surrogate method and the
nearest local minimum obtained with the shaping method, and the accuracy of the
predicted ∆V budget required. For both quantities, the Gaussian process outper-
forms the artificial neural network. The minimum required ∆V budget to reach
Mars was predicted more accurately, and the duration of the trajectory and the best
moment to launch were found more often and accurately as well.

INTRODUCTION

The design of low-thrust interplanetary satellite orbits is a challenging and time-consuming task.
Expert knowledge is required to obtain results close to the global optimum, since the convergence
for traditional optimizers is strongly dependent on the initial guess.1 While traditional trajectories,
modelled using Hohmann transfers, are initialized with an instantaneous rocket burst, low-thrust
trajectories are designed for engines delivering continuous low thrust over (part of) the trajectory.
One of the advantages of low-thrust trajectories is that they allow for a larger ∆V budget than
trajectories with instantaneous burns, because the propellant systems are usually more efficient.2

Missions like BepiColombo and DAWN, being the first mission to Mercury and the first mission
orbiting two different solar circling target bodies (Ceres and Vesta) respectively, make use of the
extended mission capacities of low-thrust trajectories. Designing these trajectories is a lot harder
than for traditional trajectories, since the change in velocity can no longer be modelled in a discrete
manner. There is a relation between the initial state of the satellite and the optimal trajectory to reach
the destination, but identifying this relation is usually very difficult. With the advanced regression
capabilities of various machine learning (ML) techniques, this relation can be made explicit and the
optimization process can be accelerated.3

∗MSc. Student, Faculty of Aerospace Engineering, Delft University of Technology, The Netherlands, janbred-
erveld@gmail.com
†Education Fellow + Lecturer, Faculty of Aerospace Engineering, Delft University of Technology, The Netherlands,
k.j.cowan@tudelft.nl
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Among different ML-algorithms, artificial neural networks (ANN)3–5 and Gaussian processes
(GP)6–8 were shown to be very promising for inference. Both ANNs and GPs can replace the time-
consuming propagation step in common optimization algorithms by being trained to approximate
the fitness function. In this configuration, the ML-algorithm is a surrogate for the fitness function
in the optimization process.9 There are two important advantages of this approach: evaluating the
surrogate is less time-consuming than evaluating the numerical fitness of the candidate solution,
and the roughness of the fitness function is smoothed out, which makes it easier to find (locally)
optimal solutions.3 This approach comes, however, at the cost of the accuracy of the fitness function
evaluation.

A fair comparison between the different ML-algorithms has not been made for low-thrust trajec-
tory design yet; Most comparisons of ML-algorithms are performed without optimizing the hyper-
parameters, the parameters that define the dimensions and properties of the ML-algorithm, since
this is a time-consuming task,10 or do not take GPs into consideration.11 The goal of this paper is
to evaluate the effectiveness of both the ANN and the GP in the optimization process and find the
set of hyperparameters that provides the best results. In order to make this comparison, multiple
datasets of trajectories to Mars are generated. Both the ML-algorithms are trained on this data with
varying input parameters and hyperparameters. Based on the comparison made in this paper, the
best performing ML-algorithm is determined, together with the optimal hyperparameters and the
influencing factors on the accuracy of the ML-techniques.

Firstly, the development of the datasets of trajectories for the use case of an Earth-Mars transfer is
described and the two different ML-techniques are introduced. Secondly, the approach of training
the ML-algorithms is described, and a large grid search is performed over the different datasets,
hyperparameters of the ML-algorithms, training feature sets, and scaling methods. Finally, the
best performing ANN and GP are tested in a surrogate approach utilizing a differential evolution
algorithm for optimization, the outcome of which determines the most accurate ML-algorithm for
this problem.

TRAJECTORY GENERATION

Two different shaping methods are used to generate the trajectory datasets, the exposin shaping
method and the hodographic shaping method. Shaping methods assume the trajectory to have a
pre-selected shape, and fit the parameters of the shaping method such that the trajectory satisfies the
mission with a feasible thrust profile.12 These datasets are used to investigate the performance of
different features as inputs for the machine learning technique.

The first shaping method used in this paper is the exposin shaping method. This method was
developed by Petropoulos and Longuski12 and extended by Izzo with the application of Lambert
targeting.13 The exponential sinusoid used for shaping the trajectory, assuming tangential thrust, is
defined by the following expression:

r = k0 exp(k1 sin(k2θ + ϕ)), (1)

where θ is the polar angle and r the distance to the central body. k1 is the dynamic range parameter
which defines the ratio between apoapsis and periapsis distance. k2 is the winding parameter, which
defines how many rotations about the barycenter are finished before the periapsis is reached. ϕ
defines the orientation of the exponential sinusoid and k0 is the scaling factor.12 Petropoulos and
Longuski used the exposin shape and the assumption of tangential thrust to define the flight path
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angle, time of flight (TOF), and accelerations over the trajectory. Izzo showed that when θ is set as
θ̄ = ψ + 2Nπ:

∀k2 ∃ Sk2 [r1, r2, ψ,N ] , (2)

which is a class of exposins passing through both r1 and r2, the distances of the two bodies with
respect to the central body, with a phase difference of ψ+2Nπ. N is the number of rotations around
the center body. This means that low-thrust trajectories designed using the exposin shaping method
can either be defined using the full shape information, [r0, θ̄, k0, k1, k2, ϕ], or alternatively using
the departure date, t0, TOF, k2, and N .13 In order to generate a large number of trajectories from
Earth to Mars, Bouwman implemented a 3D approach of the exposin shaping method. With this
dataset, Bouwman showed both sets of parameters can be used for training a GP. The most accurate
results were obtained using the second set of input parameters.8 The same sets of parameters, or
features in the field of ML, are used in this paper to perform the comparison between ANNs and
GPs.

The other shaping method used is the hodographic shaping method, developed by Gondelach and
Noomen.14 The idea behind this method is that a trajectory can be modelled as the connection be-
tween the hodographs of the departure body and the arrival body respectively. By applying the right
boundary conditions to the problem, the trajectory is suitable for the mission. The trajectory can
be described by the velocity functions. These functions describe the velocity, v, over the trajectory
in the normal (θ), radial (r), and axial (z) direction as a function of time, and are multiplied by a
coefficient, c. Together they give the total velocity, V :

V (t) =

Nv∑
i=1

civi(t), (3)

The required number of velocity functions equals the number of boundary conditions. For this
problem there are three boundary conditions per direction: the initial velocity, the final velocity and
the relative displacement. From the velocity, the thrust profile can be determined, which gives the
∆V budget required to arrive at the target body.

MACHINE LEARNING

Examples of ML-algorithms that were used before to perform regression analysis are ANNs,
GPs, support vector machines, decision trees, and gradient boosting.15 Among these, ANNs and
GPs have shown to be the most promising. Both Gaussian process regression (GPR) and regression
using ANNs are examples of supervised learning methods. The algorithms are trained on a dataset
of inputs, x, for which the outputs, y, are known. In order to perform machine learning, the dataset is
usually split up in two or three datasets, a training dataset, a test dataset, and for ANNs, a validation
dataset as well. Training involves designing the weights and biases of the matrices in the algorithms
such that the correct output is given for the input of the training dataset. To test the accuracy of the
algorithms, the test dataset of samples that were not used for training is evaluated. The accuracy of
the predictions based on the input of the test dataset in comparison to the output of the test dataset
defines the accuracy of the ML-algorithm. The validation dataset prevents overtraining for ANNs,
which is described in further detail later in this section.

Gaussian Processes

Even though both ML-algorithms are suitable for regression analysis, ANNs and GPs are very
different. The GP is a non-parametric model which always perfectly matches the training dataset.
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The behavior in between points can be modelled as the correlation between points using a multi-
variate Gaussian distribution. This behavior is mainly determined by the kernel or prior used for
the GP, and the hyperparameters, θ: the length scale, `, signal variance, σf , and the variance of the
noise, σn. Since the trajectories are generated using a deterministic model, there is no noisy data so
σn = 0. The GP is defined as follows:16

f(x) ∼ GP(µ(x), k(x,x′)), (4)

where µ is the mean function, k is the kernel function, and x and x′ are two different training
samples. The kernel is a function of the training data and the hyperparameters. A common kernel
is the squared exponential or radial basis function (RBF) kernel (Eq. (5)):

k(x,x′) = σ2f exp

(
−(x− x′)2

2`2

)
. (5)

The GP is trained to estimate the mean and the standard deviation of the output of the test samples,
y∗:

GP(x∗) = p(y∗|X,y,x∗), (6)

where X is the matrix containing all training input.

The optimal hyperparameters have been selected when the best a posteriori estimate occurs, i.e.
at the maximum of p(θ|X,y). Using Bayes’ theorem and the marginal likelihood, it can be shown
that this is equal to maximizing log p(y|X,θ), which is

log p(y|X,θ) = −1

2
yTK−1y − 1

2
log |K| − n

2
log 2π, (7)

in which K is the covariance matrix, given by

K =

k(x1,x1) k(x1,x2) · · · k(x1,x
′)

...
...

. . .
...

k(x′,x1) k(x′,x2) · · · k(x′,x′)

 . (8)

The maximum value for Eq.(7) can be determined using an optimization algorithm.

Artificial Neural Networks

The ANN tends to find a best-fitting approximation of the data by performing multiple matrix
multiplications in the different layers. A layer consists of a matrix of weights, W , and a vector of
biases, b. The input vector is multiplied with the weights, the biases are added, and non-linearity is
introduced using an activation function such as the rectified linear unit (ReLu) function, Eq. (10).
The activated outcome, a, is the input for the subsequent layer. The following steps are taken in the
feedforward stage:

z = Wx+ b (9)

and
a = ReLu(z) = max(0, z). (10)

The outcome of the final layer is compared to the training output and evaluated using a loss function.
The loss functions used in this research are the mean absolute error (MAE) and mean absolute
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percentage error (MAPE), since they were used in comparable research.8, 17 The MAE and MAPE
are given by

MAE =
1

Nt

Nt∑
i=1

|ytesti − ypredi | , MAPE =
100%

Nt

Nt∑
i=1

∣∣∣∣ytesti − yprediytesti

∣∣∣∣ . (11)

These loss functions are applicable to GPs as well. The objective, to fit to the training data as good
as possible, is achieved by minimizing the loss function for the training dataset. The weights and
biases of the different layers are updated based on their derivative with respect to the loss function.18

After all training samples, Nt, are used, the validation dataset is evaluated, and the next epoch of
training starts.

An issue with ANNs is overtraining. This implies that if the ANN is trained on the training
dataset for too long, it could pick up on patterns that are only present in the training dataset. When
these are not present in the data the training samples are taken from, the accuracy of the algorithm
in predicting the test data might decrease with an increased number of training epochs. In order
to detect overtraining a third dataset is generated, which is not used for training, but is evaluated
after every epoch. This is the validation dataset. When overtraining occurs, the prediction accuracy
of the training dataset improves over epochs, but the improvement stops for the validation dataset,
and the performance might even decline. There are measures to prevent overtraining, such as early
stopping, regularization or dropout, but these are not applied in this research since overtraining is
taking part slightly for some networks, but is not forming an issue in this specific research.

METHOD FOR IMPLEMENTATION AND ANALYSIS

Machine learning consists of two important aspects, the ML-algorithm and the data used for
training. Since they are independent from another, almost the same pipeline can be used for different
machine learning algorithms. The approach followed in this research is shown in Figure 1.

At first, a dataset of low thrust trajectories is generated. From this dataset, a subset is generated
by selecting the features the ML-algorithm will be trained on. This dataset is split into two or three
parts, depending on the ML-algorithm. The data are scaled and the ML-algorithm is prepared for
training. The hyperparameters for the algorithm or the kernels are chosen, the ML-algorithm is
fitted on the training data, and if necessary evaluated using the validation dataset. The accuracy of
the ML-algorithm is determined by comparing the outcome of the ML-algorithm with the output
of the test dataset. The most accurate ML-algorithm is used in a surrogate model,9 where the ML-
algorithm is evaluated instead of the objective function. In order to find the best-performing dataset,
feature set, and set of hyperparameters, a grid search is performed over the inputs depicted by the
six blue diamonds in Figure 1. The steps performed to go from the inputs to a ML-algorithm that is
suitable for use in a surrogate approach is described in the two sections below.

Generating the data

The input parameters selected in the first step of Figure 1 define the low-thrust trajectories the
ML-algorithms are trained on. These are the type of mission, the trajectory design method, and
the ranges of departure dates and travel times. Furthermore, the number of revolutions around the
Sun, N , before reaching the target and the shape parameters were varied. Three different trajectory
datasets are generated, of which the selected input parameters can be found in Table 1. A rendezvous
mission to Mars is chosen to make verification of the minimum of the dataset possible.8, 14
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Figure 1. The pipeline of the algorithm used for the grid search. The red area con-
tains the data analysis and feature engineering, the yellow area contains the machine
learning. The purple area and dashed arrows are specific for ANNs.

Table 1. The low-thrust trajectory datasets used for training the different ML-algorithms.

Mission parameters Dataset 1 Dataset 2 Dataset 3
Mission Mars Rendezvouz
Departure dates [MJD2000] 7671-10227
Departure dates 01-01-2021 to 31-12-2028
Mission Duration [days] 500-2000
Shaping Method Exposin Hodographic Hodographic
N 1 1 0-5
Timestep [days] 1 10 40
Number of trajectories 233814 38656 2432

Both shaping methods are similar in that the time required to generate a trajectory is on the
order of seconds.8, 17 The exact duration depends on the computational power used to generate
the trajectories, but in general the hodographic shaping method takes a bit longer to generate a
trajectory, because of the free parameters that need to be optimized.

In the second step, the features selected to train on are chosen. The exposin and hodographic
shaping methods have very different features to describe the trajectory. Bouwman showed a GP
can successfully be trained on two different sets of features of the exposin shaping method,8 so the
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same two feature sets are chosen for this research. The first set consists of three features: t0, TOF,
and k2. The second set consists of the full shape information of the exposin shaping method. These
features are r0, ψ k0, k1, k2, and ϕ as defined in Eq. (1). Both these sets of features were mapped
to the required ∆V to travel the specified trajectory.

The feature sets selected for the hodographic shaping method consist of the features given in
Table 2. Stubbig showed that ANNs can successfully be trained on the first set,17 albeit with other
input parameters for the dataset of trajectories. The second and third feature set are selected to show
the differences between training on cylindrical and Cartesian coordinates. The last set is very simple
and practical for an optimization approach since it is continuous.

Table 2. The feature sets utilized for training the ML-algorithm on the hodographic datasets (Dataset
2 and 3).

Feature
set

Features Number of
features

1 Full cylindrical state information at departure and arrival, departure date and
TOF

14

2 Position difference between Earth and Mars in cylindrical coordinates and
TOF

4

3 Position difference between Earth and Mars in Cartesian coordinates and TOF 4
4 The departure date and the TOF 2

The third step of preparing the data before training the algorithm is to divide the data over a
training set, a test set, and in case an ANN is to be trained, a validation set. The sizes of these sets
depend on the dataset, as well as on the ML-algorithm. Training the GP involves inverting a square
matrix with the size of the number of training samples, n. Therefore increasing the number of
training samples increases the training time with O(n3).19 The shape of the ANN is not dependent
on the amount of training data; increasing the amount of training data leads to a linear increase in
the required training time. To generate the training set, random samples are chosen from the full set
of trajectories. The validation dataset is picked randomly from the data left, and the test dataset is
picked last.

The last step of preparing the data before training the ML-algorithm is scaling the data. It is
known that scaling the data does improve the performance of non-decision based ML-algorithms
like the ANN and GP.20, 21 It prevents the input variable with the largest range to be dominant in
determining the trend.22 Moreover, the optimization algorithm within the ANN converges faster
when the input variables are scaled equally.23 Nawi et al. showed that pre-processing can improve
the performance of ANNs on classification problems∗ by up to 95%.23 For scaling the data, three
approaches were selected. The first approach is to not scale the data, in order to create a benchmark.
The second approach is standardization or Z-score normalization (Eq. (12)). The last approach is
to normalize the data (Eq. (13)). Standardizing the data gives the data a mean of 0, and a standard
deviation of 1 by subtracting the mean and dividing by the standard deviation. Normalization scales
the data between -1 and 1. The two equations for the scaling methods are:

xsc =
x− x̄
σ(x)

(12)

and
xsc = 2

x− xmin

xmax − xmin
− 1. (13)

∗Classification is performed with a discrete implementation of ANNs, regression with the continuous implementation.
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The benefit of normalization is that the domain for the optimization approach is known. The down-
side however, is that this scaling method is very sensitive to outliers in the data. For standardization,
it is the other way around. The scaling parameters are defined using the training dataset, because
only the training samples are considered known for the ML-algorithm.

Hyperparameters for grid search

Both the GP and the ANN have a set of hyperparameters that require optimization. The hyper-
parameters of the GP are optimized by maximizing the log-likelihood of the hyperparameters for
the training samples (Eq. (7)), so the factors that influence the accuracy most are the kernel and
the number of training samples. In this paper, 17 different kernels are tested. The kernels used
are (every different combination of) the RBF kernel, the twice differentiable Matérn kernel, and
the piecewise polynomial (PP) kernel of order two. These kernels are selected because they are
common for GPR (RBF and Matérn kernels), or were shown to provide good results on trajectory
optimization problems (PP kernel8). The number of training samples varied per dataset. For dataset
1 and 2, the number of training samples varied between 1000, 2000, or 3000, and for dataset 3, the
GP was either trained on 800, 1200, or 1632 training samples. The activation function is set to be
the ReLu function, and the optimizer of the ANN is set to be Adam with Nesterov moment, because
they have shown to be the most effective.24

For the ANN, there are many more hyperparameters which can be varied. These are determined
using a grid search over the hyperparameters. Among methods for discovering the optimal hyperpa-
rameters,25 grid search, random search and a tree-structured Parzen estimators approach have been
used for similar problems.11, 26 The benefit of a grid search is that not only a set of good hyperpa-
rameters is found, the effect of changing them can be investigated as well. The selected ranges for
the grid search are given in Table 3.

Table 3. Selected ranges for the hyperparameters of the ANNs

Hyperparameter Dataset 1 Dataset 2 Dataset 3
Number of hidden layers 0-3 0-3 0-3
Nodes per layer 16, 32, 64, 128 16, 32, 64, 128 16, 32, 64, 128
Activation function ReLu ReLu ReLu
Loss function MAPE MAPE MAE
Optimizer Nadam Nadam Nadam
Batch size 32, 128, 512, 2048 32, 128, 512, 2048 32, 64, 128
Number of epochs 100, 300, 500 100, 300, 500 100, 300, 500
Training set size 2000 or 20000 20000 800, 1200, 1632
Validation set size 1000 1000 200
Test set size 1000 1000 600

An ANN without hidden layers consists of two layers, an input and an output layer. Networks
with three hidden layers do have five layers in total. In order to decrease the time required to perform
the grid search, the runs in which is iterated over 300 and 500 epochs are a continuation of the runs
over 100 or 300 epochs respectively. This approach decreased the time required to perform the grid
search by about 45%.
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RESULTS

In this section, a selection of the results of the grid search is presented. Some of the results of the
grid search are very well known or have been described in other research.27 When these results are
in line with previous research, they are not shown again.

Input datasets

To find the source of the different outcomes for the ML-algorithms, it is important to first analyze
the data the algorithms were trained on. To show the difference between the datasets, the porkchop
plots of the trajectories are given in Figure 2.

(a) Porkchop plot of dataset 1, generated with the Exposin
shaping method.

(b) Porkchop plot of dataset 2, generated with the hodo-
graphic shaping method.

(c) Porkchop plot of dataset 3, generated with the hodo-
graphic shaping method.

Figure 2. Porkchop plots of the different datasets in this paper.

As can be seen in Figure 2, the different datasets all display different characteristics, depending
on the techniques used and the input parameters given in Table 1. These characteristics largely in-
fluence the performance of the ML-algorithms trained on these datasets, as will become clear in this
section. Generating trajectories using the exposin shaping method (Dataset 1, Figure 2(a)) results
in a dataset that has alternating regions of high and low ∆V values, and only a few intermediate
values. The first hodographic shaped trajectory dataset (Dataset 2, Figure 2(b)) consists of trajec-
tories with ∆V values divided more equally over the range, however, there are no large clusters of
trajectories with similar ∆V values. The last dataset (Dataset 3, Figure 2(c)) shows the ∆V values
ranging rather equally over the whole range, and clear regions of higher and lower ∆V values. Even
though the ranges and distributions of the output of the different methods vary a lot, the ∆V budgets
required to perform the optimal trajectory are within 0.5 km/s from each other, with 6.26 km/s for
the first dataset, 5.83 km/s for the second and 5.78 km/s for the last. The standard deviations of
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the datasets are 49.9, 12.16 and 2.17 km/s. The standard deviations of the datasets are an important
indication of what accuracy can be obtained when performing regression analysis.

As can be seen by comparing the plots in Figure 2, the method of generating the trajectories is
not the most important property that defines what the plots look like. The smoothness is mainly
determined by the number of revolutions around the Sun that are allowed, and the effect of this
property is evaluated in this paper. The purpose of using different trajectory design methods is
mainly to compare the performance of different feature sets that can be used for training the ML-
algorithms, but also to be able to make a comparison with other literature.

Results of the grid search

Subsequently, the grid search is used to find the hyperparameters of the ANN that yield the best
performance, and the kernels that provide the best performing GPs. The metric of the performance
of the algorithms is the loss function (Eq.(11)). The goal of the ML algorithm, to train on the
training data, is achieved at the minimum of the loss function. Another metric used in this paper is
the difference between the test output, y, and the output of the algorithm, called prediction error in
the rest of this paper. This metric is important because it has a meaningful value (∆V ) which makes
comparing different algorithms and different datasets possible.

The influence of some of the hyperparameters on the loss function is known very well, so the
effect of changing them is not shown in this paper as long as the effect is supported by the data. A
summary of the effects is given in Table 4. The main trade-off for these hyperparameters is accuracy
versus time. Balancing these hyperparameters is key, since there is a limit in the improvement of
accuracy that can be achieved by tuning them. Increasing the number of layers, or number of nodes
per layer improves the accuracy of smaller models, but it introduces too many free parameters at
a certain point. This increases the risk of overtraining, and increases the computational effort as
well.4

Table 4. Effect of increasing different hyperparameters for the ANN.17

Trend for hyperparameter Accuracy Computational effort
Increase number of layers Increases Increases
Increase number of nodes per layer Increases Increases
Increase batch size Decreases Decreases
Increase number of epochs Increases Increases

The inputs and hyperparameters of the ML-approach that are investigated further in this paper
are the trajectory datasets, the scaling methods, the feature sets, the kernels used for the GP and the
number of training samples.

Differences between datasets Supported by the data in Table 5, one of the first observations is
that the average prediction error for the different trajectory datasets is very much dependent on the
input dataset itself.

For the first and second dataset, it was required to filter results obtained by the ANN’s before
comparing. Due to the initialization of the weights in the different layers, the initial value of the
MAPE loss function is about 100. Since the objective of the ML-algorithm is to decrease the training
loss, runs where the training loss exceeded 200 were deemed incorrect, and therefore disregarded.
There is another class of results that is erroneous, but not filtered. When the standard deviation
of the prediction error is larger than the standard deviation of the dataset itself, the accuracy of the
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Table 5. Standard deviation of the prediction error of the ANNs and GPs for the trajectory datasets.

ANN GP
Dataset 1 Dataset 2 Dataset 3 Dataset 1 Dataset 2 Dataset 3

Mean [km/s] 41.40 12.86 0.83 43.82 12.13 0.69
St. d. [km/s] 35.08 9.55 0.43 18.01 0.93 0.68
Min [km/s] 12.09 11.47 0.16 12.34 10.60 0.07
Max [km/s] 550.6 227.2 1.81 255.1 35.80 2.25

outcome of the trained ML-algorithm is less accurate than using the mean of the dataset as prediction
for every sample. These data are not filtered since they are considered an unsatisfying result, but not
an error in the algorithm. The reason the algorithm does not converge to the minimum loss function
is most likely related to the peakiness of the dataset, which increases the chances of the optimizer
of the algorithms to be stuck in a local minimum. The results in Table 5 show that it is easier to find
a configuration for which the ANN is capable of accurately predicting the required ∆V budget for
dataset 3, the least peaky dataset, since the grid search resulted in smaller standard deviations of the
prediction error, with about a factor 10− 100 for both the mean and minimum values.

Scaling The effect of scaling is tested on dataset 3. To show the effects of scaling, the ML-
algorithms were trained on non-scaled data, the normalized data and the standardized data. In
Figure 3, the results from training the ANNs are shown using circles, with the average depicted by
a diamond in the same color. Both the MAPE as the MAE are considered in Figure 3, since an
important conclusion can be drawn from comparing both loss functions.

(a) The MAPE value for ANNs trained on scaled and non-
scaled data of dataset 3.

(b) The MAE value for ANNs trained on scaled and non-
scaled data of dataset 3.

(c) The standard deviation of the prediction for ANNs
trained on scaled and non-scaled data of dataset 3.

Figure 3. Comparison of the performance of ANNs trained on dataset 3 for different
scaling techniques. The same legend applies to all plots.

Based on the MAPE in Figure 3(a), it might look like using normalized data improves the accu-
racy of the ANN slightly over non-scaled data, and standardization decreases the accuracy signifi-
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cant. However, this does not follow from the mean and the standard deviation of the prediction error
in Figure 3(c). In order to find out whether scaling improves the performance or not, verification is
performed using the MAE over the same training-, validation- and test-datasets. In Figure 3(b), it is
shown that the lowest loss function is obtained after normalizing the data, but performing standard-
ization also results in a lower loss than not scaling the data. The reason for the difference between
the loss functions and the standard deviation of the error after scaling is that the loss function is
a metric of the ML-algorithm, while the standard deviation of the error is a metric of the output
data. When standardizing the data, the MAPE is expected to go up since the divisor in Eq. (11) is
close to zero. For the MAE, the loss is expected to decrease the most after normalization, since the
difference between the test data and the expected output scales with the data (Eq. (11)).

Concerning the performance of scaling, it can be concluded from Figure 3(c) that scaling the data
does improve the performance of the ML-algorithms on the test dataset. For the non-scaled data,
the standard deviation of the prediction error approximately equals the standard deviation of dataset
3. I.e. it is expected that the outcome of the ANN equals the mean of the training dataset for all
test samples. This implies that, without scaling, no meaningful training took place on this dataset.
An F-test showed that the decrease of the standard deviation of the error after scaling is statistically
significant, but the difference between standardization and normalization is not. Singh22 states that
standardization has a slight edge over normalization, since the effectiveness is less dependent on
the input data of the problem. For GPR, similar effects are observed, as can be seen in Table 6.
The MAPE for the standardized data is orders of magnitude higher than for the non-scaled data and
normalized data, but the standard deviation of the prediction error is slightly lower after scaling the
data. The most important difference is that for the non-scaled data, none of the ANNs were trained
successfully, while the standard deviation of the prediction error for some of the GPs decreased to
below 0.3km/s.

Table 6. Summary of the results of training the ANNs, shown in Figure 3, and results of training GPs
on the same dataset.

ANN GPR
No scaling Minimum Mean Minimum Mean
MAPE [%] 13.43 14.65 1.780 45.30
MAE [km/s] 1.21 1.31 0.159 3.845
St. d. of the prediction error [km/s] 2.19 2.36 0.289 1.811
Standardization
MAPE [%] 29.07 113.1 17.27 161.5
MAE [km/s] 0.044 0.079 0.037 0.382
St. d. of the prediction error [km/s] 0.196 0.333 0.073 0.638
Normalization
MAPE [%] 5.593 11.04 7.176 181.6
MAE [km/s] 0.014 0.025 0.033 0.617
St. d. of the prediction error [km/s] 0.213 0.357 0.057 0.680

Features The features selected for training the ML-algorithm are essential for the performance.
This is shown best by comparing the performance of the different ML-algorithms on dataset 1 and 3.
The feature sets for dataset 1 are the full exposin shape information and the reduced set developed
by Izzo. The features trained on for dataset 3 are given in Table 2. For this analysis, only the
standardized data are evaluated in order to make the datasets as comparable as possible. Figure 4
and Table 7 show the results of training the ANNs and GPs on different features within dataset 3.
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(a) The mean and the standard deviation of the prediction
error for the ANNs trained on the different feature sets.

(b) The training loss, validation loss and test loss for the
ANNs trained on the different feature sets. The selected
loss function is the MAE.

Figure 4. Comparison of the performance of ANNs on different feature sets of dataset
3. The feature sets in these plots correspond to the feature sets in Table 2.

In Figure 4, it can be seen that the best performance is obtained using feature set 1, with 14 input
parameters (2 times 6 state variables, departure date and TOF). The difference between the feature
sets is small, but statistically significant. Furthermore, feature set 3, containing the difference in
state variables in Cartesian coordinates performs worse than the other three in terms of standard
deviation of the error, validation loss and test loss. This means that the difference in Cartesian
coordinates is not a straightforward method of describing a trajectory. The reference frame lacks
patterns that are present in other coordinate frames (such as the difference in radius, which is almost
constant for trajectories from Earth to Mars). These patterns are very important to define the trend.
In the training loss, this difference is not visible, which implies overtraining took place. There
are measures to prevent overtraining, however, since the other feature sets perform better, it is
recommended to continue research on one of the other feature sets.

The same feature sets are preferred when training GPs, according to Table 7. Using the full state
information as input provides the most accurate results, both in terms of the loss function and the
standard deviation of the prediction error.

Table 7. Summary of the results of training the ANNs and GPs on different feature sets for dataset 3.
The results for the ANNs are also shown in Figure 4.

ANN GPR
Set 1, Full state information Minimum Mean Minimum Mean
MAE [km/s] 0.042 0.127 0.036 0.378
St. d. of the prediction error [km/s] 0.175 0.496 0.071 0.593
Set 2, Cylindrical coordinates
MAE [km/s] 0.042 0.199 0.122 0.290
St. d. of the prediction error [km/s] 0.165 0.807 0.238 0.525
Set 3, Cartesian coordinates
MAE [km/s] 0.119 0.281 0.250 0.552
St. d. of the prediction error [km/s] 0.511 1.088 0.528 0.971
Set 4, TOF and Departure date
MAE [km/s] 0.053 0.289 0.068 0.432
St. d. of the prediction error [km/s] 0.181 0.911 0.127 0.661

Bouwman showed that training on a larger number of input parameters does not always improve
the accuracy of GPR.8 It was shown that the GPs trained on three input parameters outperformed
the GPs trained on the full shape information. Using the same dataset, generated using the exposin
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shaping method (Dataset 1), the same effect is shown for ANNs in Figure 5.

(a) The mean and the standard deviation of the prediction
error of the ANNs trained on the different feature sets of
dataset 1.

(b) The training loss, validation loss and test loss for the
ANNs trained on the different feature sets of dataset 1. The
selected loss function is the MAPE.

Figure 5. Comparison of the performance of ANNs trained on different feature sets of
dataset 1, the Exposin shaped dataset. The set with 3 features consists of the t0, TOF
and k2. The feature set with 6 input variables consists of the full shape information.

The difference between the two feature sets shows the importance of feature engineering. For
both algorithms goes: more features is not necessarily better, and some features decrease the loss
function for a ML strategy more than others. Adding more features might improve the performance
of the ML-algorithm, but also increases the time required to obtain a trained algorithm since more
parameters need to be tuned. The feature set can be optimized in terms of accuracy and computa-
tional effort by testing individual features using a leave-one-out strategy, and determining whether
features are correlated.

Kernels The different kernels selected for the GPs are also trained most successfully on dataset
3. The kernels all produced comparable results, so the differences are a matter of detail. In Figure 6,
it can be seen that all kernels used in this paper are more or less suitable for GPR, since the min-
imum standard deviation of the prediction error is below 0.5 km/s. The best average performance
is obtained using kernels 5, 6, 7, 12, 13, 15, 16, or 17. These kernels all consist of a PP kernel,
added to another kernel. The other kernels sometimes results in GPs that are not trained. This can
be seen by the number of GPs that result in a standard deviation of the prediction error above 2
km/s. Furthermore, the best performing GP with kernels 3, 9, 10, 11 and 14 is not as accurate as the
GPs with other kernels. These kernels all consist of the product of a PP kernel with another kernel.
Indeed, these kernels do not perform well specifically on the feature set containing the full state
information; the set that resulted in the most accurate GPR. This shows the complexity of selecting
the right kernels for the problem. The same kernel can improve or deteriorate the performance of
the GP, depending on whether it is added to or multiplied with other kernels.

There is no single kernel that performs best on all feature sets. The kernels that perform best on
each feature set are given in Table 8.

Table 8. Best performing kernels per feature set.

Feature set Best performing kernel Kernel Index
1 RBF+Matérn+PP 7
2 RBF+Matérn 4
3 (RBF+PP)×Matérn 13
4 Matérn + PP 6
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Figure 6. The standard deviation of the prediction error for GPs with different ker-
nels. The dots depict the data, the diamonds give the mean value of the data.

Training Samples The number of training samples required to obtain a good result is the most
important property that divides the two ML-algorithms evaluated in this paper. For very complex
problems, ANNs can be trained on millions of training samples if necessary.20 The practical limit
for GPs is typically a couple thousands due to the computationally expensive matrix inversion. The
most noticeable and well known trend for both algorithms is that more training data yields better
results, because it gives the algorithms more information to generalize the underlying model. As
mentioned before, ANNs are also less prone to overtraining when more distinct training samples
are available.

In Figure 7, the mean and standard deviation of the prediction error, as well as the training-,
validation-, and test loss of training different ANNs on the third dataset are shown for different
training set sizes. Not only does a larger number of training samples contribute to a lower loss, the
decrease in the test- and validation loss is larger than the training loss. The results in Table 9 show
that the test loss for 800 training samples is about triple the training loss, and at 1632 samples, it is
only double. Thus, the larger training dataset indeed reduces overtraining.

(a) The mean and the standard deviation of the prediction er-
ror of the ANNs trained on dataset 3.

(b) The training loss, validation loss and test loss for the
ANNs trained on different numbers of training samples.
The selected loss function is the MAE.

Figure 7. Comparison of the performance of ANNs trained on different numbers of
training samples of dataset 3.
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The same trend of the loss and standard deviation decreasing with an increasing number of train-
ing samples is present for GPR, as can be seen in Figure 8.

(a) The mean and the standard deviation of the prediction error
of the GPs trained on different number of training samples from
dataset 3.

(b) The training loss, validation loss and test loss for
the GPs trained on different numbers of training samples
from dataset 3. The selected loss function is the MAE.

Figure 8. Comparison of the performance of GPs trained on different numbers of
training samples of dataset 3.

There is a cluster of data points with a standard deviation of the prediction error larger than 2
km/s, about the same order of magnitude as the standard deviation of the ∆V budget in dataset
3. These data points are related to the set of kernels that do not perform well on the data. The
kernels suffering most from this issue can be found in Figure 6. A summary of the results shown in
Figures 7 and 8 is given in Table 9.

Table 9. Summary of the results shown in Figures 7 and 8.

ANN GPR
800 training samples Minimum Mean Minimum Mean
St. d. of the prediction error [km/s] 0.253 0.951 0.146 0.745
Training MAE [km/s] 0.022 0.193 - -
Test MAE [km/s] 0.067 0.261 0.071 0.445
1200 training samples
St. d. of the prediction error [km/s] 0.202 0.814 0.096 0.684
Training MAE [km/s] 0.020 0.174 - -
Test MAE [km/s] 0.047 0.219 0.048 0.411
1632 training samples
St. d. of the prediction error [km/s] 0.164 0.713 0.071 0.633
Training MAE [km/s] 0.019 0.160 - -
Test MAE [km/s] 0.042 0.191 0.036 0.384

Algorithms selected for surrogate modelling The best performing ANN and GP are selected
based on Tables 5, 6, 7, and 9. Both ML-algorithms perform best on dataset 3, using the full state
information (feature set 1), standardized input data, and the maximum number of training samples.
Concerning the hyperparameters, the ANN consists of 5 layers, 128 nodes per layer, a batch size
of 32 samples and the MAE loss function. For the GPR, the selected kernel is the sum of the RBF,
Matérn and PP kernel as given in Table 8. To compare the accuracy of both algorithms, an example
of the prediction error is visualized in Figure 9. This is done by creating contour plots of the differ-
ence between the outcome of the ML-algorithm and the output of the test dataset. The input values
of the test data are depicted using black dots.

Figures 9(c) and 9(d) show the prediction error of the ANN and the GP respectively. For the
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(a) Porkchop plot of the full dataset. (b) Porkchop plot of the test data.

(c) Difference between the test data output and the output
(prediction error) for the ANN.

(d) Difference between the test data output and the output
(prediction error) for the GP.

Figure 9. Estimates of the required ∆V budget for the different ML-algorithms.

ANN, clearly more color is visible than for the GP, which shows the ANN predicted more often
output with a deviation from the test output than the GP. This implies the GP predicts the required
∆V budget more accurately than the ANN. This conclusion is supported by the mean and standard
deviation of the prediction error. The mean of the prediction error of the ANN is -0.012 km/s, and
the standard deviation 0.18 km/s. For the GPR, the mean of the prediction error is -0.005 km/s,
and the standard deviation 0.07 km/s. These numbers show that the GP outperforms the ANN on
predicting the ∆V budget required to perform a low-thrust satellite trajectory to Mars after training
on 1632 training samples. Of these two ML-algorithms, the GP took on average about three times
longer to train on the dataset. There is no reason to assume that ANNs that require the same amount
of training time would obtain better results. Increasing the width and depth of the ANNs does
only improve the accuracy up to a certain level, which hints to a limit beyond which overtraining
takes place. Increasing the number of epochs over which the ANN is trained only causes more
overtraining.

Differential evolution

The next step in finding the optimal trajectory is to use an optimization algorithm to find the
function input that yields the minimum ∆V budget. The differential evolution (DE) algorithm (a
common population based algorithm used for finding optimal trajectories2) is selected to test the
performance of the trained ML-algorithms in the surrogate configuration. In this set of experiments,
a DE/best/1/bin with F = 0.5, Cr = 0.7 and NP = 15 is used. When no constraints are applied, the
DE algorithm only gives feasible solutions on continuous input spaces.28 Of the four feature sets
given in Table 2, only set 4 is continuous. However, using the ephemeris data of Earth and Mars,
the other feature sets can be restricted to the same two-dimensional continuous space as well. Since
the pattern in Figure 9(a) is repetitive, multiple local minima can be found. These minima can

17



have similar ∆V values, which makes it difficult for the DE-algorithm to find the global minimum,
i.e. the set of input parameters that yield the optimal trajectory. Another difficulty that arises
when having multiple local minima with similar ∆V values is that the location of the minimum
determined by the DE-algorithm depends on the training data used to train the machine learning
algorithms. To show the most likely inputs and output for the optimal trajectory, the experiment of
training the ML-algorithms and finding the optimum using the DE-strategy was repeated 50 times.
The results are shown in Figure 10.

(a) Predicted input variables (Departure date and TOF) for
the optimal trajectory to Mars, obtained using the surrogate
model trained on these input variables.

(b) Predicted input variables (Departure date and TOF) for
the optimal trajectory to Mars, obtained using the surrogate
model trained on the state at departure and arrival.

Figure 10. Locations of the 50 determined local optima on the domain [7670, 10190]
for the departure date and [500, 2000] for the TOF, obtained using a surrogate con-
figuration DE-strategy with a trained ANN (blue) or GP (red).

A closer look at Figure 10 shows that predictions obtained using GPR are on average closer to
the nearest local minimum, shown in Figure 11. The chosen domain contains the global minimum
within the training dataset, located at (9985, 1100).14, 27

(a) Figure 10(a) on the domain [9940, 10010] for the depar-
ture date and [1070, 1170] for the TOF.

(b) Figure 10(b) on the domain [9940, 10010] for the de-
parture date and [1070, 1170] for the TOF.

Figure 11. Distribution of the data points located in the vicinity of the local minimum
in Figure 10. Input variables of the optimal trajectory are shown in green.

To determine the accuracy of both ML-algorithms, there are two important properties: the accu-
racy of the predicted input variables for the optimal trajectory, i.e. the TOF and departure date, and
the accuracy of the predicted output, i.e. the ∆V budget.

To determine the accuracy for the input, the Euclidean distance between the estimate and the
nearest local minimum is used since both the departure date as the TOF are measured in days.
Table 10 provides the confirmation of what can be seen in Figure 11. The GP is more accurate and
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precise, both in predicting the input as the output of the optimal trajectory.

Table 10. Accuracy of the predictions of the input and the output for the different ML algorithms.

Average distance to
nearest local minimum
[days]

Mean of the output
[km/s]

Standard deviation of
the output [km/s]

GPR, feature set 3 10.6 5.777 0.025
ANN, feature set 3 27.2 5.770 0.042
GPR, feature set 1 7.44 5.776 0.020
ANN, feature set 1 14.8 5.752 0.032

The best results are as expected obtained after training on feature set 1. In Table 11, the predicted
inputs and output of the local minima in Figure 10(b) are given individually.

Table 11. Local minima found by the DE algorithm in the surrogate configuration (Departure date,
time of flight, number of points closest to the minimum and the ∆V required in km/s to perform the
trajectory) and the closest local minimum output of the hodographic shaping algorithm.

Hodographic ANN GPR
Dep. date TOF ∆V Dep. date TOF # ∆V Dep. date TOF # ∆V

[MJD2000] [days] [km/s] [days] [days] - [km/s] [days] [days] - [km/s]
8145 602 5.87 0 -9 +17 1 5.87
8139 1573 5.80 -4 +5 2 5.81 0 -1 1 5.80
8486 1213 5.79 -5 +1 9 5.69 -3 +4 10 5.77
8875 1527 5.80 -3 -3 2 5.75 +1 -3 1 5.79
9228 1167 5.77 -5 -5 21 5.71 +1 -2 20 5.76
9505 840 5.83 0 +21 -22 2 5.82
9971 1122 5.76 -3 -3 16 5.70 0 0 15 5.75

Most of the minima obtained by the DE-strategy have a departure date around 9228 or 9971 in
the MJD2000 system,29 and a TOF of 1167 or 1122 days. The surrogate method involving the GP
also gives these inputs as the trajectories requiring the lowest ∆V budget. In order to assess the
accuracy of these given local minima, the output of the surrogate method served as the general area
for a grid search using the hodographic shaping method. The output of this search is also given in
Table 11. Most of the local minima predicted by the surrogate method are reasonably close to the
minima obtained with the hodographic shaping method, especially those obtained using GPR. The
biggest difference between the ANN and the GPR in Table 11 is the accuracy of the predictions of
the required ∆V value. The GP is more accurate, the average prediction of the ∆V value is 0.01
km/s off. This cannot be said for the departure date and the TOF. For most of the local minima, the
prediction of the GP is closer to the local minimum. However, there are two outliers, where there
is 1 prediction close to the local minimum, but off by up to 22 days for the TOF and the departure
date. These might be an issue, so it is important to repeat the optimization process multiple times to
make sure there is more valuable data than outliers.

CONCLUSION

Three main conclusions can be drawn. The foremost conclusion is that the GP provides more
accurate results in a surrogate method than the ANN. Not only does the GP predict the inputs of
the optimal trajectory more accurately than the ANN, but the ∆V required to perform the optimal
trajectories is predicted more accurately by the GP as well. This conclusion is not surprising after
showing that the GP’s predicting capabilities outperform the ANN on all three datasets tested, and
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on the two best performing feature sets. It also required less training samples to obtain a similar
or better result than the ANN. This came at the cost of the computational effort; Training the best
performing GP consistently took about three times as long as training the best performing ANN.

The second conclusion is that the dataset defines whether it is possible to use a surrogate method.
Both ML-algorithms performed best on the dataset with the lowest deviation in the data, although
the smallest number of trajectories was used for training. The standard deviation of the error in the
prediction of the ∆V budget for dataset 1 and 2 exceeded the minimum value for the ∆V budget,
which makes the ML-algorithms unusable. The most notable difference between the three datasets
is the number of jumps in adjacent ∆V values. These jumps are the largest in dataset 1, and the
smallest in dataset 3. They might have caused the optimization algorithm for the loss function of
the ML-algorithm to be stuck in a local minimum.

The final conclusion is that scaling the data greatly benefits the performance of both ML-algorithms.
When no scaling is applied to dataset 3, the accuracy of the predictions of the ML-algorithms is not
better than predicting the mean value of the dataset as ∆V budget. Both standardization and nor-
malization decreased the standard deviation of the prediction error by about 90%. Between those
methods, no significant difference was found.
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[15] D. Izzo, M. Märtens, and B. Pan, “A Survey on Artificial Intelligence Trends in Spacecraft Guidance
Dynamics and Control,” arXiv preprint arXiv:1812.02948, 2018.

[16] C. E. Rasmussen, Gaussian Processes in Machine Learning. Cambridge: the MIT Press, 2006.
[17] L. Stubbig and K. Cowan, “Improving the evolutionary optimization of interplanetary low-thrust tra-

jectories using an artificial neural network surrogate model,” 2020. 2020 AAS/AIAA Astrodynamics
Specialist Conference ; Conference date: 9-08-2020 Through 12-08-2020.

[18] M. A. Nielsen, Neural networks and deep learning, Vol. 25. Determination press San Francisco, CA,
USA:, 2015.

[19] G. H. Golub and C. F. Van Loan, “Matrix computations, 4th,” Johns Hopkins, 2013.
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3
Additional results

In addition to the results presented in Chapter 2, other results are obtained that support the paper and
answer the research questions that were not answered in the paper. In this section, the verification of
well known trends for hyperparameters of ANNs is presented, as well as a complete list of the kernels
used for the GPs and a comparison of the computational times for GPs. Furthermore, it is verified that
the class imbalance problem is not deteriorating the accuracy of the results, the performance of the
both algorithms outside the training range is shown, and the optimal trajectory is shown.

3.1. Verification of results of the grid search for ANNs
In the paper, some trends for the hyperparameters of the ANN are determined based on literature. In
order to verify that the grid search was performed correctly, these trends need to be present in the data
as well. Since training the ANNs was performed most accurately for dataset 3 in the paper, generated
using the hodographic shaping method, this dataset is used to show the trends. Similar results were
obtained for the other datasets, but the data was very noisy and large clusters of similar inaccurate
results were obtained since the ANNs did not always train successfully. Furthermore, the data was
normalized in all of the experiments described in this section, because in the paper is shown that
scaling is essential to obtain accurate results.

Not only are the MAE of the ANNs and statistics on the output determined in the grid search, the time
required to train the ANNs was logged as well1. The computation time is not a very reliable measure,
since it depends on the specifications of the CPU and GPU, but some general trends can be spotted
in the data. Especially when comparing the computation time to the number of parameters that need
to be optimized, which can be determined as follows:

𝑁𝑃𝑎𝑟 = (𝑁𝑁𝑜𝑑𝑒𝑠 ⋅ 𝑁𝑓𝑒𝑎𝑡 + 𝑁𝑁𝑜𝑑𝑒𝑠) + (𝑁𝐿𝑎𝑦𝑒𝑟𝑠 ⋅ (𝑁2𝑁𝑜𝑑𝑒𝑠 + 𝑁𝑁𝑜𝑑𝑒𝑠)) + (𝑁𝑁𝑜𝑑𝑒𝑠 ⋅ 𝑁𝑂𝑢𝑡𝑝𝑢𝑡𝑠 + 𝑁𝑂𝑢𝑡𝑝𝑢𝑡𝑠)
(3.1)

This means that the largest network, containing 3 hidden layers with 128 nodes per layer, trained on
input with 14 features, contains 51585 parameters that are optimized on 1632 training samples in 51
batches of 32, repeated 500 times.

1. Increasing the number of layers (depth) of an ANN increases the accuracy of the ANN, but also
increases the time required to train the ANN.

In the grid search described in the paper, the number of hidden layers was varied between 0
and 3. An ANN without hidden layers consists of an input and output layer only, and an ANN
with 3 hidden layers consists of 5 layers in total. The comparison between the ANNs is shown in
Figure 3.1 and Table 3.1.
In Figure 3.1 and Table 3.1 is shown that the first part of the statement can be verified. The
standard deviation of the prediction error decreases and the training, validation and test losses
do so as well. Since no measures are taken to prevent overtraining, the test and validation loss

1Intel (R) Core (TM) i76700HQ CPU 2.60GHz, 8 GB RAM, NVIDIA Quadro M1000M GPU.
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(a) The training loss, validation loss and test loss of the ANNs
containing different numbers of hidden layers.
The selected loss function is the MAE.

(b) The mean and the standard deviation of the prediction er
ror of the ANNs different numbers of hidden layers.

Figure 3.1: Comparison of the performance of ANNs containing different numbers of hidden layers. The same legend applies to
both figures.

have great similarity. The largest improvement is found between 0 and 1 hidden layers. What
is most interesting is that the average value of the standard deviation of the prediction error and
the different losses decreases as more layers are added. The minimum of the standard deviation
and the losses, however, does not decrease when more than one hidden layer is introduced. This
means that for small ANNs, it is beneficial to add more layers. For wide ANNs, containing many
layers per node, no increase in performance is obtained when more hidden layers are added.

Hidden Layers 0 1 2 3
Min Mean Min Mean Min Mean Min Mean

Mean of prediction Error [km/s]  0.058  0.023  0.012  0.012
Stdev of prediction Error [km/s] 0.253 1.263 0.175 0.807 0.165 0.641 0.175 0.591
Training Loss [km/s] 0.043 0.322 0.020 0.166 0.019 0.115 0.019 0.098
Validation Loss [km/s] 0.071 0.356 0.039 0.214 0.040 0.169 0.041 0.157
Test Loss [km/s] 0.071 0.356 0.042 0.214 0.042 0.169 0.042 0.157
Computation Time [mm:ss] 00:02 02:28 00:06 02:56 00:12 03:10 00:08 03:35

Table 3.1: Comparison of the performance of ANNs containing different numbers of hidden layers.

The general trend for the computational effort is that adding more layers increases the time re
quired to train the ANN. Since the number of parameters that need to be optimized increases
linear with the number of layers (see Eqn.(3.1)), it is expected that the computational time also
increases linearly with an increasing number of layers. For the mean computation time, this is
roughly true. Table 3.1 also shows why the computation time is not a reliable measure to evaluate
though. The minimum computation time for an ANN with three hidden layers is lower than for two
hidden layers. in this thesis, no research is performed to find out where the difference comes
from, but it is expected that the GPU underclocks when overheating. Since these runs were not
performed in one go, the temperature of the GPU might have varied over time. Even though the
computation time lacks the desired accuracy, the general trend stated in the paper is confirmed.

2. Increasing the number of nodes per layer (width) increases the accuracy of the ANN, but also
increases the time required to train the ANN.
In the grid search, the number of nodes per layer was varied between 16, 32, 64, and 128. The
comparison is shown in Figure 3.2 and Table 3.2.

Similar to increasing the number of layers, increasing the number of nodes results in a lower
standard deviation of the prediction error. The mean value of the standard deviation decreases
from 1.025 for 16 nodes per layer, to 0.669 for 128 nodes. Unlike for the number of layers,
increasing the number of nodes per layer does decrease the minimum value of the standard
deviation of the prediction error as well. In Figure 3.2, both the standard deviation of the prediction
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(a) The training loss, validation loss and test loss for the ANNs
containing different numbers of nodes per layer. The selected
loss function is the MAE.

(b) The mean and the standard deviation of the prediction er
ror of the ANNs for different numbers of nodes per layer.

Figure 3.2: Comparison of the performance of ANNs containing different numbers of nodes per layer. The same legend applies
to both figures.

error, as the losses consist of 2 clusters of points. The clusters with the highest standard deviation
or loss value are mainly related to the inaccuracy of the ANNs without hidden layers.

Nodes per layer 16 32 64 128
Min Mean Min Mean Min Mean Min Mean

Mean of prediction Error [km/s]  0.039  0.027  0.021  0.018
Stdev of prediction Error [km/s] 0.280 1.025 0.212 0.867 0.181 0.742 0.165 0.669
Training Loss [km/s] 0.043 0.237 0.024 0.184 0.020 0.150 0.019 0.129
Validation Loss [km/s] 0.074 0.282 0.053 0.234 0.046 0.200 0.039 0.178
Test Loss [km/s] 0.076 0.282 0.054 0.235 0.046 0.199 0.042 0.178
Computation Time [mm:ss] 00:02 02:37 00:03 02:42 00:04 02:50 00:05 04:00

Table 3.2: Comparison of the performance of ANNs containing different numbers of nodes per layers.

In Table 3.2, it can be seen that the computation time increases as the number of nodes per layer
increase. Eqn. (3.1) shows that the number of parameters that are tuned increase quadratically
with the number of nodes per layer. The computation time can not be used to show this quadratic
trend, but the relation stated in the paper is confirmed.

3. Increasing the batch size of the training samples decreases the accuracy of the ANN, but also
decreases the time required to train the ANN.
For the batch size, the trend is opposite to the trend for the other hyperparameters. This is
because the batch size divides the dataset in a number of batches before the training of the ANN
takes place. A batch size of 32 samples for 1632 training samples results in 51 updates of the
ANN every epoch. In the grid search presented in the paper, the batch sizes were varied between
32, 64, and 128 training samples. The comparison is shown in Figure 3.3 and Table 3.3.
In Figure 3.3, it can be seen that the standard deviation of the prediction error and the losses
increase with an increasing batch size. The effect of changing the batch size is not as big as
changing the other hyperparameters. Changing from 32 samples to 128 samples per batch in
creases the minimum standard deviation of the prediction error from 0.165 km/s to 0.195 km/s,
whereas changing the number of nodes per layer from 32 to 128 decreases the minimum stan
dard deviation from 0.212 km/s to 0.165 km/s. The reason the change for the batch size is not
so large is because an increase in batch size does not decrease the number of training samples
seen by the ANN. It only decreases the number of updates. Given enough epochs, the perfor
mance of ANNs with different batch sizes should be similar, the time required to get to this limit
is different for every ANN.
The relation between the computation time and the batch size is expected to be reciprocal. A
batch size of 32 for 1632 training samples, results in 51 updates of the ANN every epoch. Batch
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(a) The training loss, validation loss and test loss for the ANNs
training on data in different batch sizes. The selected loss
function is the MAE.

(b) The mean and the standard deviation of the prediction er
ror of the ANNs training on data in different batch sizes.

Figure 3.3: Comparison of the performance of ANNs training on data in different batch sizes. The same legend applies to both
figures.

Batch Size 32 64 128
Min Mean Min Mean Min Mean

Mean of prediction Error [km/s]  0.024  0.023  0.031
Stdev of prediction Error [km/s] 0.165 0.755 0.175 0.821 0.195 0.901
Training Loss [km/s] 0.021 0.157 0.019 0.172 0.020 0.197
Validation Loss [km/s] 0.039 0.202 0.040 0.222 0.046 0.247
Test Loss [km/s] 0.042 0.203 0.042 0.222 0.045 0.247
Computation time [mm:ss] 00:03 04:15 00:02 02:49 00:02 02:03

Table 3.3: Comparison of the performance of ANNs Training on data in different batch sizes.

sizes of 64 and 128 result in 26 and 13 updates per epoch. Even though the exact nature of the
relation is unclear, the standard deviation of the prediction error decreases with an increase of
batch size, and so does the computation time, so the relation stated in the paper is confirmed.

4. Increasing the number of epochs the ANN is trained over increases the accuracy of the ANN, but
also increases the time required to train the ANN.
In the grid search presented in the paper, the number of epochs is varied between 100, 300 and
500. The comparison between these numbers is shown in Figure 3.4 and Table 3.4.

(a) The training loss, validation loss and test loss for the ANNs
training over different numbers of epochs.
The selected loss function is the MAE.

(b) The mean and the standard deviation of the prediction er
ror of the ANNs training over different numbers of epochs.

Figure 3.4: Comparison of the performance of ANNs training over different numbers of epochs. The same legend applies to both
figures.

The first part of the statement in the paper is conditionally true. From the data in Figure 3.4
and Table 3.4, it can be seen that the accuracy indeed increases over an increasing number of
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number of epochs 100 300 500
Min Mean Min Mean Min Mean

Mean of prediction Error [km/s]  0.037  0.023  0.019
Stdev of prediction Error [km/s] 0.210 0.975 0.183 0.783 0.165 0.719
Training Loss [km/s] 0.040 0.229 0.024 0.160 0.019 0.137
Validation Loss [km/s] 0.049 0.269 0.042 0.211 0.039 0.192
Test Loss [km/s] 0.053 0.269 0.043 0.211 0.042 0.192
Computation Time [mm:ss] 00:02 01:40 00:04 03:02 00:06 04:24

Table 3.4: Comparison of the performance of ANNs training over different numbers of epochs.

epochs, since the standard deviation of the error is decreasing, and so are the loss functions.
However, the decrease is not linear, which raises the question whether is stops. The example of
the training and validation loss as function of the number of epochs in Figure 3.5 shows indeed
that especially for the validation loss, the decrease stops after a number of epochs.

Figure 3.5: The training and validation loss of an ANN plotted against the number of epochs the ANN is trained on.

As can be seen in Figure 3.5, the training loss decreased more than the validation loss. Whether
and when this is considered overtraining is unclear. It is expected that the training loss is lower
than the test loss, since the ANN obtained information on the training samples, but not on the test
samples. When the validation loss starts to increase over epochs, it is certain that overtraining is
taking place. However, one might argue that when the validation loss at 300 samples equals the
loss at 500 samples, it is not necessary to train over 500 samples and early stopping is performed
to prevent overtraining.
The fact that training over a larger number of epochs takes more time is evident. In order to
train over 300 epochs, the ANN has to be trained over 100 epochs first. The relation between
the amount of epochs and the computation time seems also the most clear of all. Since every
new epoch is a repetition of the previous one, the relation between the computation time and the
number of epochs is expected to be linear. Indeed, on average performing 200 more epochs after
the first 100 takes 1 minute and 24 seconds. following this trend back to 0 epochs, the average
time to create the structure of the ANN and fill it with pseudorandom numbers is 58 seconds.
Indeed it was observed that larger ANNs require more time to start, but again, the computation
time is not a very reliable measure so no accurate conclusions can be drawn from this data. The
fourth statement in the paper is therefore considered practically true. Up to a certain level, the
accuracy keeps increasing with an increasing number of epochs, and when this is no longer the
case, measures to prevent overtraining are usually applied.

3.2. Comparison of the computation time for GPs
For all configurations of MLalgorithms evaluated in the grid search, the time required to perform the
calculations is determined as well. This time is not a very accurate measure because is it dependent on
many factors, of which some cannot directly be influenced. However, in the previous section is shown
that there is a general trend present in the time required to perform the calculations on dataset 3 using
ANNs. The trends for the GPs are shown in Tables 3.5, 3.6 and 3.8. To make the comparison easier,
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the MAE and the mean and standard deviation of the prediction error are repeated from the paper. The
parameters that were varied in the grid search are: the feature sets, the number of training samples
and the kernels.

Feature Sets Set 1 Set 2 Set 3 Set 4
min mean min mean min mean min mean

Mean of the prediction error [m/s]  2.494  1.576  2.273  0.291
Std of the prediction error [km/s] 0.071 0.593 0.238 0.525 0.528 0.971 0.127 0.661
Test loss [km/s] 0.036 0.378 0.122 0.290 0.250 0.552 0.068 0.432
Computational time [mm:ss] 00:01 06:57 00:03 02:00 00:04 01:52 00:01 00:23

Table 3.5: Comparison of different features sets used by the GPs, in terms of accuracy and computation time. Since the value
of the mean of the prediction error is very small, it is given in m/s instead of km/s.

In Table 3.5, it is shown that the average computational time is dependent on the number of features.
The average time to fit a GP for 2 features is about half a minute, for 4 features it is 2 minutes and for
14 features, it is 7 minutes. The trend is that the more features the training samples have, the longer
the GP takes to train.

Number of training samples 800 1200 1632
min mean min mean min mean

Mean of the prediction error [m/s]  0.668  0.549  0.679
Std of the prediction error [km/s] 0.146 0.745 0.096 0.684 0.071 0.633
Test loss [km/s] 0.071 0.445 0.048 0.411 0.036 0.384
Computational time [mm:ss] 00:01 01:08 00:01 02:43 00:02 04:33

Table 3.6: Trend of the number of training samples used to train the GPs, in terms of accuracy and computation time. Since the
value of the mean of the prediction error is very small, it is given in m/s instead of km/s.

According to the Table 3.6, the training time does increase with an increasing number of training
sample, as stated in literature. Whether this increase is cubic cannot be determined with only three
different numbers of training samples.

To identify the best performing kernel, seventeen different kernels were investigated in the grid
search. These kernels are every combination of the radial basis function (RBF) kernel, the Matérn
kernel and the piecewise polynomial (PP) kernel of order 2. These kernels are named K1, K2 and
K3 respectively in Table 3.7. The order in which the kernels are numbered in the paper is given in
Table 3.7.

1 K1 4 K1+K2 8 K1×K2 12 K1×(K2+K3) 15 K1×K2+K3
2 K2 5 K1+K3 9 K1×K3 13 K2×(K1+K3) 16 K1×K3+K2
3 K3 6 K2+K3 10 K2×K3 14 K3×(K1+K2) 17 K2×K3+K1

7 K1+K2+K3 11 K1×K2×K3

Table 3.7: The different kernels used in the grid search. K1=RBF, K2=Matérn, K3=PP.

The performance and computational time required for all the kernels is shown in Table 3.8. In this
table, it can be seen that the kernels do have the largest influence on the computational time. The most
important observations concerning the accuracy and required computation time of the kernels are all
related to Kernel 3, the PP kernel:

• Adding K2 and K3 is relatively timeconsuming
• Adding K3 to any kernel gives accurate results
• Multiplying a kernel with K3 takes very little time (Kernel 14 takes on average even less time to
train than kernel 4)

Rasmussen writes about the third conclusion[15] that the piecewise polynomial kernel provides com
pact support: When the distance between two points exceeds a certain threshold, the covariance
becomes exactly zero. This results in sparsity of the covariance matrix, which decreases the required
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time to invert the matrix. The kernel used in the surrogate optimization algorithm is kernel 7, since it
performed best on feature set 1. However, based on the observations above, kernel 5 and kernel 13
are also very promising, since they require less time to perform the computations than kernel 7, but the
decrease in performance is not very large.

Kernel Mean
[m/s]

Std. [km/s] Test loss
[km/s]

Computational
time [mm:ss]

Min Mean Min Mean Min Mean
1 1.161 0.113 1.672 0.063 1.148 00:04 00:44
2 0.876 0.074 1.137 0.039 0.749 00:04 00:55
3 0.244 0.156 0.808 0.087 0.480 00:01 00:28
4 2.431 0.082 1.062 0.039 0.693 00:07 03:42
5 3.471 0.092 0.358 0.046 0.182 00:01 01:37
6 1.510 0.086 0.345 0.039 0.171 00:13 02:31
7 1.701 0.071 0.328 0.036 0.165 00:22 07:11
8 7.148 0.078 0.962 0.040 0.610 00:07 03:20
9 4.132 0.164 0.850 0.087 0.512 00:02 01:01
10 1.732 0.166 0.839 0.091 0.501 00:04 01:08
11 1.197 0.156 0.826 0.081 0.490 00:06 01:52
12 3.519 0.084 0.336 0.042 0.166 00:22 04:55
13 2.265 0.083 0.354 0.042 0.172 00:02 04:58
14 3.148 0.146 0.807 0.083 0.480 00:02 02:41
15 2.424 0.087 0.322 0.043 0.163 00:23 04:33
16 1.053 0.082 0.329 0.040 0.165 00:26 03:18
17 2.543 0.085 0.352 0.045 0.176 00:04 02:39

Table 3.8: Performance and computational time for each kernel. Since the value of the mean of the prediction error is very small,
it is given in m/s instead of km/s.

Utilizing feature set 1, 1632 training samples and kernel 7, the average training time for the GP used
in the surrogate model was 28 minutes and 19 seconds. This is about three times as long as training
the ANN, which took on average 10 minutes and 47 seconds.

3.3. Class imbalance problem
The class imbalance problem is an issue mostly known for complicating classification problems [25],
but it subtly influences the inference capabilities of MLalgorithms as well. For classification problems,
when a vast majority of the samples belong to class A and very little to class B, the algorithm will
predict all samples to be of class A in order to maximize the prediction accuracy. A similar issue occurs
for regression problems. For data that has an output distributed normally over the output range, the
largest offset between the test data and the predictions will be in the regions with the highest or lowest
Δ𝑉 values because the lowest amount of data is available int these regions. To check whether this is
an issue for this problem, the distribution of the samples is shown, and the offset of the prediction as
function of the Δ𝑉 value.

Figure 3.6(a) shows an example of the distribution of a test dataset. The training dataset follows
the same distribution, since they are drawn from the same dataset and the number of samples is big
enough. In Figure 3.6(b) is shown how well the ANN and GP predict the Δ𝑉 budget of the test samples.
Figure 3.6 shows that there is some imbalance present in the distribution of the test samples, but for
this problem, it is not an issue. The Δ𝑉 value of the majority of the data is in between 5 and 10 km/s.
In Figure 3.6(b), it can be seen that for this range, the data is the most accurate. When the density of
the data is smaller (in between 12 and 20km/s), the offset of the prediction is larger. Since the optimal
trajectory has the lowest Δ𝑉 value and plenty of data is available in this range, the prediction error is
small and the imbalance is not an issue.
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(a) Distribution of the Δ𝑉 value of a test dataset. (b) Predictions of the Δ𝑉 value of the test samples.

Figure 3.6: Distributions of the Δ𝑉 values of a test dataset, and the offset of the predictions.

3.4. Performance of the algorithms outside the training range
Both MLalgorithms are trained on trajectories departing between 01012021 (7671 in MJD2000) and
31122027 (10227 in MJD2000). The pattern of the Δ𝑉 value out of this range is similar, as can be
seen in Figure 3.7.

Figure 3.7: Porkchop plot of departures dates from 01012014 to 31122034.

It is interesting to see whether the MLalgorithms have picked up on this pattern, or only predict
the data accurately within the training range. In general, MLalgorithms do not perform well outside
the training range. The GP is modelled to have the mean value of the dataset, and the deviation is
defined by the samples in the training dataset, and in between these samples by the kernel function.
Therefore, outside the training range, the GP is expected to return themean value of the training dataset
as output. The ANN on the other hand consist of a combination of polynomials, of which the shape is
defined by the amount of layers, the amount of nodes per layer and the activation functions. Therefore,
it is expected that the behavior of the ANN is similar to that of polynomial regression. The reason to
look into the performance is because in multiple papers, it is mentioned that the performance of ANNs
is reasonable even outside the training range [10, 24]. The results of predictions for the required Δ𝑉
budget by ANNs and GPs trained on the departure date and the time of flight only (feature set 3 in the
paper) is shown in Figures 3.8 and 3.9.

As can be seen, the behavior of the ANN and the GP is as expected. The required Δ𝑉 budget
predicted by the ANN quickly rises for the earlier departure dates in the left side of the plot. On the right
side, the same is happening, but a bit slower. The GP on the other hand predicts a value of around 8.45
km/s for most of the input parameters out of the training range. This is indeed about the same value
as the mean of the dataset. When feature set 1 is used to train the MLalgorithms on, the behavior of
the results out of the training range changes drastically. The predictions of the required Δ𝑉 budget for
samples out of the training range for the ANN and the GP are shown in Figures 3.10 and 3.11.

In Figures 3.10 and 3.11 can be seen that the trend present within the range of the training data
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Figure 3.8: Prediction of the required Δ𝑉 budget by the ANN for departure dates outside the training range. The training range
is located between the two red lines.

Figure 3.9: Prediction of the required Δ𝑉 budget by the GP for departure dates outside the training range. The training range is
located between the two red lines.

Figure 3.10: Prediction of the required Δ𝑉 budget by the ANN for departure dates outside the training range. The training range
is located between the two red lines.

extended out of the training range. The trend fades out both for the ANN as the GP, but this gives
some insight in what is happening. In order to have the MLalgorithm predict the Δ𝑉 budget for a
trajectory to Mars with a certain departure date and duration, the state of the Earth at departure and
the state of Mars at arrival is determined. These states however have a limited range, since Earth and
Mars are both orbiting the Sun. Of the 14 states the MLalgorithm is trained on, 13 are mostly located
within the training range. The only parameter that is truly out of the training range is the departure
date. Unfortunately, this parameter is expected to be a very important feature for the prediction, since
removing it decreases the accuracy of the MLalgorithms. Based on the statistics of the performance
of the MLalgorithms, presented in Table 3.9, it can be concluded that the ANN performs best outside
the training range.

Interestingly, the performance of the GP has decreased after adding more features. This is because
statistically, it is more beneficial to predict the mean value for the whole dataset than to incorrectly
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Figure 3.11: Prediction of the required Δ𝑉 budget by the GP for departure dates outside the training range. The training range
is located between the two red lines.

Feature Set Set 1 Set 4
ANN GP ANN GP

Mean of the prediction error [km/s] 5.837 0.241 0.114 0.626
Std. of prediction error [km/s] 9.720 1.596 1.503 2.120

Table 3.9: Performance of the MLalgorithms on departure dates ranging from 01012014 to 31122034. Feature set 1 is the
full state information, and feature set 4 consists only of the departure date and TOF.

predict patterns. For finding the departure date and duration of the optimal trajectory outside the training
range, this is not helpful. Although the ANN performed best outside the training range, it is still not
accurate

3.5. The optimal lowthrust trajectory
The outcome of the surrogate model, consisting of the DEalgorithm evaluating a trained GP, is a
trajectory with launch date 9971 MJD2000 (20042027) and a duration of 1122 days, that requires
a Δ𝑉 budget of 5.763 km/s. During this trajectory, 2 revolutions around the Sun are completed. The
shape of the trajectory is shown in Figure 3.12.

(a) Twodimensional view of the optimal EarthMars trans
fer.

(b) Threedimensional view of the optimal EarthMars transfer.
Not on scale.

Figure 3.12: Overview of the optimal EarthMars transfer. Images created using the tools developed by Stubbig [21].

The difference in inclination between the plane of the trajectory of the Earth and Mars is very small,
so in Figure 3.12(b), the zaxis does not have the same scale as the x and yaxis.
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The acceleration profile corresponding to the trajectory is shown in Figure 3.13. The largest accel
eration is along the tangential direction, which is not surprising since accelerating in this direction is the
most efficient. Interestingly, the satellite does not start changing the inclination of the orbital plane im
mediately. Only after 200 days, effort is put in changing it. The maximum value of the total acceleration
is 1.344 × 10−4 m/s2

Figure 3.13: Acceleration of the satellite in the radial, tangential and axial direction, as function of time.





4
Conclusion

Multiple approaches of lowthrust satellite trajectory design incorporating machine learning have been
developed already, however, they have not been thoroughly compared yet. In this thesis is shown how
the ANN and GP compare in terms of accuracy of predicting the optimal transfer to Mars, where the
difference comes from, and how different factors influence the prediction accuracy of each algorithm.
In the paper in Chapter 2, three important conclusions are drawn: The GP provides more accurate
results than the ANN, the dataset itself defines the effectiveness of the MLalgorithms trained on it, and
scaling the datasets improves the results of training both MLalgorithms on the data.

Based on the additional results given in the thesis, an additional conclusion can be drawn. The
ANN performs better on predicting the Δ𝑉 budget of trajectories outside the training range than the GP.
This is most likely to the cyclic or constant nature of some of the training features. The phase angle, 𝜃,
between Earth and Mars repeats itself every synodic period of Mars, and the distances between Earth
and the Sun, and Mars and the Sun are almost constant in relative terms. Only the departure date is
not cyclic, or with very small deviations, so with an improved set of training features, the performance
of the MLalgorithms outside the training range might become even better. To finalize the conclusion,
the research questions posed in the introduction are answered.

4.1. Answers to the research questions
1. How can machine learning algorithms be used for optimization of lowthrust trajectories?

There are multiple ways MLalgorithms can be used for optimization of lowthrust interplanetary
satellite trajectories. There are two main approaches to be distinguished. The first method is
to use the MLalgorithm to define the optimal control sequence. This approach is very suitable
for autonomous on board steering and performing corrections. The the second approach is to
perform regression analysis and use a surrogate approach to find the optimal trajectory, of which
the evolutionary neurocontroller was one of the first applications. This method is very suitable for
finding optimal trajectories since evaluations of the ML algorithm are quick and computationally
cheap. The latter of the methods is used in this thesis.

2. Why is a surrogate method a viable approach?
The justification for the surrogate approach is twofold. On one hand, it can be used to determine
the optimal trajectory, on the other hand it can be used to verify that a suboptimal result is close
to the optimum. In terms of Δ𝑉 budget gained by this approach, it is shown that the best trajectory
determined using the surrogate approach only required 0.02 km/s less than the best outcome of
the training grid. In this problem, the gain in Δ𝑉 is very small, less than 0.5%, so taking steps of
40 days in the departure dates and time of flight is justified. However, this is only known after the
surrogate approach is performed.
Not only the accuracy of the surrogate approach is important, the required time to obtain the
answer should be considered as well. A comparison between the surrogate approach and an
optimization using the original fitness function has not been made, but it can be deduced that
a grid search is not a suitable solution to determine the optimal trajectory with a margin of 1
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day in terms of the departure date and the TOF. Designing a single lowthrust trajectory using
the hodographic shaping method took on average just under 1.5 seconds. For every departure
date and time of flight evaluated for the training dataset, 6 trajectories were designed (one for
every value of 𝑁), of which only the best was selected for training the ML algorithm. Obtaining
the dataset of 2432 trajectories, with a step size of 40 days for the departure date and TOF,
took about 6 hours. Training the GP took about half an hour, and performing the optimization
using the DE took half a minute on average. Verifying this result using the hodographic shaping
method required generating another small grid of trajectories, for which the value of N could be
estimated based on the TOF determined by the surrogate approach. Searching a grid of 121
trajectories (11x11 surrounding the outcome of the surrogate approach) required 3 minutes, so in
total, obtaining the optimal trajectory took 6.5 hours. When a grid with step size 1 day would be
used to find the optimal trajectory, determining all trajectories in the grid would take 1600 times
(40x40) as much time, or roughly 400 days.

3. How well do the MLalgorithms predict the outcome of the test dataset?
The accuracy of the prediction of the Δ𝑉 budgets is measured using the standard deviation of
the prediction error. The values for the standard deviation of the error of dataset 3 are as low
as 0.16 km/s for the ANN and 0.07 km/s for the GP. For both the other datasets, the standard
deviation is about 12 km/s, which exceeds the minima of these datasets. This renders the ML
algorithm unusable for two of the three datasets. Whether the standard deviation of the prediction
error is low enough depends on the problem. In order to find the optimal trajectory using the DE
strategy, the accuracy of the ANN is not good enough. An incorrect local minimum (8486,1213)
was assigned as location to search for the global minimum by some of the runs using ANNs.
There were 9 points generated by the DEalgorithm in the vicinity of this local minimum, so it
cannot be considered an outlier. The accuracy of the GP is good enough for this application. The
correct local minimum was located as the most promising to look further for the optimal trajectory.
This is impressive since the difference between the optimal trajectory in the training range and
the best training sample is about 0.02 km/s. In conclusion, the accuracy of the MLalgorithm is
dependent on the training dataset.

4. How does the training data influence the accuracy of the output?
There are multiple properties of the data that influence the accuracy of the MLalgorithms. These
are mainly the smoothness of the output value of the test data, the distribution of the test data
samples over the output codomain, and to lesser extent, the value of the data. To show this, the
three different trajectory datasets were compared. Themost accurate predictions were performed
on dataset 3. There are two reasons this dataset is easiest to train on. The first reason is that
the amount of jumps in the data is smallest. For dataset 1, there are large clusters of data with
large jumps in between, for dataset 2 there are no clusters and many smaller jumps, and for
dataset 3, there are no jumps. This resulted in a smoother porkchop plot, and more accurate
predictions by the MLalgorithm. The second reason is that the distribution of the points is very
suitable for accurate training. An issue that might occur for ML is the class imbalance problem.
If the distribution of datapoints is skewed, the accuracy of the predictions in regions where the
density of samples is low, is lower than for regions with higher density, because the ANN is not
trained well enough. In the thesis is verified that this is not an issue for the prediction of the Δ𝑉
budget of the trajectories using dataset 3. Since samples with a higher Δ𝑉 value are more sparse,
the standard deviation of the error in the important regions is lower than the mean values. The
standard deviation of the error for the best performing ANN and GP on the whole dataset are
0.164 km/s and 0.071 km/s respectively. For the prediction of the minimum values, the standard
deviations of the error are 0.032 km/s for the ANN, and 0.020 for the GP. Finally, the value of the
data could be a factor. Data with higher values is harder to predict. However, scaling prevents
most of the issues.

5. How can the optimal hyperparameters for the MLalgorithm be determined?
The way to determine the optimal hyperparameters depends on the algorithm. For GPs, the
optimal hyperparameters are inferred based on the maximum likelihood. For ANNs, the optimal
hyperparameters cannot be determined directly. In papers on trajectory optimization using ANNs,
grid searches, random searches, and a tree structured Parzen estimators approach were used
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to find them. In this thesis, the author decided to use a grid search, because not only does it give
relatively good hyperparameters, it also gives insight in the effect of changing them, and what the
relation between hyperparameters is.

6. Why is there a difference between the performance of the algorithms?
Throughout this thesis, the GP outperformed the ANN on multiple tests. Mathematically, it is hard
to show why, if not impossible. However, in terms of specifications of the algorithm, a comparison
can be made. A GP is nonparametric regression algorithm, which means it follows the data
perfectly, and gives an estimate of the behavior in between data points with a mean value and a
probability distribution. The hyperparameters are optimized by the algorithm using the maximum
likelihood, and the kernel contains information of the expected behavior of the function that is to
be fitted. The hyperparameters of the ANN are not dependent on the problem. Any number of
layers, nodes, or epochs can be chosen to find the best fitting regression function. Even for the
activation function is shown that the ReLu function outperforms other functions most of the time
[23]. The factor that improves the ANN the most consistent is the number of training samples.
This is also the main difference between the two algorithms. Because the GP consists of a matrix
inversion, the computational effort increases with 𝒪(𝑛)3, where the computational effort of the
ANN increases with 𝒪(𝑛), given 𝑛 the number of training samples. There is no clear boundary of
training samples above which the ANN is preferred, since this is more a time issue than a numeric
issue, but for dataset 3, this boundary is higher than the maximum number of training samples
used. To summarize, it is not surprising that the GP outperformed the ANN on this problem, since
the nonparametric nature of the GP makes it possible to perfectly simulate the training data, and
the hyperparameters are determined in a more efficient way.

7. How do the MLalgorithms compare with each other in terms of computational speed and accu
racy? In the paper, it is shown that the GP is more accurate and the ANN is faster. The average
duration of the training of both algorithms is given in this thesis, with 28 minutes for the GP, and
10 minutes for the ANN. There is no reason to assume a significant improvement can be made
by training deeper or wider ANNs. On average, the ANNs improve when more layers are added,
more nodes per layer are used, when a smaller batch size is used, or when the number of epochs
trained over is increased, however, for the best performing ANNs, this improvement is too small
to expect that a higher accuracy can be obtained than for GPs.

8. How do the different MLalgorithms perform outside of the training range?
The performance of the ANN and GP was tested outside the training range for different feature
sets. There is a clear improvement in the predictions when the two algorithms are trained on
parameters that repeat themselves after a period of time (such as the position and velocity of Earth
and Mars). Improvement might be obtained when testing a suitable feature set with bounded
limits for all features, however, since the departure date is very important for the accuracy of the
MLalgorithms, such a feature set has not been found yet.





5
Recommendations

Based on the research performed in this thesis, a collection of recommendations is given to the reader
and fellow students for further research.
1. Test different machine learning algorithms to learn as much about the data as possible.

ANNs and GPs are not the only tools to perform MLregression. Two other algorithms that were
tested as example are the support vector machine (SVM) and extreme gradient boosting (XGB).
SVMs were successfully used to design lowthrust trajectories from Earth to Vesta [26]. XGB is
interesting since it combines gradient boosting with decision trees, and decisionbased algorithms
seem very promising for combinatorial problems such as multiflyby trajectories [8], which are
more difficult compared to the problem investigated in this thesis. Furthermore, this algorithm
can be used to determine the importance of the input features, which shows what features are
important for the regression analysis. In Figure 5.1, the output of the different MLalgorithms on
the same test dataset is shown.

(a) Porkchop plot of the test output data of the ANN. (b) Porkchop plot of the test output data of the GP.

(c) Porkchop plot of the test output data of the SVM. (d) Porkchop plot of the test output data of the XGB.

Figure 5.1: Comparison of different machine learning algorithms on the same test dataset. The black dots depict the test data
samples.

As can be seen in Figure 5.1, all four MLalgorithms are capable of predicting the test data, al
though the accuracy differs between the algorithms. Table 5.1 shows that the best performance is
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obtained by the GPR and the ANN, which is not surprising since the hyperparameters of these al
gorithms were tuned in this thesis. Between the XGB and the SVM, not much can be said, except
that the general trend of the test data is estimated reasonably well. When the hyperparameters
for these algorithms are optimized as well, the performance can be assessed more accurately.

MLalgorithms ANN GP SVM XGB
Mean of the prediction error [km/s] 0.011 0.005 0.002 0.010
Std. of the prediction error [km/s] 0.155 0.075 0.338 0.371

Table 5.1: Comparison of the performance of different machine learning algorithms on the dataset shown in Figures 5.1.

2. Optimize the feature set.
In this thesis, it was shown that the features the MLalgorithms are trained on are very important.
They largely influence the accuracy of the output of both the ANN as the GP. The process of
optimizing the feature set used to train MLalgorithms on is called feature engineering.
The first step in feature engineering is to come up with a large pool of features that might have an
influence on the outcome of the MLalgorithm. This is done by reconsidering features selected for
training and design them as good as possible. When taking a closer look at the problem tackled
in this thesis, the arrival date might be a convenient feature. Replacing the departure date with
the arrival date for the porkchop plot of the trajectories of dataset 3 results in Figure 5.2. As can

Figure 5.2: Porkchop plot of dataset 3, using the arrival date instead of the departure date.

be seen, the regions with low or high Δ𝑉 are almost only dependent on the arrival date. The
pattern of trajectories that require a low Δ𝑉 budget repeats itself every 700 arrival days, about the
sidereal period of Mars with respect to Earth. Since this pattern is repeating as well, substituting
the departure or arrival date with the date since the last passing of Mars, i.e. the moment the
phase angle between Earth and Mars equals 0, might improve the performance both within as
outside the training range of departure dates. This information is already available in the data,
since the polar angle of both Mars and the Earth is used for inference.
Not only new features should be investigated, also, the way features are described should be
considered. Instead of training on 𝜃, it might be beneficial to train on both the sine as the co
sine of this angle, since the angle jumps from 2𝜋 to 0 every rotation, while the sine and cosine
remain smooth. Due to the nature of MLalgorithms, adding more features does only influence
the outcome if there is a trend between the input and the output, and when the features are not
correlated to other features.
The second step is to find the feature set that performs best. The approach depends on the
algorithm used for inference. For ANNs and GPs, the approach is to test the full set designed
in step 1, and use the accuracy of this set as benchmark. By leaving features out one by one,
the important features can be identified, and the feature set can be reduced to decrease the time
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required to train the MLalgorithm. For the XGB algorithm, the importance of every feature can be
determined. The feature importance is both dependent on the training data as on the algorithm,
so small changes in the value of the feature importance are seen every new instance the XGB
algorithm is trained. However, the general trends are clear: the most important features for the
XGB algorithm are the time of flight, the departure date, and some of the state variables of Mars.
The radial velocity of both Mars and the Earth does not contribute to the prediction of the XGB
algorithm at all. Even though the feature importances of the XGBalgorithm do not translate to the
ANN and GP one to one, it is expected that the time of flight is indeed a very important feature,
and the radial velocity of Earth and Mars are not the most important features for the inference.

3. Compile a dataset of different missions.
In this thesis, different MLalgorithms were tested for a mission to Mars. Examples of test cases
described in other theses are the use of:

• Both GPR and classification to find trajectories to Mars, Ceres and from Mars back to Earth
[2].

• Online training of ANNs for a mission to both Ceres and Vesta, and a mission to visit multiple
asteroids [21].

• Extreme Learning Machines for multipleflyby missions to Vesta, Jupiter and Mercury [4].

To obtain a truly valuable tool, thesemission could all collected and combined in the same dataset,
some more inward missions are added, and one MLalgorithm is trained on the whole collection.
In theory this enables a single MLalgorithm to design many different lowthrust trajectories in the
Solar system.

4. Improve the details of the selected approach.
Within the thesis, there are many small points that can be improved upon. There are various
reasons they were not tackled in this thesis. An overview of possibilities is:

(a) Repeat experiment with different hyperparameters for each layer of the ANN
A combination of activation functions, or layers of different width might influence the result.

(b) Test the Mean squared error as loss function for the ANN
There is a lot of similarity between the standard deviation of the prediction error and the
mean squared error. When aiming for the lowest standard deviation, a loss function that
aims at exactly that might benefit the results.

(c) Generate trajectories using a more accurate method
Indirect methods, using Pontryagin’s minimum principle for instance, that define the optimal
control sequence, are more accurate than shaping methods.

(d) Apply Latin hypercube sampling for selecting the training dataset
Sampling was performed randomly. Especially for GPs, where the number of training sam
ples can not exceed a couple of thousand, making sure the distribution of training samples
over each feature is uniform will improve the performance of the MLalgorithm.





A
Shaping Methods

The datasets of lowthrust trajectories used in this thesis were designed using shaping methods: at
tractive, low fidelity, direct methods for trajectory design. The advantage over indirect methods is that
shaping methods are easier to implement, the radius of conversion is larger and they have a reduced
problem size. The downside is that the accuracy is lower [18]. The idea behind shaping methods is
to shape the trajectory according to a predefined shape, and match the parameters of the equations
defining this shape such that all boundary conditions are met. Before the two shaping methods used
in this thesis are described in more details, some basic concepts and physics need to be defined.

A.1. Coordinate Frame Transformations
Throughout this thesis, the heliocentric reference frame is used, since trajectories from Earth to Mars
orbit the Sun. To define these trajectories, two different coordinate systems are used: the Cartesian
coordinate system and cylindrical coordinate system. In the Cartesian coordinate system, the axes
are linear and perpendicular. These are called x, y and zaxis and the configuration is given in Fig
ure A.1(a). The 𝑥, 𝑦 and 𝑧coordinate are defined along these axis and can be ranged in the domain
(−∞,∞).

(a) Cartesian coordinate system. (b) Cylindrical coordinate system.

Figure A.1: The two coordinate systems used in this thesis.

The coordinates in the cylindrical coordinate system are called 𝑟, 𝜃 and 𝑧. 𝑟 is the radial distance
from the origin, 𝜃 is the angle with respect to the xaxis, counterclockwise defined positive, and 𝑧 is the
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same as in the Cartesian coordinate system. This system is shown in Figure A.1(b). The coordinates
can be ranged in the domains [0,∞), [0, 2𝜋], and (−∞,∞). When only 2 dimensions are used, these
coordinates are called polar coordinates and the system only consists of the radius, 𝑟, and the polar an
gle, 𝜃. The transformation from the Cartesian coordinate frame to cylindrical coordinates is performed
using the following three equations:

𝑟 = √𝑥2 + 𝑦2 (A.1)

𝜃 = arctan (𝑦𝑥 ) (A.2)

𝑧 = 𝑧 . (A.3)

The transformation from cylindrical coordinates back to Cartesian coordinates is the following:

𝑥 = 𝑟 cos𝜃 (A.4)
𝑦 = 𝑟 sin𝜃 (A.5)
𝑧 = 𝑧 . (A.6)

A.2. Equations of motion
The equations of motion describe the position, velocity and acceleration of the satellite during the
trajectory. In cylindrical coordinates, they are defined the following [5]:

𝑓𝑟 = �̈� − 𝑟�̇�2 +
𝜇
𝑠3 𝑟 (A.7)

𝑓𝜃 = 𝑟�̈� + 2�̇��̇� (A.8)

𝑓𝑧 = �̈� +
𝜇
𝑠2 𝑧 , (A.9)

where 𝑠 = √𝑟2 + 𝑧2.

A.3. Exposin Shaping
The exposin shapingmethod is a 2dimensional shapingmethod, developed by Petropoulos and Longuski
[14]. The implied shape for the exposin shaping method is the exponential sinusoid, which is defined
by

𝑟 = 𝑘0𝑒𝑘1 sin(𝑘2𝜃+𝜙), (A.10)

using polar coordinates 𝑟 and 𝜃. In this equation, tangential thrust is assumed. The equations of motion
that need to be satisfied in this equation are Eqns. (A.7) and (A.8). Given the angles and vectors in
Figure A.2, the equations of motion can be written as:

�̈� − 𝑟�̇�2 + 𝜇
𝑟2 = 𝑓 sin𝛼 (A.11)

𝑟�̈� + 2�̇��̇� = 𝑓 cos𝛼. (A.12)

Because of the assumption of tangential thrust, the thrust angle 𝛼 is given by:

𝛼 = 𝛾 + 𝑛𝜋, (A.13)

where 𝑛 is 0 for acceleration, and 1 for deceleration. tan(𝛾) can be defined using:

tan 𝛾 = 1
𝑟
d𝑟
d𝜃 = 𝑘1𝑘2 cos(𝑘2𝜃 + 𝜙). (A.14)

Filling in the definition for the exposin shape for the radius gives the following terms for the rotation
rate �̇� and the normalized thrust acceleration 𝑎 = 𝑓

𝜇/𝑟2 :

�̇�2 = ( 𝜇𝑟3 )
1

tan2 𝛾 + 𝑘1𝑘22 sin(𝑘2𝜃 + 𝜙) + 1
(A.15)
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Figure A.2: Definition of variables by Petropoulos [13].

𝑎 = (−1)𝑛 tan 𝛾
2 cos 𝛾 [ 1

tan2 𝛾 + 𝑘1𝑘22 sin(𝑘2𝜃 + 𝜙) + 1
− 𝑘22 (1 − 2𝑘1 sin(𝑘2𝜃 + 𝜙))
(tan2 𝛾 + 𝑘1𝑘22 sin(𝑘2𝜃 + 𝜙) + 1)

2 ] . (A.16)

To prevent �̇�2 < 0, the condition |𝑘1𝑘22| < 1 is applied.
Based on this approach, Izzo applied Lambert targeting to allow the exposin shaping method to

be used in a global optimization scheme [7]. The chosen approach is the following. Assuming 𝜃 at
departure equals zero, matches the coordinate frame with the departure position. The initial and final
position can then be written as:

𝑟1 = 𝑘0𝑒𝑘1 sin𝜙 (A.17)

𝑟2 = 𝑘0𝑒𝑘1 sin(𝑘2�̄�+𝜙), (A.18)

where �̄� = 𝜓 + 2𝜋𝑁 to allow for 𝑁 revolutions around the center body. Assuming values for 𝑘2, 𝑁
and 𝛾1, leaves three unknowns, 𝑘0, 𝑘1 and 𝜙. Finding 𝑘1 is done in two steps: at first the magnitude is
determined using

𝑘21 = (
ln ( 𝑟1𝑟2 ) +

tan𝛾1
𝑘2

sin 𝑘2�̄�
1 − cos 𝑘2�̄�

)

2

+ tan2 𝛾1
𝑘22

, (A.19)

and then the sign using

sign(𝑘1) = sign(ln(𝑟1𝑟2
) + tan 𝛾1

𝑘2
sin 𝑘2�̄�) . (A.20)

Now 𝑘1 is determined, finding 𝑘0 and 𝜙 is straightforward:

𝜙 = arccos( tan 𝛾1𝑘1𝑘2
) (A.21)

𝑘0 =
𝑟1

𝑒𝑘1 sin𝜙 . (A.22)

Based on these equations, it can be shown that

∀𝑘2 ∶ ∃𝑆𝐾2[𝑟1, 𝑟2, 𝜓, 𝑁]. (A.23)
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However, this is without applying the dynamic feasibility condition |𝑘1𝑘22| < 1. Substituting Eqn. (A.19)
into this condition gives

(
𝑘22 ln (

𝑟1
𝑟2
) + 𝑘2 tan 𝛾1 sin 𝑘2�̄�
1 − cos 𝑘2�̄�

)

2

+ 𝑘22 tan2 𝛾1 < 1. (A.24)

From this equation, the boundaries for 𝛾1 that give feasible trajectories can be determined:

tan 𝛾1𝑚𝑖𝑛,𝑚𝑎𝑥 =
𝑘2
2 [− ln

𝑟1
𝑟2

cot
𝑘2�̄�
2 ± √2(1 − cos 𝑘2�̄�)

𝑘42
− ln2

𝑟1
𝑟2
] . (A.25)

These trajectories satisfy the dynamic feasibility condition given the term below the square root is
positive, however, they do not meet the required time of flight (TOF) condition yet. The condition on the
required time of flight makes certain that the arrival body is present at the predetermined phase angle
𝜓. The TOF can be determined using Eqn.(A.15):

𝑇𝑂𝐹 =
𝑡𝑓

∫
𝑡0

d𝑡 =
𝜃𝑓

∫
𝜃0

d𝑡
d𝜃 d𝜃 =

𝜃𝑓

∫
𝜃0

√𝑟
3

𝜇 tan2 𝛾 + 𝑘1𝑘22 sin(𝑘2𝜃 + 𝜙) + 1d𝜃. (A.26)

The value of 𝛾1 can be varied within the allowed range in order to make the TOF determined using
Eqn. (A.26) match the required TOF.

Since the exposin shaping method is only 2dimensional, additional plane changes need to be de
fined at the beginning and end of the lowthrust trajectory. The same approach is used as by Bouwman
[2], modelling the plane change after the lowthrust trajectory is calculated, using impulsive shots.

A.4. Hodographic Shaping
The hodographic shaping method was developed by Gondelach and Noomen [5]. The main difference
between this shaping method and most others are that most shaping algorithms try to fit the trajectory
to reach the destination, but the hodographic shaping method uses the velocity of the satellite and
the mission target to match the trajectory. The idea behind the method is to connect the hodograph
of the departure body with the hodograph of the arrival body, and apply boundary conditions such
that the trajectory is fulfilling all conditions. An intuitive way of displaying a trajectory is by showing the
position of the satellite in a Cartesian reference frame (Figures 3.12(a) and 3.12(b)), or using cylindrical
coordinates 𝑟, 𝜃 and 𝑧 (Section A.1). A hodograph gives the velocity �̇� and 𝑟�̇� instead of the position.
The hodograph of the Earth, Mars and the optimal lowthrust transfer between the two is shown in
Figure A.3

As can be seen in Figure A.3, the hodograph shows what the velocity of a satellite should be to go
from the trajectory of the departure body to the trajectory of the arrival body. In general, it does not
show where the bodies are, so in order to make sure the departure and arrival body are at the desired
positions, boundary conditions are required. Furthermore, there are infinitely many lines connecting
the two hodographs, so these need to be constrained as well. This is done using the velocity function,
𝑉. The velocity function consists of multiple base functions, 𝑣, which should be relatively easily be
integrated. They are multiplied by a coefficient, 𝑐, and added such that

𝑉(𝑡) =
𝑛

∑
𝑖=1
𝑐𝑖𝑣𝑖(𝑡). (A.27)

The number of base functions should at least equal the number of boundary conditions. Suitable
choices for base functions are listed by Gondelach [5]. The position and acceleration of the satellite
can now be defined as function of the velocity functions. The position is obtained by integrating the
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Figure A.3: Velocity hodograph of the optimal trajectory designed using the hodographic shaping method. Method implemented
by Stubbig [21].

velocity functions, and the acceleration by differentiating them, as the following equations:

𝑟(𝑡) = 𝑟0 +
𝑡𝑓

∫
0
𝑉𝑟 d𝑡, 𝜃(𝑡) = 𝜃0 +

𝑡𝑓

∫
0
𝑉𝜃 d𝑡, 𝑧(𝑡) = 𝑧0 +

𝑡𝑓

∫
0
𝑉𝑧 d𝑡, (A.28)

�̈�(𝑡) = �̇�𝑟 , �̈�(𝑡) = �̇�𝜃
𝑟 −

𝑉𝜃𝑉𝑟
𝑟2 , �̈�(𝑡) = �̇�𝑧 . (A.29)

For a threedimensional problem, the following boundary conditions apply:

𝑉𝑟(0) = 𝑉𝑟,0, 𝑉𝑟(𝑡𝑓) = 𝑉𝑟,𝑓 ,
𝑡𝑓

∫
0
𝑉𝑟 d𝑡 = 𝑟𝑓 − 𝑟0 (A.30)

𝑉𝜃(0) = 𝑉𝜃,0, 𝑉𝑟(𝜃𝑓) = 𝑉𝜃,𝑓 ,
𝑡𝑓

∫
0

𝑉𝜃
𝑟 d𝑡 = 𝜃𝑓 = 𝜓 + 2𝜋𝑁 (A.31)

𝑉𝑧(0) = 𝑉𝑧,0, 𝑉𝑧(𝑡𝑓) = 𝑉𝑧,𝑓 ,
𝑡𝑓

∫
0
𝑉𝑧 d𝑡 = 𝑧𝑓 − 𝑧0. (A.32)

In this set of equations, the first condition is to make sure the initial velocity of the trajectory matches
the velocity of the departure body. The second column does the same for the arrival body. The third
column is to make sure the distance covered by the trajectory is indeed from the departure body to the
arrival body. For the displacement condition in tangential direction in Eqn. (A.31), the same conditions
can be recognized as for the exposin shaping method: 𝜃0 = 0 and 𝑁 defines the number of revolutions
around the Sun. For the velocities in all three directions, the following system of equations is solved to
make sure all boundary conditions are met:

⎡
⎢
⎢
⎢
⎣

𝑣1(0) 𝑣2(0) 𝑣3(0)
𝑣1(𝑡𝑓) 𝑣2(𝑡𝑓) 𝑣1(𝑡𝑓)
𝑡𝑓
∫
0
𝑣1 d𝑡

𝑡𝑓
∫
0
𝑣2 d𝑡

𝑡𝑓
∫
0
𝑣3 d𝑡

⎤
⎥
⎥
⎥
⎦

[
𝑐1
𝑐2
𝑐3
] =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

𝑉0 −
𝑛
∑
𝑖=4
𝑐𝑖𝑣𝑖(0)

𝑉𝑓 −
𝑛
∑
𝑖=4
𝑐𝑖𝑣𝑖(𝑡𝑓)

𝑡𝑓
∫
0
𝑉 d𝑡 −

𝑛
∑
𝑖=4

𝑡𝑓
∫
0
𝑐𝑖𝑣𝑖 d𝑡

⎤
⎥
⎥
⎥
⎥
⎥
⎦

(A.33)

When suitable constants and velocity functions are determined, the velocities and accelerations can
be entered into the equations of motion (Eqns. (A.7), (A.8) and (A.9)). The Δ𝑉 budget can be obtained
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by integrating the resulting accelerations (𝑓𝑟, 𝑓𝜃 and 𝑓𝑧) over the TOF:

Δ𝑉 =
𝑡𝑓

∫
0
𝑓 d𝑡. (A.34)



B
Machine Learning Algorithms

In the paper in Chapter 2 and Chapter 3, four different machine learning algorithms are shown. These
algorithms have in common that they perform supervised learning, which makes regression analysis
possible. Both for supervised as unsupervised learning, an algorithm is trained on a set of training
samples 𝐱. The difference is that for supervised learning, the output 𝑦 is known. The outputs 𝐲 are also
called the observations. The goal for the regression analysis is to find a function 𝑓(𝐱) that matches the
observations, such that the value of new observations can be estimated with the regression function.
In terms of conditional probability, this can be written as [12]:

𝑓(𝐱∗) = 𝑝(𝑦∗|𝐱, 𝐲, 𝐱∗). (B.1)

So in order to find the best estimate of the new observation, the function of new input 𝐱∗ should equal
the maximum likelihood of the new output 𝑦∗ given previous input samples, 𝐱, observations, 𝐲, and the
new input values of which the function is to be estimated.

B.1. Artificial Neural Networks
The artificial neural networks is a MLalgorithm that consists of multiple connected layers existing out
of nodes. When trained, these layers are capable of predicting the right outcome for every input, within
bounds of accuracy, which was shown by Hornik, by means of the universal approximation theorem
[6].

In the first step, the input vector is multiplied with the first layer of weights (nodes), and a bias is
added:

𝐳 = 𝑊𝐱 + 𝐛. (B.2)

This output is activated with an activation function,

𝐚 = 𝜎(𝐳), (B.3)

and the activated output serves as input for the subsequent layer in case of a feedforward ANN. The
output of the final layer is not activated for regression analysis. When performing the regression, this
is enough to obtain the answer. However, before the ANN can give an accurate answer, it requires
training, also called backpropagation. When the ANN is trained, not only the input is known, but also
the output. The difference between the predicted output and the desired output is assigned a value by
means of the loss function. For the MAE, the loss function for a single sample is

𝐿 = |𝑦𝑡𝑟𝑎𝑖𝑛 − 𝑦𝑝𝑟𝑒𝑑|. (B.4)

The target is to reduce the mean of the losses for the whole training dataset as much as possible. To
this end, the derivative of the cost function with respect to the weights and biases is determined.

d𝐿
d𝐛 = 𝜹,

d𝐿
d𝑊 = 𝐚−𝟏𝜹, (B.5)
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where 𝐚−𝟏 is the activated output of the previous layer, and 𝜹 is defined by

𝜹 = ∇𝑎𝐿 ⊙
d𝜎(𝐳)
d𝐳 . (B.6)

In this equation,⊙ is the Hadamard product. The derivative of the weights and biases in the previous
layers can be determined similarly bymultiplying the derivatives. The derivative of the weights in the first
layer can be traced through the different layers to the loss function, hence the name backpropagation.
During training, the weights and biases are changed by multiplying the negative derivative of the cost
function with the learning rate, 𝜂, and possibly adding a momentum term, 𝑣. The learning rate defines
by how much the weight or bias is changed, and the momentum function increases this value when
the sign of the derivative remains the same over a couple of epochs, and decreases it when the sign
changes:

𝑣 → 𝑣′ = 𝜇𝑣 − 𝜂∇𝐶 (B.7)
𝑊 → 𝑊′ = 𝑊 + 𝑣. (B.8)

The momentum term both increases the learning speed, as making more accurate predictions possible
by effectively decreasing the learning rate when the loss value is decreased. The downside of adding
momentum is that a new hyperparameter, 𝜇, is introduced.

B.2. Gaussian Processes
The Gaussian process (GP) is the other ML algorithm used in the paper in Chapter 2. The Gaussian
process (GP) is a nonparametric inference algorithm. It can be used for classification and regression
analysis, the latter also called Kriging. Rasmussen states: ”A Gaussian process is a collection of
random variables, any finite number of which have a joint Gaussian distribution” [15]. The probability
density function of the multivariate Gaussian distribution is defined by

𝑁(𝜇, 𝐾) = 1
√(2𝜋)𝑛|𝐾|

𝑒−
1
2 (𝐱−𝝁)

𝑇𝐾−1(𝐱−𝝁), (B.9)

where 𝜇 is the mean value and 𝐾 the covariance matrix. Similarly. the GP is defined using a mean
function and kernel function:

𝑓(𝐱) ∼ 𝒢𝒫 (𝜇(𝐱), 𝑘(𝐱, 𝐱′)) . (B.10)

In this equation, 𝐱 and 𝐱′ are both samples in the input domain, so when 𝐱′ = 𝐱, 𝑘(𝐱, 𝐱′) gives the
variance of 𝐱. The mean function of the GP is usually assumed to be 0, since the GP is flexible enough
to correct for this when training [15]. The kernel functions combined form the covariance matrix:

𝐾 = [
𝑘(𝐱1, 𝐱1) 𝑘(𝐱1, 𝐱2) ⋯ 𝑘(𝐱1, 𝐱′)

⋮ ⋮ ⋱ ⋮
𝑘(𝐱′, 𝐱1) 𝑘(𝐱′, 𝐱2) ⋯ 𝑘(𝐱′, 𝐱′)

] . (B.11)

When training the GP, the covariance matrix is selected such that the training output 𝐲 is matched
as good as possible. In order to do that, the hyperparameters of the kernel functions need to be
optimized. The optimal hyperparameters are selected when the best a posteriori estimate occurs, i.e.
at the maximum of 𝑝(𝜽|𝐱, 𝐲). Using Bayes’ theorem and the marginal likelihood, it can be shown that
this is equal to maximizing log𝑝(𝐲|𝐱, 𝜽):

𝑝(𝜽|𝐱, 𝐲) = 𝑝(𝐲|𝐱, 𝜽)𝑝(𝜽)
𝑝(𝐲|𝐱) . (B.12)

Both 𝑝(𝜽) and 𝑝(𝐲|𝐱) are not dependent on 𝜽. Since for 𝑝(𝐲|𝐱, 𝜽), a multivariate Gaussian distribution
(𝑁(𝟎, 𝐾)) was assumed by the definition of the GP, maximizing the a posteriori gives

log𝑝(𝐲|𝐱, 𝜽) = −12𝐲
′𝐾−1𝐲 − 12 log |𝐾| − 𝑛2 log 2𝜋, (B.13)

and the maximum value for this equation can be determined using an optimization algorithm.
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In order to perform inference on unseen data, two other matrices have to be generated,

𝐾∗ = [𝑘(𝐱∗, 𝐱𝟏), 𝑘(𝐱∗, 𝐱𝟐),⋯ , 𝑘(𝐱∗, 𝐱′)] and 𝐾∗∗ = [𝑘(𝐱∗, 𝐱∗)] , (B.14)

which together form one large covariance matrix. The joint distribution of the training data output, 𝐲,
and the predicted output of the new input, 𝐲∗, can be defined as

[ 𝐲𝐲∗] ∼ 𝒩 ([ 𝜇(𝐱)𝜇(𝐱∗)] , [
𝐾 𝐾𝑇∗
𝐾∗ 𝐾∗∗]) . (B.15)

From this equation, the conditional probability 𝑝(𝐲∗|𝐲) can be computed, which gives an estimate for
the output value of 𝐱∗:

𝐲∗|𝐲 ∼ 𝒩 (𝐾∗𝐾−1𝐲, 𝐾∗∗ − 𝐾∗𝐾−1𝐾𝑇∗ ) . (B.16)

Proof for this step can for example be found in Section 4.3.4 of [12].





C
Differential Evolution

Differential evolution is an evolutionary algorithm devised by Storn and Price in 1995 [20]. The algorithm
is commonly used for optimization in the design of satellite trajectories [18]. DE utilizes collections of
vectors, 𝐱, to find the best solution in the search space. These are called generations, and every
generations consists of 𝑁𝑃 vectors. The DEalgorithm consists of three steps in order to perform the
optimization: mutation, crossover and selection.

C.1. The algorithm
In the mutation process, the vector that will create diversity for next generation are obtained. It is
generated by adding random perturbations to a vector in the current generations. The perturbations
are linear combinations of two random vectors in this generation, 𝐲 and 𝐳. Given 𝐱 a vector in the
current generation, the mutated vector is

𝐯 = 𝐱 + 𝐹(𝐲 − 𝐳). (C.1)

In this equation, 𝐹 is the scaling factor that defines the rate at which the population evolves, and it is
ranged between 0 and 2. For every vector 𝐯′, other vectors 𝐱, 𝐲 and 𝐳 are used.

In the crossover process, the new candidate vector for the subsequent generation is obtained. For
the crossover process, a vector of uniform distributed random numbers between 0 and 1 is generated,
with the same length as the input vectors. Furthermore, a random integer, 𝐽, between 1 and the number
of features is generated. The vector with random numbers defines whether a feature for the new vector,
𝐮, comes from the original vector 𝐱 or the mutated vector 𝐯. When the random number is smaller than
the crossover factor, 𝐶𝑅, the mutated value is picked. When the random number is larger than 𝐶𝑅,
the value of the vector 𝐱 is crossed over to the next generation. The random integer will define what
feature of 𝐯 will be selected irrespective of the crossover factor, to guarantee mutation. So for every
feature, 𝑗, goes

𝑢𝑗 = {
𝑣𝑗 if 𝑟𝑎𝑛𝑑(𝑗) ≤ 𝐶𝑅 or 𝑗 = 𝐽
𝑥𝑗 if 𝑟𝑎𝑛𝑑(𝑗) ≥ 𝐶𝑅 and 𝑗 ≠ 𝐽, (C.2)

and together, all scalars 𝑢𝑗 make up 𝐮, the candidate vector for the next generation.
In the selection process, the function output of parent 𝐱 is compared to the function output of 𝐮, and

the best performing vector is selected for the next generation.

C.2. Optimization strategies
There are many different variations to the DE algorithm described in the section above. The general
notation of the different strategies is [20]

𝐷𝐸/𝑥/𝑦/𝑧.
In this notation, 𝑥 specifies what vector is chosen for the mutation. It can either be a ”rand” for a random
vector, or ”best” when the vector is chosen with the best function evaluation. 𝑦 is the number of dif
ference vectors used, and 𝑧 describes the crossover scheme. The algorithm described in the example
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above is called DE/rand/1/bin, and is the example case given by the developers of the algorithm. The
algorithm used in this thesis is DE/best/1/bin, so the only difference is the vector selected for offspring.
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