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a b s t r a c t

In this paper, the performance of four acoustic imaging methods: conventional frequency

domain beamforming (CFDBF), functional beamforming (FUNBF), enhanced high resolution

CLEAN–SC (EHR–CLEAN–SC) and generalized inverse beamforming (GIBF), is investigated in

terms of accuracy and variability. Three experimental test cases are considered: 1) a single

speaker emitting synthetic broadband noise, 2) two speakers emitting incoherent synthetic

broadband noise, and 3) trailing–edge noise generated by a tripped NACA 0018 airfoil. All the

measurements were performed in the anechoic wind tunnel of Delft University of Technology.

Overall, GIBF and EHR–CLEAN–SC offer the most accurate results when point sources (speak-

ers) are present. They even achieve super–resolution by separating sound sources beyond the

Rayleigh resolution limit. Repeating the measurements indicates a standard deviation in the

results of less than 1 dB. When analyzing distributed sound sources, such as trailing–edge

noise, CFDBF and FUNBF provide the best performance. This indicates that the acoustic imag-

ing method needs to be selected based on the expected sound source configuration.

© 2020 Elsevier Ltd. All rights reserved.

1. Introduction

Phased microphone arrays have become one of the main measurement devices for studying aeroacoustic noise sources [1],

such as aircraft [2–12], wind turbine blades [13–19], and rotating machinery [20–22]. In combination with acoustic imaging

algorithms [1,23], phased microphone arrays provide estimates of the location and strength of sound sources [24,25].

A vast list of acoustic imaging methods [1,23] exists in literature, typically tailored for specific applications or noise sources.

Previous research [26] featuring simulated data showed that different imaging methods applied to the same microphone array

recording data provided considerably different results. Even when different researchers applied the same method to a given data

set, remarkable differences were found [26], indicating an undesirable lack of robustness. One cause for the differences found

might be that several formulations are available for parameters, such as the steering vector [27], each of them with advantages

and limitations for different applications. Sarradj et al. [28] concluded, after an exhaustive study with synthetic data, that the

best method also depends on the frequency of interest. Hence, there is a clear interest in assessing the performance of acoustic
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imaging methods in different practical applications, in terms of quality of the source maps, repeatability of the results and

accuracy of the source power estimations.

In this paper, this assessment is limited to four acoustic imaging methods:

1. Conventional frequency domain beamforming (CFDBF) [24,29,30] is based on the phase differences between the signals

recorded by each microphone of the array [4]. It considers a scan grid of potential sound sources and performs an exhaustive

search: for each grid point, the agreement between the expected solution for a sound source at that location and the actual

signals recorded by the array is evaluated. This method is widely–used since it is robust, intuitive and computationally

inexpensive. However, CFDBF is restricted by the Rayleigh resolution limit [31], i.e., the minimum distance at which two

sound sources can be distinguished, and is subject to high sidelobe levels, especially at high frequencies. Integration methods

have been proposed [32,33], such as the Source Power Integration (SPI) technique [25,34], for defining the results when

analyzing spatially distributed sound sources within a region of integration (ROI).

2. Functional beamforming (FUNBF) [35,36] provides a higher dynamic range (or lower sidelobe level) and array spatial

resolution than CFDBF. This technique raises the CFDBF source map to the power of an exponent parameter 𝜈 and the

cross–spectral matrix (CSM) to the inverse of this power 1∕𝜈. For this paper, the value of 𝜈 was selected to be 8 after perform-

ing a sensitivity analysis [4,5]. Comparative studies [4,5,23] with other acoustic imaging methods showed that functional

beamforming provides better results when applied to aircraft flyover measurements. The functional beamforming source

maps can be integrated in a similar way as those from CFDBF [8,9].

3. Enhanced high resolution CLEAN–SC (EHR–CLEAN–SC) [37–41] is the high–resolution version of the deconvolution tech-

nique CLEAN–SC [42], which uses the fact that the sidelobes are spatially coherent with the main lobe to iteratively clean

the source map obtained with CFDBF. HR–CLEAN–SC is a super–resolution method, i.e., it increases the spatial resolution of

the standard CLEAN–SC beyond the Rayleigh resolution limit. HR–CLEAN–SC achieves this by relocating the source location

marker from the actual source location to a location on the main lobe where the combined influence of the other sound

sources is the lowest [38,39]. The number of expected sound sources has to be selected by the user. When this is not known,

this parameter can be approximated based on the number of the dominant eigenvalues of the CSM. This method has been

successfully applied to laboratory tests with speakers [40,41] and open–jet wind–tunnel measurements of a full–scale land-

ing gear [9]. Recent studies [40,41] have also introduced the Enhanced version of HR–CLEAN–SC (EHR–CLEAN–SC), which

makes use of the low–sidelobe microphone array design to give more freedom in relocating the source marker to widen

the frequency range below the Rayleigh resolution limit for which closely–spaced sound sources can be resolved [40,41].

This last version is the one employed in this paper. The source maps obtained by EHR–CLEAN–SC (and the other CLEAN–SC

versions) can be integrated by simply adding the powers of the deconvoluted clean sources calculated within a predefined

region [42].

4. Generalized inverse beamforming (GIBF) [43,44] is an inverse method based on the eigenvalue decomposition of the

CSM. Unlike direct beamforming methods, in which each potential source is assumed to be uncorrelated, GIBF takes into

account the possible source interference by resolving all the sources at once. This makes it possible to resolve both cor-

related/uncorrelated sources as well as sparse and spatially–distributed sources. GIBF also requires the user to select the

assumed number of eigenvalues to consider. Each eigenvalue represents the overall strength related to a coherent source dis-

tribution under the constraint of orthogonality. This method (with different regularization strategies) was recently applied

to airfoil–noise measurements in open–jet wind tunnels [45–47]. In this paper, the regularization process recently proposed

by Zamponi et al. [45,46] was employed. For the integration of the GIBF sound maps, the pressure values of each scanning

grid point are summed and then squared due to the assumption of source coherence.

CFDBF was employed as a baseline reference to compare the other three more advanced methods to. The other three meth-

ods are state–of–the–art techniques and were selected for this analysis due to their expected good performance based on the

literature [23,26]. In particular, FUNBF and EHR–CLEAN–SC are novel and, to the best knowledge of the authors, there are no pub-

lications reviewing the performance of these methods on aeroacoustic measurements, like the ones treated in this manuscript.

These methods were applied to three different experimental test cases featuring one speaker, two speakers, and airfoil

trailing–edge noise measurements, respectively. The experiments featuring speakers were performed to have a known sound

signal as a reference solution and to represent airframe noise experiments featuring multiple point sources such as landing gears

[9], whereas obtaining accurate noise levels in trailing–edge noise measurements represents a typical challenge in aeroacoustic

experiments [48]. The quality of the source maps obtained, the repeatability of the results and the source power estimations by

the four methods are evaluated in this paper. The estimates for the source power of each method were compared to the refer-

ence signal, which is the average of all microphones of the array. In addition, for the case of the airfoil noise, the semi–empirical

airfoil noise prediction method proposed by Brooks–Pope–Marcolini (BPM) [49] was also used for comparison.

It should be noted that removal of the main diagonal of the CSM [1,50], which is a method to neglect the contribution of the

noise which is incoherent for all the array’s microphones was not applied for any of the methods, since the microphone array

was not in direct contact with the flow of the wind tunnel and the testing facility has low background noise levels.

More information about the characteristics of the test cases is included in section 2. Section 3 discusses the main results

obtained for each method for all the test cases. Finally, the conclusions drawn are gathered in section 4.



3R. Merino-Martínez et al. / Journal of Sound and Vibration 470 (2020) 115176

Fig. 1. (a) Scheme of the microphone distribution of the Array 1 (seen from behind) and relative position of the two speakers (situated 1 m away from the array’s plane).

(b) PSF of the Array 1 for a point source at the left speaker location (denoted by the black × symbol) emitting sound within a 630 Hz one–third–octave band.

2. Experimental setup

The experiments were performed in the anechoic vertical open–jet wind tunnel (A–tunnel) at Delft University of Technology

[17,18,51], which is located in a room covered with wedges made of Flamex Basic acoustic absorbing foam [52] and has a cut–off

frequency of 250 Hz, i.e., free–field conditions apply for higher frequencies. A microphone array consisting of 64 G R A.S. 40 PH

analog free–field microphones [53] with integrated constant current power amplifiers was employed for all the experiments.

All the microphones were calibrated in amplitude using a G.R.A.S. 42AA pistonphone [54], which emits a sinusoidal wave of

114 dB at 250 Hz. The relative phase responses of the microphones were also calculated employing a clapping device that

generated an impulse broadband sound. This approach allows for the estimation of the difference in phase between the expected

received signal and the actual recorded signal by each microphone, using the center microphone as reference. This calibration

can be performed for all the frequencies of interest.

The microphone distribution employed for the measurements with speakers was optimized for a frequency range between

1 kHz and 10 kHz [40], see Fig. 1a, and provides an array diameter of approximately 2 m. This array is referred to as Array 1. In

the same plot, the relative position of the two Visaton K 50 SQ speakers [55] used for the experiments can be observed. Each

speaker was used for emitting a different, incoherent, synthetic broadband noise signal generated with MATLAB, see below. Both

of them were situated at a distance of 1 m from the array plane and have a baffle diameter of approximately 45 mm. The (x, y, z)

coordinates of the speakers (with the x and y axes centered at the array center microphone, see Fig. 1a, and the z axis normal to

the array plane pointing towards the speakers) are (−0.05 m, 0.05 m, 1 m) for the left speaker and (0.3 m, 0.05 m, 1 m) for the

right one. The test cases featuring speakers were performed without flow in the wind tunnel, i.e., simply using the facility as an

anechoic chamber. The point spread function (PSF) [23] of this microphone array (Array 1) is shown in Fig. 1b for a point source

located at the left speaker position emitting sound within a one–third–octave frequency band centered at 630 Hz.

For each measurement a sampling frequency of 50 kHz and 60 s of recording time were used. The acoustic data were aver-

aged in time blocks of 8192 samples (giving a time block duration of 163.84 ms) and windowed using a Hanning weighting

function with 50% data overlap, following Welch’s method [56]. One–third–octave frequency bands will be used in the paper for

comparison purposes. The frequency range of interest extended from 500 Hz to 5 kHz, which is typically the range considered

for similar airfoil noise experiments [14–16,57].

For each test case, some considerations should be noted:

1. Case I: Single speaker. For the first test case, only the left speaker (see Fig. 1a) emitted sound. The same synthetic broadband

noise signal was played at four different volumes, which provided four different signal to noise ratios (SNR) with respect

to the background noise of the facility. These SNR values were calculated by subtracting the background noise spectrum

of the wind–tunnel facility from the frequency spectrum of the speaker, all measured with the array (averaged over all

microphones) and expressed in decibels. The background noise remained the same for all the cases involving speakers. The

baseline pressure signal (SNR1) was reduced in amplitude by a factor 10 (SNR2), 50 (SNR3) and 100 (SNR4). For each SNR

case, the signal was played ten times to investigate the repeatability of the results. For all cases, the average signal of all the

microphones of the array was considered as the reference signal for comparison with the results of the four acoustic imaging

methods. The signal of each microphone was corrected for expressing the sound level at 1 m from the sound source. For all

methods, a scan grid going from x = −1 m to x = 1 m and from y = −1 m to y = 1 m was used, with z = 1 m and
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spacing between grid points of Δx = Δy = 0.01 m. The obtained source maps were integrated over a square ROI centered

at the left speaker (from x = −0.15 m to x = 0.05 m and from y = −0.05 m to y = 0.15 m, with z = 1 m), see the

dashed squares in Fig. 4. The frequency spectra recorded by the array (averaged over all microphones) for all the SNR cases

are presented in Fig. 2a, as well as the background noise (BGN) of the facility. The values shown are sound pressure levels

Lp in decibels with a reference threshold pressure of 20 𝜇Pa. It is observed that an almost constant offset over the whole

frequency range is obtained when decreasing the volume of the left speaker. These offsets have approximate values of −12

dB, −25 dB and −32 dB for SNR2, SNR3 and SNR4, respectively, with respect to the maximum volume considered (SNR1). It

is also seen that the recorded signals for SNR3 and SNR4 collapse with the background noise spectrum of the facility for the

lowest frequencies, which indicates that the speaker is emitting sound below the background noise in that frequency range,

i.e., with a negative SNR. The sound spectra expected for those two SNR cases are depicted in red color in the same figure,

assuming the aforementioned offset values of −25 dB and −32 dB, respectively.

2. Case II: Two speakers. For the case with two speakers, both speakers (left and right, see Fig. 1a) emitted sound simultane-

ously. The same synthetic broadband noise signal as in Case I was played by the left speaker with the volume of the SNR1 case,

and another different synthetic broadband noise signal (incoherent with the first signal) was played by the right speaker at

four different volumes. The baseline signal for the right speaker is referred to as Volume 1. Volumes 2, 3 and 4 indicate cases

with the right speaker emitting the signal of Volume 1 divided by a factor 4, 8, and 16, respectively. Additional recordings

with just the right speaker were also performed, and the corrected averaged array signal was again taken as a reference.

The challenge for this test case is to retrieve the correct signals emitted by each speaker, when both speakers are emitting

simultaneously. The same scan grid was used as in Case I, as well as the ROI for the left speaker. The ROI for the right speaker

spanned from x = 0.2 m to x = 0.4 m and from y = −0.05 m to y = 0.15 m, with z = 1 m, see the dashed squares

in Fig. 9. The frequency spectra of the left speaker (SNR1) and the right speaker (for the four different volumes) recorded

by the array (averaged over all microphones) with only one of the speakers emitting sound at a time are plotted in Fig. 2b.

Similarly as in Fig. 2a, an almost constant offset over the whole frequency range is obtained when decreasing the volume of

the right speaker. These offsets have approximate values of −6 dB, −12 dB and −18 dB for Volumes 2, 3 and 4, respectively,

with respect to Volume 1. These four volumes provide a wide range of ratios between the signals emitted by both speakers,

having the right speaker from being the loudest source to being almost negligible compared to the left speaker. For this case,

both speaker signals are stronger than the background noise of the facility.

3. Case III: Airfoil trailing–edge noise. A NACA 0018 airfoil was tested in the A–tunnel in order to investigate its turbulent

boundary layer trailing edge (TBL–TE) noise emissions [1]. The wind tunnel has a contraction ratio of approximately 15 ∶ 1

and was equipped with a rectangular test section of 0.4 m × 0.7 m. The airfoil was manufactured in aluminum and has

a chord of 0.2 m and a span of 0.4 m, i.e., equal to the test section width. The airfoil was installed between two wooden

plates of 1.2 m length, to approximate the two–dimensionality of the flow over most of the wing span [58], see Fig. 3c. Two

freestream velocities V were considered for this paper: 20 m/s and 40 m/s, providing a maximum Mach number of 0.117

and a maximum chord–based Reynolds number of 5.27 × 105. Both velocities were uniform over the whole test section

within 0.5% and with a turbulence intensity below 0.1% for the entire velocity range considered [17]. Since the maximum

Reynolds number corresponds to the laminar regime, the transition to turbulent boundary layer was forced following the

guidelines described in Ref. [59]. A tripping tape was used with carborundum elements with a nominal size of 0.84 mm,

Fig. 2. One–third–octave band frequency spectra recorded by the array (averaged over all microphones) for: (a) The single speaker case for the four SNR cases. For SNR3

and SNR4 the predicted frequency spectra for the lower frequencies are depicted in red. (b) The case with two speakers for the four volumes of the right speaker (the

signal of the left speaker with SNR1 is also included for reference). The background noise spectrum (BGN) of the facility is also plotted in both graphs for reference. (For

interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
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Fig. 3. (a) Scheme of the microphone distribution of the Array 2 (seen from behind) and relative position of the airfoil (depicted as a gray rectangle and situated 1.3 m

away from the array’s plane). The side plates and the nozzle’s exit are indicated with solid black lines. (b) PSF of the Array 2 for a point source at the left speaker location

(denoted by the black × symbol) emitting sound within a 630 Hz one–third–octave band. (c) Picture of the NACA 0018 airfoil between the side plates in the A-tunnel.

randomly distributed on a tape of 10 mm width, centered at 20% of the chord and covering the whole span on both sides

of the airfoil, see Fig. 3c. The turbulent nature of the boundary layer was assessed using a remote wall–pressure probe. The
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airfoil was set at a geometric angle of attack of 𝛼 = 0◦ for all test cases using a digital angle meter [18]. The microphone

distribution for the airfoil measurements corresponds to an adapted Underbrink spiral array design [60] with 7 spiral arms of

9 microphones each, and an additional microphone located at the center of the array. This design was scaled to half its size in

the x direction, i.e., with approximate dimensions of 1 m × 2 m, for ensuring a clear sound propagation path from the airfoil’s

trailing to the microphones, limiting the blocking by the side plates, see Fig. 3a, and for separating the trailing–edge noise

from other potential noise sources present in the y direction in an easier way. In the same plot, the relative position of the

airfoil is depicted as a gray rectangle. This array is referred to as Array 2. The corresponding PSF [23] is illustrated in Fig. 3b,

also for a point source located at the left speaker position (for comparison purposes with Fig. 1b) emitting sound within a

one–third–octave frequency band centered at 630 Hz. It is observed that this PSF is more elongated in the x direction due to

the smaller aperture of the array in that direction. The airfoil trailing edge was located at a distance of z = 1.3 m from the

array plane and the center of the trailing edge was approximately aligned with the center microphone of the array (x = 0 m

and y = 0.05 m). The airfoil leading edge was situated 0.5 m above the outlet of the wind–tunnel nozzle to separate potential

extraneous noise sources coming from the nozzle. The signal measured by the array (averaged over all microphones) was

again considered as a reference, as well as the predictions by the BPM model. It should be noticed that both the averaged

microphone signals and the BPM model consider the noise emissions of the whole airfoil and not just the trailing–edge noise,

which is the object of interest of this study. The averaged microphone measurements also includes the background noise of

the wind–tunnel facility. For all methods a scan grid ranging from x = −0.5 m to x = 0.5 m and from y = −0.5 m to

y = 0.5 m was used, with z = 1.3 m and a spacing between grid points of Δx = 0.01 m. The obtained source maps were

integrated within a rectangular ROI spanning from x = −0.1 m to x = 0.1 m and from y = 0 m to y = 0.1 m, with

z = 1.3 m, see dashed rectangles in Figs. 13 and 14.

3. Results discussion

3.1. Case I: single speaker

3.1.1. Source maps

Figure 4 presents one example source map obtained by each of the four methods considered for the single speaker case, with

the lowest SNR (SNR4). The results correspond to a one–third–octave frequency band centered at 630 Hz and all maps have the

same dynamic range of 18 dB. This frequency band was selected because it represents one of the lowest SNR cases, see Fig. 2a.

The speaker signal for this frequency band is even lower than the background noise, i.e., it has a negative SNR value (about

−11.5 dB).

The CFDBF source map is depicted in Fig. 4a and it is observed that, apart from the speaker (located approximately in the

center of the plot), there are two other dominant noise sources: one at the top of the map (approximately at x = 0.1 m and

y = 1 m) and another one at the bottom left corner of the map (approximately at x = −1 m and y = −1 m). The analysis of

a recording of the background noise indicated that these two sources are indeed real and part of the background noise of the

wind tunnel facility, rather than being sidelobes. Apart from that, the results obtained with CFDBF show a poor spatial resolution

and a high sidelobe level (about 8 dB lower than the peak level). The source map provided by FUNBF (Fig. 4b) shows a similar

source distribution as the CFDBF map but with narrower main lobes and lower sidelobe level (about 12 dB lower than the peak

level). EHR–CLEAN–SC (Fig. 4c) shows main lobes with a width selected by the user. There seems to be a floor on this source

map between 0 dB and 2 dB, which indicates that there are still remaining contributions to the CSM of the dirty map, after

subtracting the contribution of the identified sound sources. The two aforementioned background noise sources are detected as

discrete point sources. This example highlights the importance of selecting a conservative number of expected sound sources

for EHR–CLEAN–SC (three in this case) by observing the CFDBF source map and verifying the number of dominant eigenvalues

in the CSM. If only one source is considered, only the noise source at the bottom left of the map would be identified since it

is the strongest source. Lastly, GIBF (Fig. 4d) seems to provide the cleanest results from the four methods, showing the correct

source location with no other secondary sources or sidelobes. This is because only the third largest eigenvalue (corresponding

to the speaker) was selected for plotting. The peak levels of GIBF, however, are considerably lower than for the other three

methods since it is difficult to directly relate the peak levels of this technique to the actual source intensity of each grid point.

The reason for this difficulty is in the different output provided by inverse methods. Whereas CFDBF, FUNBF and EHR–CLEAN–SC

indicate the peak source intensity, GIBF maps display the source distribution contours, which should be integrated, considering

the assumption of source coherence as explained in section 1, in order to be compared with the peak levels computed by the

other methods. This procedure was done when calculating the frequency spectra, see section 3.1.2 below.

3.1.2. Frequency spectra

The sound spectra obtained by each method by integrating the source maps within the ROI are shown in Fig. 5 for all cases.

The source maps obtained by CFDBF were integrated using the source power integration (SPI) method [25,32,33]. The maps

obtained by FUNBF were integrated using an adapted version of SPI for considering the FUNBF formulation [8,9].
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Fig. 4. Source maps for the case of a single speaker with the lowest SNR (SNR4) for a one–third–octave frequency band centered at 630 Hz for: (a) CFDBF, (b) FUNBF with

𝜈 = 8, (c) EHR–CLEAN–SC, and (d) GIBF. The dashed squares denote the ROI.

For clarity reasons, only the averaged spectra over the ten repetitions are plotted. The reference averaged array signal is also

shown, as well as the background noise spectrum of the facility. For the first two SNR cases (Fig. 5a and b) all the methods

provide a close match with respect to the reference averaged array signal, except for FUNBF at higher frequencies (4 and 5 kHz).

This decay is most likely caused by the sensitivity of this method to a mismatch in the steering vector, which occurs when a

coarse grid is employed [4,5,35,61] and the positions of the grid points do not coincide exactly with the source locations. This is

an increasingly important source of errors for high frequencies or high values of the exponent 𝜈.

When the SNR of the speaker is lowered even more (Fig. 5c and d), the sound from the speaker is below the background noise

of the facility for some frequency bands (approximately below 1 kHz), i.e., it has a negative SNR. For those frequency bands, all

the acoustic imaging methods considered provide values below the background noise but with a larger spread between the

different methods. The aforementioned decay at high frequencies for FUNBF remains similar for the four different SNR cases.

In order to assess the accuracy in retrieving the correct sound spectra, the relative errors made by each method with respect

to the reference average microphone signal ΔLp = Lp,method − Lp,ref were calculated. A positive value of ΔLp corresponds to

an overprediction of the result by the acoustic imaging method and vice versa. For calculating ΔLp, the averaged spectra over

the ten repetitions were employed. The relative errors are plotted in Fig. 6 for all the SNR cases. For the two lowest SNR cases

(SNR3 and SNR4) the errors below a threshold frequency of 1 kHz and 1.25 kHz, respectively, were considered with respect to

the predicted frequency spectra below the background noise, see lines in red color in Fig. 2a. In addition, the absolute error made
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Fig. 5. Averaged one–third–octave band frequency spectra for all the considered acoustic imaging methods, as well as for the average microphone signal and the background

noise of the facility for the case of a single speaker with: (a) SNR1, (b) SNR2, (c) SNR3, and (d) SNR4.

by each method averaged over the whole frequency range considered (the eleven one–third–octave bands) 𝜖 = |ΔLp| (i.e., the

average 
1 norm of the differences) is also calculated and included in the legends of Fig. 6.

For the first two SNR (Fig. 6a and b) the ΔLp values are contained within ±1 dB for the four methods for most frequencies,

except for the aforementioned decay at high frequencies for FUNBF that reaches maximum errors of about 11 dB at the 5 kHz

band. Except for FUNBF, the other three methods show a comparable performance for the first three SNR cases, with 𝜖 values up

to 0.8 dB. For the lowest SNR case (SNR4, Fig. 6d) the errors made by each method increase for low frequencies, where the SNR

of the speaker is lowest, especially for CFDBF and FUNBF which seem to be influenced by the presence of the background noise

sources.

It is observed that, in general, GIBF provides the lowest overall error with respect to the reference signal with 𝜖 values below

0.7 dB, followed closely by EHR–CLEAN–SC with 𝜖 ≤ 0.8 dB. CFDBF provides almost the same results as EHR–CLEAN–SC except

for SNR4, where it provides considerably higher estimates at low frequencies (and 𝜖 increases to 2 dB). Lastly, FUNBF offers

relatively good results for low and mid frequencies, but the considerable decay at high frequencies causes 𝜖 values up to 2.6 dB.

It also presents errors of about 6 dB at the 500 Hz band for the lowest SNR case. As aforementioned, the errors made by FUNBF

for high frequencies can be reduced by using a finer grid, which would increase the computational time of the processing. This

is shown in Fig. 7 which shows the FUNBF results for the SNR1 case using grids with a spacing between grid points Δx = Δy of

5 mm and 1 mm, respectively. Finer grids reduce the errors considerably but the previous grid (with Δx = Δy = 10 mm) was

used for a fair comparison with other methods throughout the paper.

A summary of all the 𝜖 values for each method and each SNR case is included in Table 1.



9R. Merino-Martínez et al. / Journal of Sound and Vibration 470 (2020) 115176

Fig. 6. Average error per third–octave band made by each acoustic imaging method, with respect to the average microphone signal for the case of a single speaker with: (a)

SNR1, (b) SNR2, (c) SNR3, and (d) SNR4.

Table 1

Absolute errors made by each method averaged over the whole frequency range

(𝜖, in dB) with respect to the average microphone signal for the experiment with

a single speaker.

Case CFDBF FUNBF EHR–CLEAN–SC GIBF

SNR1 0.6 2.1 0.7 0.4

SNR2 0.5 2.1 0.5 0.4

SNR3 0.8 2 0.8 0.3

SNR4 2 2.6 0.6 0.7

3.1.3. Repeatability of the results

The repeatability of the results of each method was investigated considering the ten repetitions recorded for each SNR case.

Fig. 8 depicts the standard deviation s (in decibels and per third–octave–band) of the estimated from each method, as well

as the standard deviation of the reference signal of the array (averaged over all microphones). This latter is caused by small

perturbations in the non–perfect measurement environment and the intrinsic uncertainties of the microphone and the speaker.

In general, most s values are below 0.2 dB for the highest SNR and become lower as the SNR decreases, reaching values about

0.05 dB for the SNRleft,4 case (Fig. 8d). Overall, the standard deviations of all methods collapse almost perfectly with those of the
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Fig. 7. Influence of the grid fineness in the results of FUNBF (with 𝜈 = 8) for the case of a single speaker with SNR1.

array center microphone, meaning that the deviations in the results are because of the nature of the recorded signals themselves

and not due to a lack of robustness in the acoustic imaging methods. Only a few exceptions stand out in Fig. 8.

• The first one is the higher value of s for FUNBF at 5 kHz in Fig. 8a, which is most likely due to the aforementioned sensitivity

to mismatch of this method at high frequencies.

• Secondly, in Fig. 8c, EHR–CLEAN–SC shows considerably larger deviations (s ≤ 0.35 dB) for 800 Hz and 1 kHz. Lastly, for the

lowest SNR case (Fig. 8d) this method reaches s values of about 0.75 dB for the 500 Hz band. These exceptions are located in

the frequency range where the SNR is negative, see Fig. 2a. Through a careful investigation of the source maps produced by

EHR–CLEAN–SC at the lowest SNR case at 500 Hz, where s is the highest, it was found that the strongest source of noise is

the background noise, similar to the behavior seen in Fig. 4. The identified number and location of those background noise

sources vary among the different repetitions. The CLEAN–SC–based algorithms work from the stronger (higher Lp) to the

weaker source (lower Lp). Therefore, when the level of the strongest source varies, the information left after cleaning the

map for identifying the remaining weaker sources (including the speaker in this case) will also vary. This fact likely causes

the larger variation in the resolved speaker’s sound pressure levels.

• Lastly, for the 500 Hz band, GIBF also shows a higher variability with s ≈ 0.4 dB, which may depend on the presence of

noise sources extraneous to the scanning grid plane due to the dominant background noise. Indeed, this inverse algorithm

reconstructs the external noise source distributions recorded by the microphones through the generation of non–negligible

amplitudes concentrated around the border of the grid plane. This edge effect reduces the accuracy of the source intensity

estimation and, therefore, it increases its variability, when the 
1 norm approach is adopted [43] since the sparsity of the

solution is higher in this case. Increasing the extension of the scanning grid plane may represent a possible solution to

improve the GIBF results at low frequencies with a negative SNR, with the consequent increase of the computational time

required.

3.2. Case II: two speakers

3.2.1. Source maps

Fig. 9 contains one example source map obtained by each of the methods considered for the case with two speakers with

the lowest volume in the right one (Volume 4). These results also correspond to a one–third–octave frequency band centered

at 630 Hz. This frequency band was selected because for the given array geometry and distance between sources (0.35 m), it

approximately represents the Rayleigh resolution limit frequency (∼ 645 Hz) for which the two sources can be distinguished

using conventional acoustic imaging methods. The sound pressure levels emitted by both speakers are practically identical for

these conditions, see Fig. 2b.

The source map obtained by CFDBF (Fig. 9a) shows an elongated sound source with a peak between the actual positions of

both speakers, due to the insufficient spatial resolution of this method for this frequency, as mentioned above. There are still

some sidelobes present in the source map, about 14 dB lower than the peak level. FUNBF (Fig. 9b) removes the sidelobes from the

CFDBF source map and just distinguishes both speakers as separate sound sources. Distinguishing both sources becomes easier if

the exponent parameter 𝜈 of this method is increased, at the risk of stronger instabilities at high frequencies [5]. EHR–CLEAN–SC

(Fig. 9c) performs best for this case showing virtually no sidelobes and clearly separating both speakers with the correct Lp levels.

Lastly, the results obtained by GIBF (Fig. 9d) depict a somehow distributed line source with maximum levels at both ends of the

segment, slightly further away than the actual positions of the speakers. Once again, it is not straightforward to relate the peak

levels in the GIBF source map to the actual source intensity due to the different output provided by this method.
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Fig. 8. Standard deviation s for all the considered acoustic imaging methods, as well as for the signal recorded by the array (averaged over all microphones) for the 10

repetitions for each one–third–octave band for the case of a single speaker with: (a) SNR1, (b) SNR2, (c) SNR3, and (d) SNR4.

3.2.2. Frequency spectra

In a similar way as it was done for the single speaker case, the integrated spectra within the two ROIs depicted in Fig. 9

were compared, respectively, to the reference signals of the left and right speaker recorded by the array and averaged over all

microphones and corrected for the distance of 1 m to the sound source (with only one speaker emitting in that case).

As explained in section 2, the left speaker was set to emit the exact same synthetic broadband noise signal as in the SNR1

case (i.e., same Lp values) and the right speaker emitted the same signal at four different volumes. Fig. 10 presents the resulting

average one–third–octave band spectra for the left speaker. The Rayleigh resolution limit for the given setup (∼ 645 Hz) is also

denoted as a vertical dotted black line in all the plots of Figs. 10 and 11. The spectra of the left speaker (for the four right speaker

volumes) are shown in the left column (Fig. 10a, c, 10e and 10g), whereas the respective relative errors ΔLp with respect to

the reference signal are presented in the right column (Fig. 10b, d, 10f and 10h). It is important to note that the volume of the

left speaker is kept the same. As a general trend, the average absolute errors 𝜖 made by the four methods decrease when the

volume of the right speaker decreases, as expected. In general, GIBF shows the best results for this case (with 𝜖 ≤ 0.5 dB). The

second best method is EHR–CLEAN–SC (with 𝜖 ≤ 1.6 dB) which presents a similar behavior as GIBF but with some higher errors

at lower frequencies, especially for the higher volume cases. CFDBF and FUNBF show a consistent large overestimation of the

levels for the lower part of the frequency range, with the additional decay at high frequency for FUNBF. CFDBF makes average

errors of 𝜖 ≈ 3.8 dB whereas for FUNBF it increases up to 𝜖 ≈ 5 dB.

Fig. 11 contains the obtained spectra for the right speaker (Fig. 11a, c, 11e and 11g). The right column depicts ΔLp with

respect to the reference signal (Fig. 11b, d, 11f and 11h). In this case, the errors increase when decreasing the volume of the right
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Fig. 9. Source maps for the case of two speakers with the right speaker emitting with the lowest volume (Volume 4) for a one–third–octave frequency band centered at

630 Hz for: (a) CFDBF, (b) FUNBF with 𝜈 = 8, (c) EHR–CLEAN–SC, and (d) GIBF. The dashed squares denote the ROIs.

speaker. This is expected, since, when decreasing the volume, the right speaker becomes less dominant compared to the left

speaker. Once again, GIBF seems to make the smallest errors for this case (with 𝜖 ≤ 1.2 dB) followed closely by EHR–CLEAN–SC

(with 𝜖 ≤ 2.1 dB). Both methods show no anomalies, except for a considerable decay at high frequencies for EHR–CLEAN–SC

for the case with volume 3. The performance of CFDBF and FUNBF is quite similar for all cases (with FUNBF making slightly

larger errors), except for volume 4, where CFDBF shows a large overestimation of the results at high frequencies. This is due to

the relatively low levels emitted by the right speaker in comparison with the left speaker for that frequency range (about than

20 dB lower), see Fig. 2b. In fact, observing the source maps at those frequencies (not included in this paper), the sidelobes due

to the presence of the left speaker are stronger than the right speaker, and those sidelobes are included in the integration of the

ROI.

All values of 𝜖 for the experiment featuring two speakers are included in Table 2.

3.3. Case III: airfoil trailing–edge noise

3.3.1. Signal to noise ratio (SNR)

The SNR values for the NACA 0018 airfoil experiment for both flow velocities (20 m/s and 40 m/s) are presented in Fig. 12.

These SNR values were calculated by subtracting the background noise spectrum of the wind–tunnel facility at the correspond-

ing velocity from that measured with the airfoil present. All cases were measured with the array (averaged over all microphones)
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Fig. 10. Left column: Averaged spectra for the left speaker (with both speakers on) for all the considered acoustic imaging methods, as well as for the average array signal

(with only the left speaker on) and the background noise. Right column: Average error made by each acoustic imaging method, with respect to the average array signal.

The rows refer to different volumes set in the right speaker (from Volume 1 in the top to Volume 4 in the bottom). The frequency corresponding to the Rayleigh resolution

limit (∼ 645 Hz) is plotted as a dotted vertical line.
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Fig. 11. Left column: Averaged spectra for the right speaker (with both speakers on) for all the considered acoustic imaging methods, as well as for the average array signal

(with only the right speaker on) and the background noise. Right column: Average error made by each acoustic imaging method, with respect to the average array signal.

The rows refer to different volumes set in the right speaker (from Volume 1 in the top to Volume 4 in the bottom). The frequency corresponding to the Rayleigh resolution

limit (∼ 645 Hz) is plotted as a dotted vertical line.
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Table 2

Absolute errors made by each method averaged over the whole frequency range (𝜖, in dB) with respect

to the average array signal for the experiment with two speaker.

Case CFDBF FUNBF EHR–CLEAN–SC GIBF

Left speaker – Volume 1 4.5 5.2 1.6 0.5

Left speaker – Volume 2 3.8 5.2 1.3 0.4

Left speaker – Volume 3 3.4 5 0.6 0.4

Left speaker – Volume 4 3.3 4.9 1 0.3

Right speaker – Volume 1 2.9 3.3 1 0.6

Right speaker – Volume 2 2.7 3.6 1 0.7

Right speaker – Volume 3 3.3 3.7 2.1 0.8

Right speaker – Volume 4 5.5 4.5 1.5 1.2

Fig. 12. SNR values considering the average array signal for each one–third–octave band for the NACA 0018 airfoil and flow velocities of 20 m/s and 40 m/s, respectively.

and expressed in decibels. Interestingly, the SNR decreases when the flow velocity increases, indicating that the background

noise levels of the wind tunnel increase with the flow velocity faster than those from the airfoil. The unexpectedly low SNR

value for the V = 20 m/s case at 800 Hz is due to the presence of tonal noise in the wind tunnel system that only occurs at that

flow velocity and frequency band. For V = 20 m/s the average SNR is approximately 7.5 dB, whereas for V = 40 m/s it has a

value of about 3.5 dB. It is observed that there is a positive SNR for both cases over the whole frequency range.

3.3.2. Source maps

Two sets of source plots for the NACA 0018 airfoil are presented in Figs. 13 and 14 for illustration purposes. All the maps have

the same dynamic range (12 dB).

The first case corresponds to a flow velocity of 40 m/s and a one–third–octave frequency band centered at 1 kHz. The CFDBF

source plot (Fig. 13a) depicts a distributed sound source along the trailing edge, but also extraneous noise sources coming from

the collector and the nozzle of the wind tunnel, located at the top and the bottom of the picture, respectively. FUNBF (Fig. 13b)

improves the results to some extent by narrowing the width of the line source at the trailing edge and separating the extraneous

noise sources slightly further. EHR–CLEAN–SC (Fig. 13c) provides a cluster of sound sources somewhat distributed in the vicinity

of the trailing edge and mostly concentrated in the middle of the edge, with lower strengths than the results from CFDBF and

FUNBF. The extraneous noise sources are basically eliminated but few additional point sources are unexpectedly found upstream

of the trailing edge (at about 60% of the airfoil chord). Finally, GIBF (Fig. 13d) shows a slightly elongated sound source located at

the center of the trailing edge, without any other sound sources present. As aforementioned, it is not straightforward to relate

the peak levels in the GIBF source map to the actual source intensity due to the different output provided by this method, see

section 3.1.

The second example refers to the other flow velocity (20 m/s) and a one–third–octave frequency band centered at 4 kHz.

These conditions were selected because the contribution of the leading–edge noise was observed to be dominant compared

to the trailing–edge noise. The increased relevance of leading–edge noise at high frequencies was also observed in a similar

experiment featuring a tripped NACA 63–215 Mod–B airfoil by Bahr et al. [48]. In that experiment, however, the airfoil chord

was double (0.4 m), the flow velocity was almost three times higher (M = 0.17) and the frequency considered also about

three times higher (12.5 kHz) compared to the results shown in Fig. 14. The exact cause for having the leading edge noise as

a dominant source at the conditions of the current experiment is not known with certainty yet since this type of source is

normally generated due to the incoming turbulence of the flow [49] and the turbulence intensity levels for the wind tunnel used

are below 0.1%. A possible cause of this noise source could be the tripping tape mentioned in section 2, placed at 20% of the
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Fig. 13. Source maps for the NACA 0018 airfoil with V = 40 m/s for a one–third–octave frequency band centered at 1 kHz for: (a) CFDBF, (b) FUNBF with 𝜈 = 8, (c)

EHR–CLEAN–SC, and (d) GIBF. The airfoil location and side plates are denoted by a solid rectangle and vertical lines, respectively. The dashed rectangles denote the ROI.

chord. The nominal size of the carborundum elements used in this paper was 0.84 mm, instead of 0.6 mm as in other previous

experiments in the same wind tunnel that did not present dominant leading–edge noise [14–16,57]. Hence, this increase in

roughness is probably the generating mechanism for leading–edge noise in this experiment.

• The source map obtained from CFDBF (Fig. 14a) shows the presence of the leading edge noise as a dominant noise source

followed by what seems to be another line source at about 50% of the airfoil chord, both of them along the whole span.

This second line source is, however, not clearly distinguishable due to the insufficient spatial resolution of this method. The

trailing edge noise is also present as a secondary line source, as well as other extraneous noise sources (about 4 dB lower than

the peak level) on the borders of the source map that could be due to the background noise or sidelobes. In general, for both

the leading–edge and trailing–edge noise sources, the peak values are located in the junction with the vertical side plates

(i.e., at x = ±0.2 m). The reason for this is likely the interaction of the boundary layer of the vertical side plates with the

corners of the airfoil [62]. The influence of these corner sources is minimized by integrating the results within the selected

ROI.

• FUNBF (Fig. 14b) slightly improves the sidelobe level with respect to CFDBF but it shows a very similar source distribution.

The sidelobe level could be further improved by removing the main diagonal of the CSM [25] but it was observed that this

approach can lead to misleading results at high frequencies. For example, if the leading–edge noise source is stronger than the

trailing–edge noise, the presence of the former can reduce the observed values of the latter, especially when using methods

that rely on the eigenvalue decomposition of the CSM, such as FUNBF. An extended explanation of this phenomenon can be

found in Ref. [23].

• Once again, EHR–CLEAN–SC (Fig. 14c) displays a discontinuous distribution of sound sources, with the presence of two domi-

nant point sources located at the corners of the airfoil at the leading edge and one in the center of the leading edge. A number

of secondary sound sources are also detected at about 40% of the chord and along the whole span. The trailing–edge noise

source, however, is not detected in this case.



17R. Merino-Martínez et al. / Journal of Sound and Vibration 470 (2020) 115176

Fig. 14. Source maps for the NACA 0018 airfoil with V = 20 m/s for a one–third–octave frequency band centered at 4 kHz for: (a) CFDBF, (b) FUNBF with 𝜈 = 8, (c)

EHR–CLEAN–SC, and (d) GIBF. The airfoil location and side plates are denoted by a solid rectangle and vertical lines, respectively. The dashed rectangles denote the ROI.

• Finally, GIBF (Fig. 14d) clearly shows the leading–edge as the dominant noise source. A secondary line source is found at

about the same position as the secondary point sources in the case of EHR–CLEAN–SC (approximately at 50% of the chord),

which could be due to some flow instabilities at that location. The trailing edge noise, on the other hand, is not visible for the

selected dynamic range of the color scale, and starts to be visible only if the range is extended to 20 dB.

For the four methods, the leading–edge noise source is not completely symmetric and presents slightly higher values on its

right end (x = 0.2 m). This is, perhaps, due to the random distribution of the carborundum elements in the tripping tape [59],

as mentioned in section 2.

3.3.3. Frequency spectra

The source maps obtained by each of the four acoustic imaging methods were integrated within the defined ROI to isolate

the trailing–edge noise frequency spectra, as explained in section 1. For CFDBF, the source power integration method extended

for line sources (SPIL) [32,33] was employed, since it considers the presence of line sources. The same approach was taken for

FUNBF but adapting the formula to the FUNBF expression [8,9]. For the four methods, the integrated results in the ROI considered
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Fig. 15. Left column: One–third–octave band frequency spectra for the NACA 0018 airfoil for all the considered acoustic imaging methods, as well as for the signal recorded

by the array (averaged over all microphones), the estimations of the BPM method and the background noise of the facility. Right column: Error per third–octave band

made by each acoustic imaging method, with respect to the average microphone signal. The rows refer to different flow velocities: (a) and (b) V = 20 m/s, (c) and (d)

V = 40 m/s.

(with a spanwise length of 0.2 m) were scaled to account for the full span of the airfoil (0.4 m) by adding 3 dB (double power),

since the airfoil span is twice the one of the ROI.

The obtained frequency spectra are presented in Fig. 15, as well as for the signal recorded by the array (averaged over all

microphones), the estimations of the BPM method [49] and the background noise of the facility (at the corresponding velocities

and without the airfoil present). The BPM model is a semi–empirical model based on extensive far–field microphone measure-

ments of a NACA 0012 airfoil for predicting various components of airfoil self–noise, including the turbulent boundary trailing

edge noise. The results can be extended to different airfoil geometries, such as for the NACA 0018 case analyzed here. The higher

thickness of the NACA 0018 airfoil with respect to the NACA 0012 one is expected to cause slightly higher noise emissions

[63]. This model provides the predicted noise spectra in one–third–octave bands based on the given Reynolds number, effective

angle of attack, airfoil’s chord and span, and the observer’s location. The displacement thickness of the boundary layer 𝛿
∗

is an

optional input. In this case, the values for 𝛿∗ were estimated using the software XFOIL [64] and were found to be 2.3 mm for

V = 20 m/s and 2.1 mm for V = 40 m/s. The spectra for both flow velocities considered are included: 20 m/s (Figs. 15a) and

40 m/s (Fig. 15c). All the spectra correspond to an observer distance of 1 m from the trailing edge.

On the right in Fig. 15, the differences in sound pressure level ΔLp with respect to the reference spectrum measured by the

array (averaged over all microphones) are depicted. It should be noted that the average signal measured by the array is not just

due to the trailing–edge noise but also from other extraneous sources, such as the leading–edge noise (see Fig. 14). However, for

the given setup, trailing–edge noise is expected to be the dominant noise source for most of the frequency range [49].
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In general, all the acoustic imaging methods employed show a similar trend as the average microphone signal, except for

EHR–CLEAN–SC, which provides considerably lower values and even no results for some frequency bands, for which no sources

were resolved within the selected ROI because they fell outside of it. This behavior can be explained because this method specif-

ically considers the presence of point sources, instead of distributed sources as trailing–edge noise. The other three methods

(CFDBF, FUNBF and GIBF) present similar 𝜖 values (around 3 dB) as the BPM method for both flow velocities. In general, the

overall agreement for the higher flow speed (40 m/s) is closer than for the lower one (20 m/s). If we consider the aforemen-

tioned contribution of the leading–edge noise at higher frequencies for the average microphone signal, the solutions provided

by CFDBF and FUNBF would present an even closer match to the expected trailing–edge noise spectrum, since they now show

negative values of ΔLp. For GIBF, the general overestimation of the spectra could be related to the regularization process for solv-

ing the inverse problem. The same regularization approach as for the speakers’ case was employed for the airfoil case, which

increases the intensity of spurious sources of the map. A proper choice of the regularization parameters in the GIBF algorithm

has been indeed proven to be crucial for a correct estimation of the source intensity [45,46].

Since neither the signal of the average microphone signal nor the estimations of the BPM model can be considered as a

perfect reference to compare the results with because they also include the contribution of the leading–edge noise, it was

decided to assess the expected collapse of the spectra corresponding to both flow velocities once they have their frequency axis

normalized using the Strouhal number based on 𝛿
∗
, St = f𝛿

∗∕V and the sound pressure levels normalized by the following

expression [49,65,66]:

Lp,norm = Lp − 10 n log10
V

Vref

− 10 log10
𝛿∗

𝛿∗
ref

(1)

where Vref is a reference velocity, and 𝛿∗
ref

and Lp,Vref
are the displacement thickness of the boundary layer and the sound pres-

sure level at that same velocity, respectively. The parameter n is the expected dependency of the trailing–edge noise levels

with respect to the flow velocity V (see section 3.3.4 below). For this assessment, a value of n = 4.5 was used, following the

suggestions from literature [49,65,66].

The scaled spectra (both in frequency and Lp for the four acoustic imaging methods, the average microphone recordings and

the BPM model’s estimations are included in Fig. 16. The best collapse of the two normalized spectra is found for the case of the

average microphone signal (Fig. 16a), where an average deviation 𝜖 within the frequency range considered of 0.8 dB is observed.

The results provided by the BPM model (Fig. 16b) present a good collapse for St ≥ 0.1, but a considerable deviation for lower

Strouhal numbers causing a value of 𝜖 = 1.9 dB. From the four acoustic imaging methods used, CFDBF and FUNBF (Fig. 16c

and d, respectively) present the closest match between both scaled spectra with 𝜖 ≈ 1.5 dB. EHR–CLEAN–SC (Fig. 16e) shows

unexpectedly sharp peaks close to St ≈ 0.11 and a deviation of 𝜖 ≈ 5.2 dB. Lastly, GIBF exhibits a similar trend as CFDBF

and FUNBF but with a considerably larger deviation between both spectra of 𝜖 ≈ 3.6 dB, probably due to the non–optimal

regularization process that has been previously discussed.

3.3.4. Dependency of the noise levels with the flow speed

Lastly, the influence of the flow velocity in the emitted far–field noise levels is analyzed. For this purpose, the overall sound

pressure level Lp,overall values in the frequency range considered (500 Hz–5 kHz) are employed, i.e., the integrated sound levels

in the frequency spectra in Fig. 15.

Figure 17 depicts the Lp,overall values for the four acoustic imaging methods considered, as well as for the average microphone

and the BPM method, for both flow velocities. The first thing that can be observed is that there is a positive offset of about

3 dB between the Lp,overall values obtained by CFDBF, FUNBF and GIBF and those measured by the array (averaged over all

microphones). The cause of this offset remains unknown, but it could be an artifact of the integration procedure of the source

maps by these three methods, or due to the scaling of the integrated results to account for the full airfoil span, as mentioned

in section 3.3.3. EHR–CLEAN–SC provides values about 6 dB lower than the reference solution, which can be explained because

in the spectra illustrated in Fig. 15 there were some frequency bands for which this method provided no solution. Lastly, the

estimations of the BPM model are within less than 1 dB difference with respect to the results of the average microphone, which

is expected since the BPM model was developed based on single microphone measurements [49].

Equation (1)) was solved for the parameter n, which was calculated for the four acoustic imaging methods, as well as for the

average microphone and the BPM model, see Fig. 17. The n values in this experiment were calculated by only considering the

two flow velocities employed (20 m/s and 40 m/s). The experiments of Brooks et al. [49] provided n values between 4.5 and

5, depending on the flow velocity. According to Howe [67] n = 4.6, whereas Oerlemans et al. [65,66] found that broadband

trailing–edge noise scales with n = 4.5.

The results by the average microphone scale with n = 4.73, whereas CFDBF and FUNBF both present a value of n = 4.52,

which is almost the same as the expected value of 4.5. The BPM method offers an relatively low value (n = 4.27), whereas

GIBF provides n = 4.95. Lastly, EHR–CLEAN–SC gives a value of n = 5.69, which is higher than expected, but it was calculated

with the incomplete spectra provided by this method, see Fig. 15. It should be considered that only a limited frequency range

(500 Hz–5 kHz) is being taken into account and that using only two points for calculating a fit is not very accurate. Therefore,

considering measurements taken at more velocities for estimating n is recommended for obtaining more reliable results.
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Fig. 16. Collapse of the normalized one–third–octave band frequency spectra for both flow speeds for the NACA 0018 airfoil and: (a) the average microphone signal, (b) the

BPM method, (c) CFDBF, (d) FUNBF with 𝜈 = 8, (e) EHR–CLEAN–SC, and (f) GIBF.
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Fig. 17. Dependence between the overall trailing–edge noise levels (between 500 Hz and 5 kHz) and the flow velocity for all the acoustic imaging methods considered for

the NACA 0018 airfoil, as well as for the average microphone and the BPM method. Note the logarithmic scale in the velocity axis.

3.4. Summary of the errors for each case

In order to summarize the main results regarding source power estimation of the three test cases in a single figure, Fig. 18a

presents a bar plot of the average errors 𝜖 made by each acoustic imaging method for the experiments featuring: one speaker,

two speakers and the NACA 0018 airfoil. It should be reminded that these errors are with respect to the signal measured by

the average microphone, and that implies some limitations that have been mentioned throughout the text. The average errors

displayed in the bar plot in Fig. 18a have been calculated by averaging linearly the errors of all the subcases analyzed, i.e., the

four SNR values for the one speaker case, the four different volumes for the two–speaker case, and both flow velocities for the

NACA 0018 airfoil case. Moreover, the agreement between the normalized spectra following the Strouhal scaling, see Fig. 16, for

the NACA 0018 airfoil experiment and for the six approaches is represented in Fig. 18b.

In general, it can be observed that GIBF and EHR–CLEAN–SC are the best methods for the cases involving point sources

(i.e., speakers). GIBF provides slightly lower average errors and EHR–CLEAN–SC shows a better rendering of the source maps

for the case with two speakers placed closer than the Rayleigh resolution limit. For the airfoil case CFDBF and FUNBF (with

their respective integration techniques) provide the best agreements and render the expected line source distribution. Similar

results were obtained in a benchmark exercise of a simulated line source modeling a trailing–edge noise measurement in a

closed–section wind tunnel [26,32,33].

Fig. 18. (a) Average errors 𝜖 made by each of the acoustic imaging methods considered for the three experimental cases analyzed. (b) Average collapse error for the expected

Strouhal scaling for trailing–edge noise.
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4. Conclusions

The performance of four acoustic imaging methods was investigated in this paper in terms of accuracy and variability for

the purpose of aeroacoustic measurements featuring microphone arrays: the standard conventional frequency domain beam-

forming (CFDBF), functional beamforming (FUNBF), the enhanced high–resolution version of CLEAN–SC (EHR–CLEAN–SC) and

generalized inverse beamforming (GIBF). Three different experimental test cases were measured inside of an anechoic wind

tunnel and analyzed using each method: 1) one speaker emitting synthetic broadband noise at low signal to noise ratio with

respect to the background noise, 2) two closely–located speakers emitting incoherent synthetic broadband noise signals at dif-

ferent relative volumes and 3) trailing–edge noise of a tripped NACA 0018 airfoil.

For the case of a single speaker, it was observed that GIBF is the best–performing method, followed closely by

EHR–CLEAN–SC. The repeatability of these results was investigated in ten repetitions and it was confirmed that the four acous-

tic imaging methods present basically the same standard deviation as the signal emitted itself (below 1 dB). Only GIBF and

EHR–CLEAN–SC require some extra care from the user when selecting the number of expected sound sources in the experiment,

but that parameter can be easily iterated for.

When two incoherent speakers are considered EHR–CLEAN–SC provides the source maps with the best quality at low fre-

quencies, below the Rayleigh resolution limit. In terms of average errors, GIBF has again the lowest errors with respect to the

reference signal followed closely by EHR–CLEAN–SC, whereas CFDBF and FUNBF have some troubles for retrieving the correct

emitted sound levels, due to their insufficient spatial resolution.

Lastly, for the case of trailing–edge noise, CFDBF and FUNBF render the most physically relevant source distributions. GIBF

provides better dynamic range but more erratic distributions, whereas EHR–CLEAN–SC presents clusters of point noise sources

instead of the expected line source along the trailing edge, which sometimes fall outside of the ROI, providing no solutions at

some frequencies. Moreover, CFDBF and FUNBF show the closest agreement between the scaled spectra, followed by GIBF. The

dependencies of the noise levels with the flow speed measured by CFDBF, FUNBF and GIBF agree with the expected trends from

literature. EHR–CLEAN–SC does not seem to be suitable for this application case.

In this research, it was shown that more complex deconvolution and inverse methods such as EHR–CLEAN–SC and GIBF,

respectively, are the best choices when closely–spaced point sources are present, such as for landing gear noise. In case dis-

tributed sound sources are expected, such as leading– or trailing–edge noise, CFDBF and FUNBF (with their respective integra-

tion techniques) are the most suitable methods.
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