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Enhancing Data-Driven Stochastic Control
via Bundled Interval MDP

Rudi Coppola , Graduate Student Member, IEEE, Andrea Peruffo , Member, IEEE,
Licio Romao , Member, IEEE, Alessandro Abate , and Manuel Mazo Jr. , Senior Member, IEEE

Abstract—The abstraction of dynamical systems is
a powerful tool that enables the design of feedback
controllers using a correct-by-design framework. We inves-
tigate a novel scheme to obtain data-driven abstractions
of discrete-time stochastic processes in terms of richer
discrete stochastic models, whose actions lead to non-
deterministic transitions over the space of probability
measures. The data-driven component of the proposed
methodology lies in the fact that we only assume samples
from an unknown probability distribution. We also rely
on the model of the underlying dynamics to build our
abstraction through backward reachability computations.
The nondeterminism in the probability space is captured by
a collection of Markov Processes, and we identify how this
model can improve upon existing abstraction techniques in
terms of satisfying temporal properties, such as safety or
reach-avoid. The connection between the discrete and the
underlying dynamics is made formal through the use of the
scenario approach theory. Numerical experiments illustrate
the advantages and main limitations of the proposed tech-
niques with respect to existing approaches.

Index Terms—Abstractions for control, Markov decision
processes, scenario approach, stochastic control systems.

I. INTRODUCTION

THE FRAMEWORK of control synthesis for dynamical
systems usually includes a complex model, e.g., an ODE,

coupled with a simple specification, e.g., stability, reachability,
or invariance. These tasks are typically solved via a proxy
approach as the construction of a Lyapunov function, or
through numerical optimization methods. Alternatively, one
can abstract a dynamical system to a finite-state representa-
tion, typically in terms of an automaton or Markov decision
process, for which much more complex specifications can
be solved [3], [21]. This process involves partitioning the
state space into a finite set of regions, each represented by
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an abstract state, and computing transitions amongst abstract
states, which is done by using a mathematical representation
for the underlying dynamics. Actions in the abstract model
correspond to control inputs (we refer the reader to [21] for
more details). Whenever the original dynamics is stochastic,
the transitions of its discrete representation are probabilistic.

A common modeling framework used in the stochastic
context is provided by Markov decision processes (MDPs),
which capture both the control synthesis task (i.e., policy
synthesis) and the probabilistic nature of transitions. Richer
frameworks, such as interval MDPs (IMDPs) [11], [13], are
employed to describe uncertain transition probabilities. The
evaluation of transition probabilities requires prior knowledge
on the stochastic nature of the underlying system, e.g., by
evaluating the integral of the stochastic kernel over partitions,
and may be computationally expensive to obtain. As such, the
use of samples for the construction of data-driven abstractions
has recently gained attention [1], [2], [4], [5], [7], [8], [9], [10],
[15], [17], [18] both for deterministic and stochastic systems.
These approaches consider mostly black-box or grey-box
models and construct an abstraction from collected trajectories.
Several of these works provide probably approximately correct
(PAC) guarantees through the application of the scenario
approach [6], [19].

Related Works: In [2], [10], [15], Markov models are
created using the scenario approach to evaluate transition
probabilities in a stochastic dynamical model; in addition, [1]
tackles also epistemic uncertainty in the dynamics. In [12], a
notion of PAC alternating simulation relationship is defined
by sampling one-step state transitions. Moving forward from
one-step transitions are �-complete models (i.e., memory-
based approaches), as in [7], [8] for linear and nonlinear
deterministic systems, and to synthesise controllers [9].
These methods have been applied on event-triggered control
models [17], [18]. Further, in [4], [5] the construction of data-
driven, memory-based models is equipped with an adaptive
method to estimate the size of the needed memory from
observations. With the exception of [2], the works cited above
differ from ours in what is assumed to be known about
the dynamics of the system. Section II-A we illustrate what
knowledge of the dynamics we leverage for our construction.

Contributions: We revisit the approach presented in [2] to
abstract a discrete-time dynamical system with additive noise
as an IMDP, using techniques from the scenario approach, with
the overall goal of studying reach-avoid control problems. In
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doing so, we introduce an instance of Robust MDP [16] where
the ambiguity set has a particular structure. Building upon the
results therein, we present a new strategy to construct such an
abstraction by incorporating nondeterminism in the transitions:
this allows us to search for policies over a larger action space
and, therefore, to synthesise controllers for a wider variety of
scenarios, with in particular the attainment of the specification
of interest with a possibly higher probability, if compared
to [2].

II. NOTATION AND PRELIMINARIES

We denote by P(S) the set of all probability distributions on
a discrete or continuous set S. Given a finite set S we denote
its power set as 2S. We denote the interval defined by a, b ∈ R
as [a, b]. A cover of a set X is a finite collection of sets T =
{Ti}M

i=1 such that each element of the collection is a subset of
X and such that the union of the elements in the collection
contains X . A partition of a set X is a cover Q = {Qi}N

i=1
such that the elements of the collection are pairwise disjoint.

A. Stochastic Difference Equations
Consider a stochastic control system represented by a

stochastic difference equation, where the dynamics of the state
Xk+1 ∈ X ⊂ Rn at time k + 1 depends on a known function
f : Rn × Rm → Rn of the previous state and input, and on the
noise Wk. We formally define the model below.

Definition 1: Consider a probability space (�,F ,P) and
an independent and identically distributed random process
{Wk(ω) ∈ Rn : k ∈ N0, ω ∈ �}. A Stochastic Difference
Equation (SDE) with additive noise is a sequence of random
variables (RVs) defined as

Xk+1 = f (Xk, uk)+ Wk, (1)

where uk : N0 → U ⊆ Rm and f : Rn × Rm → Rn.
Let us define a stochastic kernel T : Rn × U → P(Rn) to

describe the distribution of Xk+1 given xk and uk as

Xk+1 ∼ T(· | xk, uk). (2)

Furthermore we denote the next state under the nominal
dynamics of the SDE without additive noise as

x̂k+1 = f (xk, uk). (3)

Our goal is to produce an abstraction for (1), where we
assume to have full knowledge of the nominal dynamics
f (·), whilst the distribution of the noise Wk, and hence the
distribution of Xk, is unknown.

B. Reach-Avoid Specifications:
We focus on synthesising a controller for a SDE enforcing a

reach-avoid specification ϕK
x0

over a finite time horizon [1], [3].
Let XG ⊂ X be a goal set and let XU ⊂ X be an unsafe
set. ϕK

x0
is satisfied if the system initialized at x0 reaches the

goal set XG within K steps, while avoiding the unsafe set XU .
Given a controller φ : Rn × N0 → U the state of the system
at time k, Xk, is a RV, hence we denote the probability of
satisfying a specification as Pφ{ϕK

x0
}.

Problem Statement: Given a reach-avoid specification ϕK
x0

and a SDE with unknown additive noise, compute a controller
φ and a lower bound on the probability of satisfying ϕK

x0
.

C. Markov Models
This problem can be tackled by means of formal abstrac-

tions represented by Markov models. We recall the notions
required for our discussion and define, to the best of our
knowledge, a new Markov model.

Definition 2 [13]: A Markov Decision Process (MDP) is a
tuple M = (S,A,P,R) where S is a finite set of states, A is
a set of actions where A(s) indicates the enabled actions in
s ∈ S, P : S × A → P(S) is a transition probability function
and R : S → R is a reward function.

Definition 3 [13]: An Interval Markov Decision Process
(IMDP) is a tuple M� = (S,A,P�,R) where S, A, and R are
defined as in Definition 2, P� : S×A ⇒ P(S) is an uncertain
transition probability function such that for all s, s′ and a there
exists 0 ≤ p ≤ p ≤ 1 such that P�(s, a)(s′) = [p, p].

Definition 4: A Bundled Interval Markov Decision Process
(bIMDP) is a tuple M... = (S,A,P...,R) where S, A, and R are
defined as in Definition 2, P... : S ×A ⇒ P(S) is an uncertain
transition probability function such that for all s, s′ and a there
exists some K ∈ N such that P...(s, a)(s′) := ⋃K

k=1 [p
k
, pk] ⊆

[0, 1].
The interested reader can find details on set valued proba-

bilities in [20]. IMDPs and bIMDPs are instances of Robust
MDPs where the ambiguity set has a special structure, see [16].
As the name suggests, bIMDPs can be thought of as a collec-
tion of IMDPs. Both can be thought of as collections of MDPs
each represented by an instance of a transition probability
function P ∈ P... or P ∈ P� respectively. For brevity, we present
several useful notions for IMDPs; analogous observations hold
for bIMDPs.

A deterministic time-varying policy for an IMDP is a
function π : S×N0 → A, with π ∈ �M� being the admissible
policy space [3]. A reach-avoid specification for an MDP ϕ′K

s
given a goal set SG ⊂ S and unsafe set SU ⊂ S is defined
analogously to a specification for a SDE, see [3]. Similarly, we
denote the probability of satisfying a reach-avoid specification
given a policy π and a fixed transition probability function
P ∈ P� as Pπ,P{ϕ′K

s }. An optimal policy π ∈ �M� for
the IMDP maximizes the worst-case probability of satisfying
the specification with respect to all the possible transition
probability functions coherent with the IMDP. Formally,

π ∈ arg max
π∈�M�

min
P∈P�

Pπ,P{ϕ′K
s }. (4)

Remark 1: Provably, the probability of satisfaction of a
reach-avoid specification on an MDP can be equivalently
expressed by computing the value function for a reward
function defined as R(s) = 1 for all s ∈ SG and by making all
states s ∈ SU absorbing, i.e., P(s, a)(s) = 1, see [3].

III. FINITE-STATE ABSTRACTION

Next, we describe the components required to construct a
finite-state abstraction of a SDE: discretization of the state
space, transitions among the abstract states, and the evaluation
of the probability associated with each transition.

A. State Space Discretization
Let Q = {Qi}N

i=1 be a partition of X ⊂ Rn such that every Q
is an n-dimensional convex polytope and let Q0, the closure of
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Fig. 1. (a) Partition Q of the domain of interest X , where Qi and
Qj are two elements of the partition, ci and cj are the respective
reference points. (b) Cover of target sets T of the partition Q. Each
color represents a different target set.

Rn \X , be a so-called absorbing region. We define an abstract
state for each element of {Qi}N

i=0, yielding a set of N + 1
discrete states S = {si}N

i=0. We define the relation R ⊆ Rn × S
where (x, si) ∈ R if and only if x ∈ Qi, and the notation
R(x) := {s : (x, s) ∈ R} and R−1(si) := {x : (x, si) ∈ R} =
Qi. Given a finite collection of reference points in X denoted
by {ci}N

i=1 such that R(ci) = si, we define a bijective map
ψ : S \ s0 → {ci}N

i=1 as ψ(si) = ci. For simplicity, the points
{ci}N

i=1 represent the centers of each cell of a uniform grid, as
shown in Figure 1a.

Remark 2: Without loss of generality, suppose that the goal
set XG and the unsafe set XU align with the partition, meaning
they can be represented as a union of elements from Q. This
allows to translate a specification from the concrete system
ϕK

x0
to an equivalent specification on a MDP ϕ′K

s .

B. Actions
Below we define actions linking a single abstract state to

(possibly) a set of abstract states, named target set.
Let T = {Ti}M

i=1 be a finite collection of target sets covering
Q, in particular T ⊆ 2Q, see Figure 1b. Further, for every
i = 1, . . . ,M, let Ci be the set of reference states associated
with Ti, that is Ci = ⋃

Q∈Ti
{ψ(R(x)) : x ∈ Q}.

The collection of target sets defines a set of M (arbitrary)
elements A = {ar:r = 1, . . . ,M}, termed abstract actions,
where ar is associated with the target set Tr as shown below.
We construct the set of enabled actions at si as follows.

Action ar is enabled at state si if for every state xk ∈ R−1(si)

there exists a control input uk such that the next state under
nominal dynamics (3) belongs to the set of reference points
associated with Tr, or, in other words, x̂k+1 ∈ Cr. Formally,
we define the (nominal) backward reachable set of a point x′ ∈
X , and, with a slight abuse notation, the backward reachable
set of a set Cr ⊂ X as

Pre
(
x′) := {x ∈ X : ∃u ∈ U, f (x, u) = x′} (5)

Pre(Cr) :=
⋃

cj∈Cr

Pre
(
cj

)
. (6)

We require that backward reachable sets of reference points,
or a union of those, can contain regions Qi.

Assumption 1: The backward reachable set of any reference
point has a non-empty interior.

For instance, if the system’s dynamics is linear, namely,
f (xk, uk) = Axk + Buk, if A and B are invertible, and U has a
non-empty interior then Assumption 1 holds, since (5) results
in an affine transformation of U, see also [2].

Fig. 2. (a) Pre(Cr ) represented as the union of Pre(co), Pre(cp), and
Pre(cq); ar ∈ A(si ) (b) Assuming the ordering o < p < q, the partition
Qr

i induced on Qi by Cr .

Action ar is enabled at state si iff R−1(si) is contained in
Pre(Cr), as shown in Figure 2a:

Qi = R−1(si) ⊆ Pre(Cr) ⇐⇒ ar ∈ A(si). (7)

If Qi satisfies (7) for some Cr, for x ∈ Qi there may
exist multiple control inputs leading x to Cr, that is the sets
{Pre(cj)}cj∈Cr need not be disjoint. We exploit the ordering of
the partitioning sets {Qi}N

i=1 to assign a unique control input
driving the state to Cr.

Let c∗ : X × A → X be a function mapping a continuous
state and abstract action to a continuous reference point
indexed by the lowest integer, that is

c∗(x, ar) := arg mincj∈Cr
j s.t. x ∈ Pre

(
cj

)
. (8)

Let us define a control law u∗ : X × A → U such that

u∗(x, ar) ∈ {u : f (x, u) = c∗(x, ar)}. (9)

For every Cr, operation (8) naturally induces a partition on
a set R−1(si) satisfying (7), defined as

Qr
i := {

X ⊆ Qi : ∀x, x′ ∈ X, c∗(x, ar) = c∗(x′, ar
)}
. (10)

In other words, the partition Qr
i = {Qi,�}Lr

�=1 is a collection of
Lr sets defined by the points sharing the same next state under
nominal dynamics and control law u∗, see Figure 2b.

C. Transition Probabilities
In the remaining part of this section, we recall the con-

struction scheme proposed by [2] to abstract a SDE with
additive noise to an MDP and introduce a shortcoming of
such a procedure. Suppose that the collection of target sets T
coincides with the partition Q, more precisely, Tr = {Qr} for
every r = 1, . . . ,N. In this tailored setting we can simplify our
discussion: every set Cr contains a single element, namely cr,
hence action ar is enabled in the abstract state si if and only
if R−1(si) ⊆ Pre(Cr) = Pre(cr). Similarly, Qr

i is the trivial
partition and contains a single element, namely Qr

i = {Qi} –
cfr. (10) – as depicted in Figure 3a. A finite-state abstraction
that describes this framework is an MDP M = (S,A,P,R),
where given xk ∈ R−1(si), an abstract action aj ∈ A(si), and
uk = u∗(xk, aj) the probability of transitioning to the abstract
state sj can be computed as:

P
(
si, aj

)(
sj
)

:=
∫

R−1(sj)
T(dxk+1|xk, uk). (11)
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Fig. 3. (a) Consider Tj = Qj . If action aj ∈ A(si ) then Pre(cj ) ⊇ Qi .
(b) For every xk ∈ Qi there exists an input uk = u∗(x,aj ) driving the
state to cj . The shaded area represents the support of T (dxk+1|xk , uk ).

Due to the noise being additive (1) and given the control law
u∗ we can express (11) as

P
(
si, aj

)(
sj
) = P

{
ω ∈ � : cj + Wk(ω) ∈ R−1(sj

)}
, (12)

where we have used the fact that under nominal dynamics
f (xk, u∗(x, aj)) = cj. This situation is depicted in Fig. 3b.

D. Shortcomings and Motivating Example
One shortcoming of this approach is that it may lead to

a significant under-approximation of the dynamics of the
concrete system. Formally expressed in (7), if Qi is not fully
contained in Pre(cj), aj is not enabled for si. As such, one may
have to exclude a large set of actions if the dynamics are not
well aligned with the chosen partition.

Example 1: Consider the SDE given by

Xk+1 = Xk − uk + Wk, (13)

where Xk ∈ R2, Wk is a RV taking values in R2, uk ∈ U =
[0, η] × [η/2, 3η/2] ⊂ R2 for some η > 0. The partition Q
of X is a uniform grid where each set Qi is a η× η box. Let
T = Q. Consider a reference state cj, the center of the box
Qj, and let us examine Pre(Cj) = Pre(cj): by inverting the
nominal dynamics we can characterize such set as

Pre
(
cj

) = {x : ∃u ∈ U , cj + u = x},
which represents a copy of Qj with its center shifted by
[η/2, η], as shown in Figure 4. Considering only one reference
point leads to an empty MDP: i.e., all abstract states s have
an empty action set. If instead every target set comprises a
pair of adjacent cells in the same row: it is easy to see that
Qi is included in Pre({cj, cv}). This observation motivates the
following section, containing our main contribution.1

IV. UNCERTAIN TRANSITION PROBABILITIES

In contrast to Section III-C, let us now consider a general
cover T of the partition Q., where at least one of the M
target sets, say Tr, contains more than one element of Q;
equivalently, Cr contains more than one reference state. Let

1A qualitatively different approach to mitigate the illustrated shortcoming
is to consider the backward reachable set of reference polytopes, as in [1],
instead of reference points.

Fig. 4. The dynamics are misaligned with the partition.

Fig. 5. (a) Computation of P�(si ,ar )(sq) as per (14) for � = 1, 2, 3.
(b) The uncertain transition probability function from a state si to sq
under action ar is a set with Lr values.

Qi ⊆ Pre(Cr), as depicted in Figure 2a, and consider the non-
trivial partition Qr

i = {Qi,�}Lr
�=1 induced on Qi by (8) and

described by (10). We know that for every � = 1, . . . ,Lr and
for every x ∈ Qi,� there exists a control law u∗(x, ar) that
drives the state to one of the reference points in Cr.

In this new setting, it is not possible to describe the
transition from si under action ar to a future abstract state sj =
R(c) for c ∈ Tr by a single transition probability function as
in (12), but rather by a set of transition probability functions.
Indeed, the probability of reaching sj from si under action ar
depends on the actual continuous state x ∈ Qi from which the
transition takes place.

In order to encompass this framework, we define an uncer-
tain probability transition function P... which encapsulates all
possible cases and captures the nondeterminism introduced by
clustering multiple reference points. Consider an abstract state
si, an action ar ∈ A(si), the partitioning Qr

i , and suppose that
xk ∈ Qi,� for some � ∈ {1, . . . ,Lr}: under the control input
uk = u∗(xk, ar) the next state under nominal dynamics is the
reference point c∗(x, ar) ∈ Cr. Let us define

P�(si, ar)
(
sj
)

:=
∫

R−1(sj)
T(dxk+1|xk, uk), (14)

By enumerating � = 1, . . . ,Lr we obtain a set of transition
probability functions which describes all cases, namely x ∈
Qi,1, . . . , x ∈ Qi,Lr . Accordingly, we define the bIMDP M... =
(S,A,P...,R...) where

P...(si, ar)
(
sj
) =

Lr⋃

�=1

P�(si, ar)
(
sj
)
. (15)

This is shown graphically in Figure 5a and Figure 5b.
Remark 3: The target sets can be selected arbitrarily. A sim-

ple choice is to select adjacent cells, creating ‘neighborhoods’
of increasing size.

Authorized licensed use limited to: TU Delft Library. Downloaded on August 26,2024 at 12:56:09 UTC from IEEE Xplore.  Restrictions apply. 



COPPOLA et al.: ENHANCING DATA-DRIVEN STOCHASTIC CONTROL VIA bIMDP 2073

V. PAC PROBABILITY INTERVALS VIA SAMPLING

Computing (14) is possible only when the distribution
of the additive noise Wk is perfectly known. Additionally,
even if it were known, computing explicitly the integral
could be difficult or undesirable in certain cases. Instead we
provide a lower and upper bound of P�(si, ar)(sj) using the
sampling-and-discarding scenario approach proposed in [6]
and improved in [19]. In particular, we adopt the framework
presented in [2], under the following necessary assumption

Assumption 2 (Non-Degeneracy): For every k, Wk has a
density with respect to the Lebesgue measure.

We summarize the results therein here. Let us collect a set
of Z ∈ N i.i.d. samples of Wk, denoted w(1)k , . . . ,w(Z)k and
define the quantities

Zin
sj

=
∣
∣
∣{w(i)k : w(i)k + cj ∈ Qj}

∣
∣
∣, Zout

sj
= Z − Zin

sj
.

In words, Zin
sj

is the number of samples w(i)k which, when
shifted by cj, fall within region Qj.

Theorem 1 (PAC Probability Intervals [2, Th. 1]): Given Z
samples of the noise Wk, compute Zout

sj
and fix a confidence

parameter β. It holds that

PZ{p
j,�

≤ P�(si, ar)
(
sj
) ≤ pj,�} ≥ 1 − β,

where p
j,�

= 0 if Zout
sj

= Z, pj,� = 1 if Zout
sj

= 0, and otherwise
p

j,�
and pj,� are respectively the solutions of

β

2Z
=

Zout
sj∑

i=0

(
Z

i

)(
1 − p

j,�

)i
p

j,�
Z−i,

β

2Z
= 1 −

Zout
sj

−1
∑

i=0

(
Z

i

)
(
1 − pj,�

)i
pj,�

Z−i.

Theorem 1 allows us to provide an upper and lower bound
on the individual transition probabilities P�(si, ar, sj).

We can then describe the resulting abstraction as a bIMDP
M′
... = (S,A,P′

...,R...) where

P′
...(si, ar)

(
sj
)

:=
Lr⋃

�=1

[
p

j,�
, pj,�

]
. (16)

In order to leverage existing algorithms for value iteration
on IMDPs, following the approach in [11], [13], we can
embed (abstract) the resulting bIMDP into an IMDP M� =
(S,A,P�,R) where the uncertain transition probability from
si to state sj under action ar is defined as

P�(si, ar)
(
sj
) =

[
p

j
, pj

]
, (17)

with p
j
= min P′

...(si, ar)(sj) and pj = max P′
...(si, ar)(sj).

It is obvious from (16) and (17) that the collection of MDPs
described by M′

... is a subset of the MDPs described by M�.
Indeed if P ∈ P′

... it implies that P ∈ P�. Let π denote the
optimal policy for M�. It follows that

min
P∈P�

Pπ,P{ϕ′K
s } ≤ min

P∈P′...
Pπ,P{ϕ′K

s }.

This embedding allows us to employ existing tools to obtain
a policy with a valid lower bound on the probability of

satisfaction of the reach-avoid property for the bIMDP, see
Remark 1. We compute the optimal policy π with respect to
the IMDP, which in general differs from the optimal policy
with respect to the bIMDP. We leave this for future work.

We conclude this section with the following theorem
connecting the probability of satisfaction of the reach-avoid
property on the IMDP given an optimal policy with the
probability of satisfaction of the reach-avoid property on the
underlying dynamical system by refining the policy to a time-
varying feedback controller. The proof follows the rationale
in [2, Theorem 2], and is omitted for brevity.

Theorem 2 (Adapted From [2]): Let π denote the optimal
policy (4) for the IMDP obtained according to (17), and let
Lmax := maxr Lr. For α := βNMLmax, the controller φ :=
u∗(x, π(R(x), k)), and x0 ∈ R−1(s) it holds

min
P∈P�

Pπ,P{ϕ′K
s } ≥ η ⇒ PZ{Pφ{ϕK

x0
} ≥ η} ≥ 1 − α. (18)

VI. EXPERIMENTAL EVALUATION

We demonstrate our results on two systems. Our approach
is suitable for nonlinear systems, however we focus on linear
dyanamics to simplify the computation of (5). Our code is
based upon [2], which for brevity is denoted as “single-
target procedure” (STP) where the target sets are chose as
in Section III-C, and has been modified in order to include
multiple-target transitions (denoted as MTP) according to
Section IV. We use PRISM [14] to compute optimal IMDP
policies. The interval transition probabilities are computed
from Z = 2 · 104 samples and a confidence β = 10−8.

Example 1 (Cont’d): We consider the dynamical
model (13), over the domain X = [−25, 25]2, partitioned
into 2500 square regions, where the goal set is the region
XG = [−25, 25] × [−25,−24]. The control input lies in the
set U = [0, 1] × [0.5, 1.5], and the noise follows a Gaussian
distribution Wk ∼ N (0, 0.15 · I). Our goal is the computation
of a control policy making the dynamics reach the goal in 50
time steps at most. As outlined in Example 1, the STP returns
an IMDP with no actions enabled. In contrast, as argued at the
end of Section III-D, if we define every target set as the union
of two adjacent cells on the same row, the Pre set covers an
entire cell region. Our procedure creates an IMDP equipped
with 42391 transitions, and computes a policy whose lower
bounds on the satisfaction probability is shown in Fig. 6, with
a confidence (see (18)) α � 0.12.

Double Integrator: Let us consider the stochastic model

Xk+1 =
[

1 1
0 1

]

Xk +
[

0.5 0
0 1

]

uk + Wk, (19)

where Wk ∼ N (0, 0.15 · I). The reach-avoid task is to
reach the set [−2, 2]2 in 5 time steps, while avoiding states
X /∈ [−11, 11]2. The control input is limited by the set [ −
2, 4] × [−3, 3]. We partition the domain X = [−11, 11]2

into square partitions, in five different configurations: 11x11,
15x15, 18x18, 20x20, and 25x25 regions. For the MTP the
target sets are all the pairs of adjacent cells, vertically or
horizontally. The complete results are reported in Table I,
in terms of computational time, number of transitions of
the resulting abstractions, and in percentage of states with a
positive probability of reaching the goal set, along with the
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Fig. 6. Lower bound on the probability of reaching the goal set
(represented by the lowest row of states) for Example 1.

TABLE I
COMPARISON BETWEEN THE STP AND MTP ABSTRACTIONS, IN

TERMS OF NUMBER OF TRANSITIONS, COMPUTATIONAL TIME, AND
PERCENTAGE OF STATES THAT HAVE A POSITIVE PROBABILITY TO

REACH THE GOAL SET, AND CONFIDENCE α FOR THE MTP

confidence α (see (18)) for the MTP approach. Due to the
coarseness of the first two partitions (11x11 and 15x15) the
STP returns an IMDP with no enabled actions, as motivated
in Section III-D, while our new approach successfully returns
a policy. For finer partitions, the STP returns smaller abstrac-
tions than the MTP; this is expected, as the MTP considers
significantly more target sets – this is reflected in the higher
time needed to construct the abstract models. In turn, the MTP
yields a larger portion of states with a positive probability of
reaching the goal set, thanks to the additional actions available.
With finer partitioning, the difference between the STP and
the MTP diminishes; the benefit of larger backward reachable
sets in the MTP is offset by the smaller cell volume within
the partition.

VII. DISCUSSION AND CONCLUSION

We have developed a novel abstraction procedure for
discrete-time stochastic systems, exploiting nondeterministic
transitions to generate finite-state abstract models. By allowing
target sets to comprise multiple cells, rather than a single
cell, we show that we can build an abstraction for a greater
variety of situations, thus generalizing the scope of earlier
results. Our experiments show that this flexibility comes at
the cost of generating larger (in terms of transitions) models
than the existing single-target approach, and hence introducing
more behaviors in the abstraction. The computation of (6) may
return a nonconvex set despite the arguments of the union

being convex, complicating verifying whether the LHS of (7)
holds. The selection of target sets and the embedding of an
bIMDP into an IMDP affect the performance of our method:
a deeper study of tailored algorithms for bIMDPs exploiting
the structure of the uncertain transition function obtained by
this scheme are matter of future efforts.
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