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Abstract

A significant decrease in greenhouse gas emissions can be achieved by including a prediction of future power
consumption in the control of ships’ power plants during transits. Moreover, including a prediction of power
consumption in the EnergyManagement System (EMS) during Dynamic Positioning (DP) operations can also
contribute to a reduction in greenhouse gas emissions. However, predictions of future power consumption for
DP operations, as well as its implementation in an EMS, have not been investigated widely, since this is a com-
plex task for a relatively specific application. This research aims to investigate how power consumption during
DP operations can most accurately be predicted for near-future and far-future, within reduced computational
requirements for real-time applications.

In this research, six different approaches for power consumption prediction are investigated. These ap-
proaches can be categorized into projection models, which determine the power consumption independent of
time based on the environmental conditions, and forecast models, which rely on the recent past behaviour of
the system.

The four projection models consist of two Physical Models (PMs), a Data-Driven Model (DDM), and a
hybrid model. The first PM is the static model, in which the environmental loads are directly compensated
by the thrusters, hence the ship is assumed not to move. The second PM is the dynamic model, in which the
motions of the ship are alsomodelled. Then, theDDMprojection is based onKernel Regularized Least Squares
(KRLS) to capture the nonlinear relation between environmental conditions and power consumption based on
historical data. Lastly, the hybrid projection model is an integration of the dynamic model in the DDM.

Afterwards, two forecast models are developed, being oneDDMand one hybridmodel. TheDDM forecast
is based on a combination betweenKRLS andTime Series (TS) forecasting. The hybrid forecast is an integration
of the dynamic model in the DDM forecast.

Simulations are performed for each model using a data set provided by RHMarine. The DDMs show the
most accurate results, taking into account the required computational effort. The results show that the forecast
model, using the combination between KRLS and TS, predicts the near-future at 1 s in the future with 2.8 %
error, increasing to 6.9 % at 120 s in the future. Afterwards, the projectionmodel, using merely KRLS, predicts
the far-future up to the length of the operation horizonwith an accuracy of 11.2%, based on theweather forecast.
Thismulti-horizonpredictionof power consumption can enable theEMS tomake accurate short-termdecisions
in the control of the power plant and to define optimal scheduling of the power plant components over the
complete horizon of the DP operation.
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1
Introduction

The environmental footprint of themaritime sector needs to be reduced in order to contribute to the limitation
of the increase of the earth’s temperature. DP ships nowadays emit greenhouse gasses by consuming fossil fuels
during their station keeping operations. The energy efficiency of the ship is highly dependent on the system
controlling the components in the power plant, the EMS. Previous research onEMS for a transit has shownhigh
performancewhen optimizing over a certain period in the future. Previous research on EMS for aDP operation,
however, has been limited to relatively low complexity strategies that do not take future power consumption into
account. Nonetheless, including future power consumption in the EMS can significantly increase the efficiency
of the system, enabling a considerable reduction of greenhouse gas emission during DP operations. The main
issue, however, is that research on future power consumption during DP operations is limited. Therefore, this
research aims to investigate how the power consumption during a DP operation can be predicted, such that this
can be implemented in the future in an EMS to further improve energy efficiency during DP operations.

This chapter comprises the introduction and themotivation for the researchby elaborating on the paragraph
above. This starts with a description of the societal background in Section 1.1. Afterwards, in Section 1.2, the
state-of-the-art considering EMSs is elaborated. Following from this, the research gap is described, as shown in
Section 1.3. Then, the Main Research Question (MRQ) and three associated Sub Research Questions (SRQs)
are formulated in Section 1.4. The research is demarcated afterwards, in Section 1.5. Lastly, the structure of this
thesis is briefly described in Section 1.6.

1.1. Background
In the past century, the emission of greenhouse gasses has increased significantly, which is mainly caused by the
consumption of fossil fuels [2]. As a consequence of this increase in greenhouse gasses, the temperature of the
earth has been rising [2]. The ecosystem of the earth is significantly affected by this, mainly in a negative way. In
order to curtail this negative impact, countries all over the world have joined their efforts to limit the increase in
temperature to 2◦C [3]. In order to achieve this, the European Union has set a goal to have a net-zero emission
of greenhouse gasses by 2050 [4]. This requires all industries to become significantly more sustainable.

The maritime sector has a significant share in the emission of greenhouse gasses [5]. Therefore, measures
need to be taken in order to reduce the environmental footprint of the maritime sector. Nowadays, ships are
mainly powered by combustion engines that consume fossil fuels. As shore power recently only consists for
26.5 % of renewable energy [6], ships that receive their energy (partially) from shore power are also likely to be
indirectly provided with fossil fuels. Therefore, to reduce the environmental footprint of the maritime sector,
the energy consumption needs to be minimized.

Amore specific category of the maritime sector is ships that are part of the offshore industry. The ships that
operate in this industry often need tomaintain position formultiple hours. The conventionalmethod to remain

1



1.2. State-of-the-art 2

on position is to use anchors. However, keeping position with anchors requires a considerable amount of time
to settle and after this, the ship is not flexible anymore in case the position would have to be changed.

Since the 1960s, DP systems have been increasingly used tomaintain position [7]. This system automatically
controls the thrusters to ensure the ship maintains a certain set position. Therefore, position can be set within
minutes, and the ship becomes highly flexible. The downside of this is that active thrusters are used to coun-
teract the environmental loads. Thrusters are provided with power by the power plant to operate. The power
plant mainly uses fossil fuels as energy source, contributing to the emission of greenhouse gasses and thus to the
increase of the earth’s temperature.

The power plants on board ofDP ships become increasingly complex to enable high energy efficiency. Power
plants consist for example of multiple different Diesel Generator (DG)s, batteries and fuel cells. These compo-
nents all have their own characteristics in terms of limitations and operational efficiency. Less advanced ships
are equipped with a Power Management System (PMS), which controls the components in the power plant to
ensure the grid is stable. More advanced ships are equipped with an EMS, whichmanages the energy in the ship
on a larger scale. Thismore holisticway ofmanaging the power plant enables achieving a higher energy efficiency
with respect to conventional strategies.

Managing the components in the power plant is a complex task due to the large variety in possible settings.
As research has shown, the benefits of an advanced power plant can only be harvested when being controlled
accurately. Therefore, the importance of having an accurate EMS in a complex ship is high [8].

1.2. State-of-the-art
Maintaining position in a DP operation requires an advanced control strategy of the components in the power
plant. Theway these components are controlled have a significant influence on their energy efficiency, since each
component has specific characteristics in terms of efficiency and operational constraints. The EMS on board of
ships is responsible for the control of the power plant components and therefore has a large influence on the
total energy efficiency during a DP operation [8].

A considerable number of studies has investigatedmethods to improve power plant efficiency by improving
EMSperformance. Rule-based or state-based studies required low computational effort andhave shown to reach
near-optimal results [9–11]. Equivalent FuelConsumptionMinimization (EFCM) strategies used optimization
algorithms and also considered the mechanical impact of the control strategy on the power plant components
[12–15]. More advanced strategies for the algorithm of the EMS utilized Model Predictive Control (MPC) to
minimize fuel consumption for the transit of a ship [16–21]. The results of theMPC strategies, in which future
states of the ship are taken into account, have shown high performance in terms of energy efficiency and other
objectives in for example the reduction of wear and tear on the components in the power plant.

In an earlier stage of this research, a literature review on this topic has been performed1. During this re-
search, the focus of the research has been changed, leading to the fact that the literature review is not completely
applicable to this research anymore. Therefore, the complete literature review is located in Appendix A and not
included in the main body of the report.

The actual research deviates at two main points from the literature review. One large focus point of the
literature review is themethodology tomodel the physics of the DP system, while the data analytics part is small.
For the actual research, multiple models are developed, being physical, data-driven, and hybrid. The literature
review did not contain an extensive investigation on literature considering approaches for the latter two.

The second deviation is the assumption that the research would consist of two stages: the development of
a power forecast and its implementation in an EMS. However, the extension of the development of the power
forecast with data-driven and hybrid approaches extended the research in such a way that it is considered as one
complete research. The implementation of the power forecast in an EMS is therefore not considered as part of
this research. Nonetheless, a power forecast is only relevant once integrated in an EMS, hence research on this
should be performed in the future.

1This thesis is the final part of the masterMaritime Technology. The literature review was performed at an earlier stage of this master, as
in accordance with the master guidelines. This was graded separately and is therefore not part of this thesis.
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1.3. Research gap
Modern ships have a sophisticated power plant in which multiple components are included, such as multiple
DGs, batteries and fuel cells. Each component has its own characteristics regarding operational constraints and
efficiencies. The control of the power plant components can therefore highly affect the total performance, and
thus the total energy efficiency. Controlling the power plant is a complex task, however, as the amount of settings
in the power plant is large, and the optimal settings are not always evident. For this reason, EMSs have been
developed to control the energy in the power plant.

A certain control setting in a certain situation could be the most efficient for that moment, but over the
complete operation horizon, this may not be the most efficient setting. For example, if a wind gust will occur in
one hour, then the instantaneous optimizationwill treat this differently than the optimization over the complete
horizon. If the gust will arrive in one hour, the instantaneous optimal setting will now continue as regular,
but needs to start an extra DG as soon as the wind gust arrives, which causes all DGs to run in a less efficient
region. More advanced EMS strategies nowadays use indirect measures to account for fluctuations, such as
reactively allowing a deviation from the reference position or aiming a certain reference state of charge of the
battery. The disadvantage of these strategies, however, is the fact that the duration of the change in wind speed
is not accounted for, resulting in possibly inaccurate response.

In the same situation, but with an EMS that optimizes over the complete horizon, the system can now start
to charge the batteries by slightly increasing the powers of the running DGs. Then, during the wind gust, the
battery can be depleted, such that no extraDGneeds to be started. If no batterywere part of the power plant, the
system could still treat the wind gust by now moving slightly upwind and allowing to move slightly downwind
during the wind gust, or take other measures within the control of the power plant. The system would treat a
longer change in wind speed differently than a temporal change in wind speed. Therefore, including knowledge
about the future in the EMS can result in theminimal energy consumption over the complete operating horizon.

To indicate the gap in literature, previous studies can be categorized regarding the type of EMS that has
been investigated. A visual representation of this is shown in Figure 1.1. In the figure, each ball refers to a certain
research and its location indicates the type of EMS that is considered. The horizontal axis specifies the type of
operation that is considered in the research. At the left, a transit considers a trip fromone location to another. In
the middle, towing considers a tug, which has a varying operational profile. Lastly, at the right, a DP operation
is considered in which the ship maintains position. Furthermore, the vertical axis signifies the sophistication of
the EMS in the research. At the bottom, a basic EMS regards a system that does not optimize, but determines
the configuration on a set of rules. In the middle, instantaneous optimization is performed in the EMS that
calculates the optimal set points for the power plant at that particularmoment. At the top, an EMS is considered
that includes future knowledge to determine the optimal set points for the complete operation horizon.

The research gap follows from the figure when considering the area in which the balls are located. At the
top right quadrant, no balls are located. This indicates that previous studies concerning EMSs for DP operation
do not include future load in their operating strategy. However, as the EMS has a significant impact on the
performance of the power plant, also during DP operations, including future load can improve performance
considerablywith respect to the state-of-the-art EMSduringDP.Themain issue for the inclusion of future load,
however, is the fact that research on a prediction of power consumption is limited. Therefore, the development
of a power forecast during DP operations is highly relevant.
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Figure 1.1: Categorization previous research regarding EMS

1.4. Research questions
TheMRQ for this research stated below:

MRQ: How can the power consumption of a dynamic positioning operation of a ship real-time be
predicted most accurately?

The MRQ can be decomposed in a number of elements. Firstly, the subject of the question is the power
consumption of a dynamic positioning operation of a ship, considering the amount of power that is consumed
to keep the ship on position during a DP operation. Furthermore, the main verb in the question is predicted,
meaning that future estimates are to be made of the power. This prediction is to be made real-time, meaning
that the computational effort needs to be considered, such that it would be able to run live on the ship. Lastly,
the performance of the prediction is determined by calculating the error and assessing which methods predict
most accurately.

TheMRQ is supported with three SRQs, which are stated below:

SRQ1: How can the instantaneous power consumption of a DP operation be predicted?

The first SRQ aims to find a model that predicts the power consumption during a DP operation instanta-
neously. This means that time is irrelevant, and the power consumption is estimated based on the conditions at
that moment.

SRQ2: How can the near-future power consumption of a DP operation be predicted?

The second SRQ is one step further than the first SRQ. For this, the power consumption in the near-future
is to be predicted. The length of the near-future prediction horizon is not defined in advance, but will follow
from themethods. Based on the results, considering the prediction length and the accuracy, a specific application
can be identified.
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SRQ3: How can the far-future power consumption of a DP operation be predicted?

The last SRQ aims to predict the power consumption for a larger time horizon, being the far-future. Again,
dependent on the method, the length of this horizon can be identified. Typically, a prediction will become less
accurate when predicting further in the future, and thus the added value can decrease. Therefore, the tradeoff
between prediction horizon length and accuracy is taken into account when identifying the application of the
far-future prediction.

1.5. Scope
This research is performed within certain boundaries to prevent extending the subject, as the time to perform
the research is limited. Furthermore, by demarcating the subject, the research can be focussed on a precise devel-
opment of this particular topic. The demarcation points are elaborated below.

Firstly, the power consumption prediction will only be applicable to the DP operation of a ship and not
to any other operational mode. The applicability of the research is any regular DP ship, but the results are
generated using one specific ship as required information and data of this ship is available and provided by RH
Marine. The available data contains information about the actual power that is generated. Outside this region,
no information about the power consumption is known. Therefore, the choice is made to focus on the region
of the data within the range of the data. The models are developed to predict most accurately within this range,
not considering their extrapolation performance.

Secondly, the dataset contains values of raw sensormeasurements of the environmental conditions, but these
are not combined in the data to an unambiguous set of environmental conditions. Thewindmeasurements con-
sist of three sensors that do not yield the same values, and no wave information is included. Therefore, the sig-
nals are combined andmodified to obtain a practicable dataset for the environmental condition. Although these
modifications are performed thoughtfully, the fidelity of these modifications is not questioned in this research.

Another demarcation point is considering the length of the forecast horizon. This will be in the order of
magnitude of the length of the DP operation, which is assumed to be 12 hours approximately. The power
consumption is highly dependent on the weather conditions. Beyond the magnitude of the length of the DP
operation, the stochastic nature of the environmental conditions will increase the uncertainties, making the
associated power prediction uncertain too. Furthermore, the length of the operation horizon is a logical length,
as the EMS, which will eventually use this future load, should manage the components in the power plant for
DP purposes throughout the complete operation horizon regardless.

A ship that is equipped with a DP system is a sophisticated ship. Therefore, the assumption is made that the
ship is equipped with a weather forecast system. This weather forecast system is based on advanced meteorolog-
ical models. As these models are highly sophisticated, the power consumption forecast is based on these and no
forecasts of the weather are made within this research. As this research has no influence on the weather forecast,
the models are only assessed on their own performance, irrespective of the accuracy of the weather forecast.

Thepower prediction ismade tobe implemented in anEMS.EMSs forDP that take future load into account
are limited. The aim of this research is only to develop the power consumption prediction. The way the power
prediction should be implemented in an EMS or the actual development of such an EMS is not part of this
research.

1.6. Thesis structure
After the introduction, the thesis starts with an elaboration of the theoretical framework inChapter 2. Here, the
choice of methods and the development of the models are elaborated. Afterwards, in Chapter 3, the dataset is
described to define the input for the models. The results following from this are presented in Chapter 4. These
results are then discussed in Chapter 5 to obtain a better understanding of the performance of the models and
their application. In this chapter, recommendations are also formulated for future research on this topic. Lastly,
in Chapter 6, the thesis is concluded by answering the SRQs and the MRQ.





2
Theoretical Framework

This chapter contains the description of the theoretical framework of the research. Firstly, the choice ofmethods
are described in Section 2.1, which also contains the structure of themodels. Afterwards, themodels, which can
be categorized in three types, are individually elaborated. This starts with a description of the PMs in Section 2.2.
Afterwards, in Section 2.3, the DDMs are elaborated. The last type of model is a hybrid form between the latter
two, the hybrid models, as described in Section 2.4. This chapter ends with a description of the set-up of the
results in Section 2.5.

2.1. Method description
This section contains the description of the methods that are used for this research. Throughout the research, a
distinction is made between a forecast and a projection, which is explained in Section 2.1.1. Following from this,
a choice can be made for the algorithms, which is elaborated in Section 2.1.2. Lastly, in this research, six models
are made, of which the structure is described in Section 2.1.3.

2.1.1. Forecast v/s projection
The SRQs that are introduced in Section 1.4 indicate a distinction between predictions of near-future power
consumption and predictions of far-future power consumption. This distinction is maintained throughout the
complete research in the terminology of the models. This considers an explicit distinction between a forecast
and a projection. The general difference between these terms is described in the book of Saaty and Vargas [32]
as:

“We project when we calculate the numerical value associated with a future event. We
forecast [...] by relying on data of past happenings to generate or cast data for future

happenings.” 2

A projection is thus the calculation of a future value by considering the conditions at that moment. This
means that for the determination of the value, time is irrelevant. A requirement to develop a projection is the
fact that the future conditions have to be known. The forecast, on the other hand, is based on information of
past events. This is used to predict values for future events. Therefore, time is a relevant factor in a forecast.

Throughout this research, a consistency in terminology is pursued to make a clear distinction between each
model. Figure 2.1 contains the general terminology. As the title of this report indicates, amulti-horizon predic-
tion is made. The prediction considers the estimation of future values of the power consumption. The multi-
horizon part signifies the fact that multiple horizons are considered in this research, which are two in total. The

2The second sentence is deviating from the one in the book, being “We forecast [...] on data of past happenings to generate or cast data
for future by relying happenings.”. This sentence contains a language error in the sequence of the words, thus the sentenced is changedwith
the minimum amount of required adaptations in order to be correct.

6
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first horizon, the near-future, is in the order of magnitude of a few minutes. For the near-future, forecast mod-
els are developed. The second horizon regards the far-future, which is in the range between a few minutes to
multiple hours. These models are considered as the projection models and take over after the forecast model
horizon.

Multi-Horizon Prediction

Forecast Projection

Far-futureNear-future

Figure 2.1: Distinction between prediction, forecast, and projection

Amore elaborate visualization of the distinction between the forecast models and the projection models is
shown in Figure 2.2. The figure shows an example of a graph of the power consumption over time, which is
the parameter of which a prediction is to be made. The values of the past power consumption until the current
moment, t0, are known. After this, values need to be predicted, indicated by the empty diamonds. This is done
for the near-future, from t0 to tf , using the forecast models. The forecast models use past ship states, which
capture the past behaviour of the ship, to forecast the values of the power consumption. Afterwards, after tf ,
the projection models are used to determine the values of the power consumption. The projection models use
the weather forecast to calculate this value. The exact moment for the switch from forecast to projectionmodel,
tf , is dependent on the performance of the models.

Forecast
models

Projection
models

Po
w

er

Time

Past ship states

t0 tf

Weather forecast

Known value

To be predicted value

Figure 2.2: Extended distinction between forecast and projection models

In order to be consistent and to offer the same chances to each model, all forecast models are provided with
the same input and all projection models are provided with the same input. This is visualized in Figure 2.3 and
Figure 2.4. In these figures, each column indicates a parameter, for which the independent variables xi for i =
{1, ..., 7} denote the environmental conditions and the dependent variable y denotes the power consumption.
Each row is one moment in time, increasing when running lower in the figure. The past data, which is known,
is filled black. As a weather forecast is available, these values can also be included in the figure, hence these are
filled grey. Lastly, the power consumption in the future needs to be predicted, which are marked with white
diamonds. The inputs for each model type is shaded green, while the output of each model is shaded blue.

First, the forecastmodels are considered, which is shown in Figure 2.3. The input for the forecastmodels can
be classified in three categories. The first category is the recent past data of the environmental conditions. Then,
the associated recent past power consumption is the second category. Lastly, the weather forecast at themoment
in the future that is to be forecast is the last input. After using this as input for one of the forecast models, one
value for the power consumption is estimated.
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Power
consumptionEnvironmental conditions

t = 0

t = -1

t = 1

t = 2

Forecast

Known value Weather forecast value To be predicted value

t = -2

x1 x2 x3 x4 x5 x6 x7 y

Figure 2.3: Schematic overview of input for near-future forecast models

In Figure 2.4, the schematic overview of the projection models is shown. The input for the projection mod-
els is all values for the environmental condition at one certain moment in time. The output for the projection
models is the power consumption at that same moment. The models are tuned for past data to capture the
instantaneous relation between environmental conditions and power consumption. As this relation is indepen-
dent of time, it can be used to determine the power consumption in the future by using the weather forecast as
input. This way, the power consumption in the future is a projection from the weather forecast.

Power
consumptionEnvironmental conditions

t = 0

t = -1

t = 1

t = 2 Projection

Known value Weather forecast value

t = -2

x1 x2 x3 x4 x5 x6 x7 y

To be predicted value

Figure 2.4: Schematic overview of input for far-future projection models

2.1.2. Choice of algorithms
Coraddu et al. [33] made a distinction between a White Box Model (WBM), a Black Box Model (BBM) and
a Grey Box Model (GBM). A WBM is a model that is based on the laws of physics to capture the behaviour
of the considered system. Such a model does not require a large amount of data to be tuned and is suited for
extrapolation, but when operating real-time either requires high computational effort or can result in a low ac-
curacy dependent on the complexity of the model. A BBM utilizes historical data to find the statistical relation
between input and output. These models do not require knowledge about the physical system in advance and
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can be highly accurate in real time. However, the development of the model requires a large amount of data
and computational effort, and the accuracy can decrease significantly when extrapolating. The GBM is a hy-
brid form of a WBM and a BBM, and it can benefit from the advantages of both, dependent on the objective
of the integration between the two. This could be to improve the extrapolation performance of the model, the
requirement for a low amount of samples for tuning, increasing the accuracy, or another objective.

The distinction between the three types of models that was used by Coraddu et al. [33] is also used in this
research. This is done in order to determine which model shows the highest performance to predict the power
consumption during DP operations. Firstly, two PMs are made, which represent theWBMs, that differ in com-
plexity. The first PM is a static model, in which the assumption is made that the ship does notmove and that the
thrusters directly counteract the environmental loads. The second PM is a dynamic model, in which the ship is
moving and the control algorithm responds to the movements of the ship.

Afterwards, a choice is made for the algorithm that is used for the development of a DDM, being the BBM.
When considering the choice of algorithm, one cannot expect a certain algorithm to be better than another, as
stated by Ho, Pepyne, and Simaan [34]. Only when looking more specifically to the problem, an algorithm
choice can be made that may be better than another. Considering the problem of this research, a prediction of
the power consumption during DP operations, a certain amount of characteristics can be indicated. Firstly, the
parameters thatwill be used as input are the environmental conditions, which are used to calculate a power. This
relation is non-linear. Secondly, the dataset that is available contains approximately 280,000 samples. Therefore,
the amount of samples that is to be used can be high. Furthermore, the eventual model should be developed
such that it can be implemented real-time. This requires the algorithm to be low in computational complexity.
Lastly, for the forecast models, future values of the power consumption are to be estimated based on behaviour
in the recent past. This implicates that the sequence of samples should also be included.

Makridakis [35] states: “If we are interested in the over-time behaviour of some phenomenon, we should
observe and record its states at equidistant time intervals.”. The dataset contains equidistant recordings of the
state of the ship and the associated power consumption. The TS forecasting method pre-processes the data
in such a way that the over time behaviour is captured using the recorded states at equidistant time intervals.
Moreover, this is done in a way that requires minimal computational effort. Therefore, the choice is made to use
TS forecasting to pre-process the data for the forecast models.

The performance of a forecast model at a certain point in future is dependent on the amount of past in-
formation that is included. When forecasting multiple points in the future, each will require a certain amount
of information of the past to be included. This amount will typically be larger when forecasting further in the
future. This results in a varying amount of inputs for each point in the future that is estimated. Therefore, a
method should be implemented that is able to handle this varying amount of inputs. Hainmueller and Hazlett
[36] describe in their article the KRLSmethod, which does not significantly increase in complexity when includ-
ing more inputs. Furthermore, this method is able to include a rather large amount of input samples that are
used for tuning, which is beneficial due to the large amount of samples that is available. Lastly, KRLS is based
on expressing the similarity between samples and this enables capturing the non-linear relation between input
and output.

2.1.3. Model structure
In this research, six models are developed, of which the structure is shown in Figure 2.5. Here, the structure
as explained in Section 2.1.1 is again included. At the left, the projection models are located, which take the
environmental conditions as input to determine the power consumption at the samemoment. At the right, the
forecast models are shown, which use past behaviour of the ship as input to calculate the power consumption a
certain period ahead in the future. The models can be categorized in another way, using the horizontal shaded
bars. Blue signifies the PMs, yellow considers theDDMs, and green is a combination between a PM and aDDM
that become the hybrid models. In the figure, the continuous arrows signify an actual value of the estimation of
power consumption is transmitted. A dashed line considers an extension of one model to obtain a newmodel.

As the categorization of themodels is now explained, the exact model structure can be indicated. Firstly, the
staticmodel is a PM inwhich the assumption ismade that the ship does notmove, such that the thrusters directly
counteract the environmental loads. The dynamic model is an extension of the static model, in which the ship
is allowed to move by implementation of Equations of Motions (EOM) and a controller that determines the
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Figure 2.5: Structure of models

required forces and moment. Considering the DDMs, first, a projection model to calculate the power is made
using a model based on the KRLS method described by Hainmueller and Hazlett [36]. In the DDM forecast
model, the KRLS method is used again, but now integrated with a TS approach, as also used by Walker et al.
[37], to obtain the forecast. Lastly, the hybrid projection model and hybrid forecast model use the methods
from respectively the DDM projection and the DDM forecast. The difference, however, is found in the fact
that the output of the dynamic model is also used as input of the hybrid models.

2.2. Physical models
In this section, the PMs are elaborated in two stages. At first, in Section 2.2.1, the staticmodel is explained. Here,
the assumption is made that the ship does not move during its DP operation. In Section 2.2.2 afterwards, the
dynamicmodel is elaborated in which themotions of the ship are included. The dynamicmodel is an extension
of the static model, so only the extensional elements are elaborated in the dynamic model section.

2.2.1. Static model
For the static model, the assumption is made that the ship does not move. This requires the loads that the
environment exerts on the ship to be directly compensatedby the thrusters. This results in a net force of zero, and
thus in a static system. As themotion is zero, time will not affect the power consumption of the ship. Therefore,
the static model can be an instantaneous model only dependent on the environmental loads acting on the ship
at a certain instant.

The static model is schematically shown in Figure 2.6. The input for the model is the environmental con-
ditions, consisting of wind, waves, and current. This input is converted into net forces that the environment
exerts on the ship in the Environmental Loads block. Then, the Thrust Allocation determines the set points
of the thrusters to comply with the net forces. The Thrust to Power block converts the thruster force into the
power consumption of the thruster and by summing all, the instantaneous power consumption of the thrusters
is calculated.

Environmental
Conditions

Environmental
Loads

Thrust
Allocation Thrust to Power Power

Figure 2.6: Static model overview
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Environmental Loads
The environmental loads consist ofwind,wave and current loads. Each environmental load exerts a force in surge
direction and a force in sway direction, as well as a yawing moment. The environmental loads are denoted by
τenv , of which the components are shown in equation 2.1 and further elaborated in the subsequent paragraphs.

τenv =

τenv,xτenv,y
τenv,ψ

 =

 Fwind,x + Fwave,x + Fcurr,x
Fwind,y + Fwave,y + Fcurr,y

Mwind,ψ +Mwave,ψ +Mcurr,ψ

 (2.1)

Wind The wind loads are calculated using the coefficients derived by Blendermann [38], which are included
in Appendix B. The wind coefficients are dependent on the angle of the wind with respect to the ship and are
different for eachDOF.The equations to calculate the forces andmoment are shown in equation 2.2. In this, the
wind speed is the actual wind speed at that moment in time. This results in the fact that the force and moment
exerted by the wind are fluctuating at the same frequency as the wind speed.

Fwind,x =
1

2
ρairCwind,x(γwind)ATV

2
wind

Fwind,y =
1

2
ρairCwind,y(γwind)ALV

2
wind

Mwind,ψ =
1

2
ρairCwind,ψ(γwind)ALLoaV

2
wind

(2.2)

in which:
ρair [kg/m3] - Density of air
AT [m2] - Transverse projected area of ship above water
AL [m2] - Lateral projected area of ship above water
Loa [m] - Overall length of the ship
Cwind,i [-] - Wind coefficient for surge, sway and yaw respectively for i ∈ {x, y, ψ}
γwind [rad] - Wind angle relative to the ship
Vwind [m/s] - Wind speed

Waves The wave loads acting on the ship are dependent on three parameters. The first parameter is the mean
period of the waves that encounter the ship, for which the load will change in a non-linear way. The load will
also change non-linearly dependent on the second parameter, which is the mean wave angle. The last parameter
is the square of the significant wave height, which is linearly related to the wave load. As described in the book of
Fossen [39], the wave loads can be divided into first order and second order wave loads. First order wave loads are
in the wave frequency and have a mean value of zero. The second order wave loads are non-zero slowly varying
mean wave drift forces. As the first order wave loads have zero mean, the considered wave loads are only the
slowly varying loads.

A combination between wave period and wave angle results in a coefficient in each DOF. By multiplication
with the square of the significant wave height, the wave load is calculated. The coefficients are scaled from a
similar ship. The applicability is only for one specific ship, as the coefficients are dependent on the shape of
the hull and other properties of the ship. For each DOF, a plot in 2D and in 3D of the coefficient is shown in
Appendix B. The calculation of the wave loads is shown in equation 2.3.

Fwave,x = Cwave,x(γwave, Twave)H
2
s

Fwave,y = Cwave,y(γwave, Twave)H
2
s

Mwave,ψ = Cwave,ψ(γwave, Twave)H
2
s

(2.3)

in which:
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Cwave,i [-] - Wave coefficient for surge, sway and yaw respectively for i ∈ {x, y, ψ}
γwave [rad] - Mean wave angle relative to the ship
Twave [s] - Mean wave period
Hs [m] - Significant wave height

Current The current loads are calculated according to the method described by Faltinsen [40]. Regarding
sway and yaw, graphs are given that indicate the value of the sway force and yawmoment based on the angle of the
currentwith respect to the ship. These values aremade non-dimensional to enable scaling. For the surgemotion,
the ship is a slender body and the current velocities are relatively low. This results to the fact that the frictional
component of the resistance is dominant in the surge direction. Therefore, only the frictional component is
used to determine the surge force of the current. The result is shown in equation 2.4.

The current loads are directly calculated from the current velocity. Therefore, these loads are fluctuating
with the same frequency as the current velocity. However, the current velocity is relatively constant, and thus
the current load is too.

Fcurr,x =
0.075

(log10(Rn)− 2)2
1

2
ρswSV

2
currcos(γcurr)|cos(γcurr)|

Fcurr,y =
1

2
ρswCcurr,y(γcurr)LoaTV

2
curr

Mcurr,ψ =
1

2
ρswCcurr,ψ(γcurr)L

2
oaTV

2
curr

(2.4)

in which:
Rn [-] - Reynolds number
ρsw [kg/m3] - Density of seawater
S [m2] - Wetted area of the hull
Loa [m] - Overall length of the ship
T [m] - Draught of the ship
Ccurr,i [-] - Current coefficient for sway and yaw respectively for i ∈ {y, ψ}
γcurr [rad] - Current angle relative to the ship
Vcurr [m/s] - Current speed

Thrust Allocation
The thrust allocation algorithm determines the configuration in which the thrusters of the ship should be set.
This configuration is based on the required force in surge and sway and the required moment in yaw. In the
situation that the amount of DOF in the thruster configuration is larger than three, the system is indefinite and
the amount of solutions becomes infinite. An optimization algorithm can then be implemented to determine
the thruster configuration.

The optimization algorithm that is used for the thrust allocation is quadratic programming with a lineariza-
tion for the azimuth thrusters. The objective function in quadratic programming is a quadratic function, en-
abling a minimization of the absolute value. A linearization is applied to avoid having to use a computationally
expensive solver that deals with non-linear constraints. The linearization is applied for the azimuth thrusters, as
each has two DOF that are coupled to each other.

The quadratic programming algorithm for this research consists of an objective function, equality con-
straints and non-equality constraints. A mathematical definition of the settings is shown in equation 2.5 as
deduced from [41]. The variables that need to be determined, the force set point of each thruster, are denoted
by x. The objective is to minimize the total absolute force provided by all thrusters combined. This is indicated
asmin

x

(
1
2x

THx
)
whereH is a diagonalmatrix of weights, which are all appointed equal for this research. The

equality constrains,Aeq · x = beq , ensure that the net force of the thrusters is equal to the input. For the static
model, the input is therefore equal to the environmental loads, thus beq = τenv . Lastly, the non-equality con-
straints, represented asA · x ≤ b, ensure that the thrusters remain within their thrust boundaries and that the
azimuths are not set in a configuration in which they would interfere.
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Interferingwould occur as one azimuth directs its outflow to another thruster, leading to a high velocity and
turbulent inflow for the downstream thruster. This is prevented by excluding those regions from the solution
space and defining a certain feasible space. The solution space for quadratic programming has to be convex,
which is not possible when excluding certain angles from a circle. Therefore, in case of one infeasible space per
thruster, two distinct optimization problems per thruster need to be defined, each capturing a different convex
solution space. The optimal configuration should be chosen based on the lowest value of the objective function.
This is further described byWei et al. [42].

min
x

(
1

2
xTHx

)
such that

{
Aeq · x = beq,

A · x ≤ b
(2.5)

Thrust to Power
The calculation of the power consumption of a thruster is complex, but can be approximated using basic laws of
physics. In reality, the power consumption is dependent on the characteristics of the electric motor, the design
of the propeller, the inflow of the water, and a number of other aspects. In this research, however, the power is
calculated using the basic laws of physics, as limited knowledge about the thrusters is known.

According to the laws of physics, a force is quadratically dependent on the speed. Also, a power is cubicly
dependent on the speed. Using these relations, a relation between thrust and power can be determined, which
is shown in equation 2.6. In this equation, the coefficient ci can be determined based on a known operating
point, the nominal values for the thrust and the power. The total power consumption of the thrusters is then
calculated by taking the sum of all individual thruster powers, which is shown in equation 2.7.

Ti = c1,i · n2i
Pi = c2,i · n3i

}
⇒ Pi = ci · T 3/2

i (2.6)

Pthr =

Nt∑
i=1

Pi (2.7)

in which:
Ti [kN ] - Thrust force of thruster i
Pi [kW ] - Power consumption of thruster i
ni [s−1] - Rotational speed of thruster i
c1,i [-] - Constant for relation between thrust and rotational speed of thruster i
c2,i [-] - Constant for relation between power and rotational speed of thruster i
ci [-] - Constant for relation between power and thrust of thruster i
Pthr [kW ] - Total power consumption of all thrusters combined
Nt [-] - Number of thrusters

2.2.2. Dynamic model
The dynamicmodel is an extension of the staticmodel, inwhich themotions of the ship are also considered. The
schematic overview is shown in Figure 2.7, in which the components from the static moment are coloured blue.
These blocks are the same for the dynamic model. The components that are added are the Equations ofMotions
(EOM), theController and theThrusterDynamics, all shown in purple. In the dynamicmodel, the environmen-
tal loads that are exerted on the ship are not directly compensated by the thrusters. This leads to a net force and
moment that is non-zero and thus an acceleration, over time a velocity and again over time a position offset. The
position offset is used by the controller to determine the forces andmoment that are required to regain position.
The net forces and moment of the thrusters that are calculated by the thrust allocation afterwards are directed
into the thruster dynamics. The result of the thruster dynamics is a net force that the thrusters exert, which is
used in the EOM to calculate the motion again.
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Figure 2.7: Dynamic model overview

Equations of Motions
The ship performing a DP operation is considered as a body moving in 3 DOF: surge, sway and yaw. This
means that the heave, roll, and pitch motion of the ship, which contain restoring elements in the EOM, are not
considered. The 3 DOF EOM for this research, which are deduced from the book of Fossen [39], are presented
in equation 2.8.

(MRB +A) · ν̇ + (CRB(ν) + CA(ν) +DL +DNL(ν)) · ν = τenv + τthr (2.8)

in which:
MRB [t] - Rigid body mass matrix
A [t] - Added mass matrix
CRB [t/s] - Rigid body centripetal and Coriolis matrix
CA [t/s] - Added mass centripetal and Coriolis matrix
DL [t/s] - Linear damping matrix
DNL [t/s] - Non-linear damping matrix
ν [m/s] / [rad/s] - Velocity in surge, sway, and yaw in body fixed frame
τthr [kN ] - Net combined thruster force in 3 DOF

For this research, the matrices from the EOM are determined based partially on the article of Berge and
Fossen [43] and partially on a scaling of a similar vessel. The rigid body mass matrixMRB can be calculated
using basic specifications of the ship, using the displacement ∆, the rotational moment of inertia around the
z-axis and the longitudinal location of the Centre of Gravity (COG) of the ship. A known added mass matrix
A of a similar ship is used to determine the added mass matrix of the ship of this research. This is done by first
determining the ratio between the displacements of the two ships. By taking the cubic root of this ratio, a scaling
factor, α, can be determined. The added mass matrix of the ship for this research is then determined by scaling
the components of translational inertia with α3 and the components of rotational inertia with α5 from the
added mass matrix of the similar ship according to Froude scaling. The rigid body mass matrix and the added
mass matrix as described by Berge and Fossen [43] are presented in equation 2.9.

MRB =

∆ 0 0
0 ∆ ∆xg
0 ∆xg Izz

 , A =

−A11 0 0
0 −A22 −A26

0 −A62 −A66

 (2.9)

in which:
∆ [t] - Displacement of the ship
xg [m] - Longitudinal location of COG
Izz [tm2] - Rotational moment of inertia around the z-axis
Aij [t] / [tm2] - Hydrodynamic coefficients for i ∈ {1, 2, 6} ∧ j ∈ {1, 2, 6}

The rigid body centripetal and Coriolis matrix,CRB(ν), can also be determined using the basic specific of
the ship. The scaled hydrodynamic coefficients from the added mass matrix can be used to determine the added
mass centripetal and Coriolis matrix,CA(ν). These two matrices are shown in equation 2.10 [43].
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CRB =

 0 0 −∆(xgν6 + ν2)
0 0 ∆ν1

∆(xgν6 + ν2) −∆ν1 0


CA =

 0 0 A22ν2 +A26ν6
0 0 −A11ν1

−A22ν2 −A26 A11ν1 0

 (2.10)

The linear damping matrix, DL, is deduced from the book of Fossen [39]. Linear damping consists of
potential damping and frictional damping, both captured in one matrix. Only the diagonal terms are included,
as those are expected to be more significant and only require limited knowledge about the ship. The linear
damping matrix that is used for the model is shown in equation 2.11.

DL =


∆+A11

Tsurge
0 0

0 ∆+A22

Tsway
0

0 0 Izz+A66

Tyaw

 (2.11)

in which:
Tsurge [s] - Typical time constant for surge motion
Tsway [s] - Typical time constant for sway motion
Tyaw [s] - Typical time constant for yaw motion

The known value of the linear dampingmatrix can be used to determine the values for the non-linear damp-
ing matrix. At constant maximum forward speed, the thrusters exert maximum force to compensate for both
the linear and the non-linear components of the damping. The non-linear damping component is assumed to
be quadratically dependent on the velocity, as also stated by Berge and Fossen [43]. With the speed, thrust force,
linear damping and the shape of the non-linear damping known, the only unknown part is the non-linear damp-
ing and this value can therefore be determined. The calculation of the non-linear damping matrix is shown in
equation 2.12.

τthr,max = DL · νmax +DNL · ν2max
⇓

DNL =
τthr,max −DL · νmax

ν2max

(2.12)

in which:
τthr,max [kN ] / [kNm] - Maximum net combined thruster force in 3 DOF
νmax [m/s] / [rad/s] - Maximum velocity in 3 DOF

Controller
The goal of the controller is to determine the required force to remain on position when on position and to
regain position when off position. The input of the controller is the position of the ship, the velocity of the
ship, the reference position and the reference velocity. By subtracting the position from the reference position,
a position error is calculated. The reference velocity is calculated in advance to prevent high position derivatives,
which would cause the controller to trip. Subtraction of the actual velocity from the reference velocity leads to
the velocity error. The position error and the velocity error are input to a Proportional Integral Derivative (PID)
controller. A schematic overview of the PID controller, which is based on the book of Fossen [39], is shown in
Figure 2.8.

Equation 2.13 shows themathematical formulation of the PID controller. The first term is the proportional
term, which effectuates a force directly proportional to the position error. The second term is the integral term,
resulting in a force proportional to the average error since the start of the control. The last term is the derivative
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Figure 2.8: Schematic overview of PID controller

term, which is directly proportional to the velocity error. As long as the reference position does not change, this
termwill only result inminimizing the velocity, while a change in positionwill not result in significant derivative
action. The contribution of each of the terms is determined by tuning the gain of each term, which is a tradeoff
between the three to obtain the desired behaviour.

τreq = Kpepos +Ki

∫ t

0

eposdt+Kdevel (2.13)

in which:
τreq [kN ] / [kNm] - Required net force and moment
epos [m] / [rad] - Position error
evel [m/s] / [rad/s] - Velocity error
Kp [-] - Proportional gain
Ki [-] - Integral gain
Kd [-] - Derivative gain

The gains of the PID controller need to be tuned to obtain desired behaviour. Desired behaviour is a stable
systemwith high station keeping performance, taking into account the fluctuations in power consumption. The
PID controller of the heading is first tuned, such that the heading can bemaintained during the tuning phase of
the other directions. Tuning a PID controller consisted of first assigning a value for the proportional gain,Kp,
in the order of magnitude in which the force was expected. Dependent on the response, this gain or one of the
other gains was adjusted iteratively to eventually obtain a stable system with high station keeping performance.

Thruster Dynamics
The thruster dynamics require as input the result from the thrust allocation, which are the set points of the
thrusters. The output for the thruster dynamics is a net force in surge and sway and a moment in yaw that
the thrusters exert on the ship. This block accounts for the dynamics of the thrusters in a highly simplified
way. In reality, the thruster dynamics are dependent on the water flow through the propeller and other specific
phenomena affecting the thrust force.

For this model, however, only a few thruster limitations are implemented. Firstly, an azimuth is assumed to
be able to rotate maximally 2 rotations per minute. Also, the rate at which a thruster can increase or decrease its
speed is limited. The assumption is made that a thruster can change its power from 0 % to 100 % in 10 seconds.
After taking these limitations into account, the net force andmoment that the thrusters exert are calculated and
this is forwarded to the EOM.

Simulation
All components in the PMs have to cooperate in order to estimate the power consumption correctly. As the
model aims to capture an actual DP system to estimate power consumption, a large part of the correctness of the
model can be verified by a station keeping simulation. Therefore, a simulationwas performed, which is shown in
Appendix C. The simulation shows that the ship is able tomaintain position correctly. This means themodel is
operating correctly and indicates the power consumption, which is just one conversion step from theDPmodel,
is correct.
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2.3. Data-driven models
In this section, the methodology for the DDMs are elaborated. At this stage, the DDM is described in a way
that it can predict the total power consumption without considering the PM. Furthermore, the DDM is first
merely developed to predict the instantaneous power consumption and afterwards, the extension is explained
which leads to the power forecast.

The methods that are selected to obtain the DDMs are based on a number of characteristics of the problem.
The model needs to be tuned based on a set of samples to obtain a low error for that set. However, the model
also needs to be able to estimate the power of a sample that has not been used for tuning. Both objectives can be
achieved using the Regularized Least Squares (RLS) method. The linear model in the RLS method, however,
will not be able to capture all effects, as a number of those are non-linear. The KRLSmethod is an extension of
the RLS method. In this method, the relation between the independent variables and the dependent variable
is captured regardless of the fact that the relation is linear or non-linear. This way, all effects can be captured,
including the non-linear effects. Afterwards, a forecast over time is to be developed. The TS forecastingmethod
uses past information to estimate a future value, which can be used in combination with the KRLS method to
develop the forecast.

Each of the methods, RLS, KRLS and TS forecasting, contain a parameter that needs to be chosen based
on the performance of the model. Such a parameter is called a hyperparameter and to determine its value, an-
other method is required. K-fold cross validation is a method that enables evaluating the performance of the
model with low bias. Three hyperparameters are introduced throughout this section, being the regularization
parameter λ, the kernel shape factor σ and the amount of past samples∆−.

The DDMs consist of three phases. The hyperparameter selection is the first phase, in which the hyperpa-
rameters are determined. Afterwards, the tuning phase consists of tuning the model by determining the values
of the weight vector c. Then, the model is made, so the results can be generated in the simulation phase.

The methods that are introduced above are elaborated in this section. The DDM projection, containing
RLS and KRLS, is first explained in Section 2.3.1. Afterwards, the extension to the forecast using TS is elabo-
rated in Section 2.3.2. Lastly, the selection of the hyperparameters using k-fold cross validation is explained in
Section 2.3.3.

2.3.1. Data-driven projection
The instantaneous power consumption duringDP operation needs to be estimated based on the environmental
conditions using the historical data of the ship. This can be formulated into a mathematical description of
the problem. The dataset contains a set of independent variables X , the environmental conditions, and a set
of dependent variables Y , the consumed power. The set of independent variables consists ofM independent
variables sampledN times, such thatX ∈ RN×M . One data point is described as xmi , in which i is the sample
indication and m the independent variable indication. Each sample in the set of independent variables xi is
related to a sample in the set of dependent variables yi, leading the set of the dependent variable to be shaped as
Y ∈ RN .

Regularized Least Squares (RLS)
Amodel needs to be tuned with data, which is called the seen data. The data that the model has not used before
and thus has not affected the tuning of themodel, is called unseen data. Amodel that results in low errors for the
seen data, but in disproportional high errors for the unseen data, is amodel that is overfit, which is also described
by Bocchetti et al. [44]. Overfitting needs to be prevented, as this leads to poor predictive performance in new
situations. The RLS method, which is described by Rifkin and Lippert [45], aims to find a model hwith a low
error while preventing overfitting. These objectives can be conflicting, so a tradeoff needs to be made between
the two. Both objectives can be expressed mathematically, which is individually described below.

In the situation that a linear model is considered, each element of the input vector x is linearly scaled with a
weight w. Therefore, the model can be described as h(x,w) to estimate the value of the dependent variable ŷi
at moment i in time. The estimated value for any input needs to be as close as possible to the actual value that
is related to that input. The parameter that represents the error of the estimation for this research is the Root
Mean Squared Error (RMSE), which is shown in equation 2.14. This is the objective of minimizing the error.
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RMSE =

√√√√ 1

n

n∑
i=1

(ŷi − yi)2 (2.14)

The second objective is to prevent overfitting. An aggressive tuning that is properly fit on the seen data will
show large values of the weights w. When validating the model with unseen data, the error could be signifi-
cantly higher. In that case, lower values of the weights w can result in lower error on the unseen data, which is
regularizing the model. Therefore, the objective to prevent overfitting is the minimization of the weightsw.

The relative importance of each of the two objectives needs to be determined before tuning the weights
w. This ratio is mathematically expressed using a regularization parameter, λ. λ determines the relative weight
between the RMSE squared and the weightsw squared in the objective function. This leads to one objective, as
expressed in equation 2.15.

min
w

(
1

n

n∑
i=1

(ŷi − yi)
2 + λw2

)

= min
w

(
1

n

n∑
i=1

(h(xi, w)− yi)
2 + λw2

) (2.15)

The regularization parameter λ is a hyperparameter, which needs to be chosen before the calculation of the
weights w. λ influences the way the model will be tuned based on the data and the eventual fit to unseen data.
Therefore, the choice of λ should be dependent on the data. This choice of λ is made using the k-fold cross
validation method, as explained in Section 2.3.3.

Kernel Regularized Least Squares (KRLS)
The KRLS method is an extension of the RLS method and is described by Hainmueller and Hazlett [36]. In
the RLS method, the proposed model is written as h(x,w). In the KRLS method, the proposed model will be
f(x). The model can be described as f(x) = Kc, in whichK is a kernel matrix and c is the weight vector. The
elements of the kernel matrixK are the result of the input of two data points into a kernel function, which is
described by k(xi, xj). The multiplication of the kernel matrix and the weight vector results in the estimated
value of the dependent variable ŷi. For this, the weight vector c needs to be tuned.

A Gaussian Kernel is used, which is mathematically described in equation 2.16. In the equation, the two
data points xi and xj are considered, which are both vectors with a lengthM of which the elements represent
each independent variablem. Both vectors are subtracted from each other and the Euclidean norm is taken of
the result. This is then squared and divided by σ squared. The exponent is always negative, leading to the fact
that if the data points xi and xj are very dissimilar, the value of the kernel function k(xi, xj) will run to 0. In
the situation that the data points are very similar, the exponent will run to 0, leading the value of k(xi, xj) to
run to 1. The region in between these two situations is continuous, making this GaussianKernel to be ameasure
of similarity with output values in the range 0 < k(xi, xj) ≤ 1.

k(xi, xj) = e−
||xj−xi||

2

σ2 (2.16)
A visualization of the shape of the Gaussian Kernel function for different values of σ is shown in Figure 2.9.

At the x-axis, the adapted Euclidean distance3 between the two data pointsxi andxj is shown. At the y-axis, the
value of the output of the formula in equation 2.16 is shown. In the situation that σ has a low value, the data
points xi and xj need to be very similar in order to provide an output value that is not close to 0. On the other
hand, if σ is large, the output values tend to remain close to 1. The similarity measure is thus highly dependent
on the value of σ. As this influences the performance of the model and thus the accuracy of the forecast, the
choice of σ is of high importance. σ is also a hyperparameter that needs to be determined based on the data, so
its value is again determined using k-fold cross validation, described in Section 2.3.3.

3The Euclidean distance is indicated as “adapted”, as a Euclidean distance can never be smaller than 0 in R. The negative values are
included in the plot to enhance visualization and show that either xi or xj can be larger with respect to the other, or equal.
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Figure 2.9: Shape of Gaussian Kernel for different values of σ

In the KRLSmethod, the matrixK needs to be set up, of which all elements are kernel outputs of two data
points. During the phase of tuning the weights, the matrixK is a square matrix of n×n. The rows are indexed
with subscript i and the columns with subscript j. Both i and j vary in the range of {1. . n}. At the diagonal of
the matrixK , the subscripts i and j are equal, leading the output of the kernel function and thus the values at
the diagonal ofK to be equal to 1. The selected data points that are included in thematrixK are the data points
that are to be compared to a new data point after the tuning phase. The amount of data points included,n, does
affect the accuracy as a new data point can be compared to more historical data points. However, increasing n
requires more computational power, which is the limitation during the hyperparameter selection phase of the
model, both for calculation of weights c and due to the number of iterations during k-fold cross validation.

Tuning the weights c in the KRLS method is also described by Hainmueller and Hazlett [36]. The tuning
first requires the definition of the objective function, which is slightly deviating from the objective function in
the RLS method. The objective function is presented in equation 2.17.

min
f

∑
i

(f(xi)− yi)
2 + λ||f ||2K (2.17)

The function f(x), as stated before, is defined as f(x) = Kc and can be substituted in the objective func-
tion. Furthermore, cTKc is used as regularizer ||f ||2K . By substituting these components in the objective func-
tion, a new objective function arises in a positive quadratic shape. By taking the derivative of this function,
equalizing to zero and solving for c, the values for c that result in the minimum value for the objective function
are found. This is shown in equation 2.18.

(Kc− y)2 + λIcTKc ⇒ ∂

∂c
=2K(Kc− y) + 2λIKc

⇓
0 =2K(Kc− y) + 2λIKc

0 =Kc− y + λIc

(K + λI)c =y

c =(K + λI)−1y

(2.18)

At this point, the values for the weights c, corresponding to the kernel matrixK are known, which are used
to determine the power of a new sample. When estimating a new sample, a new kernel matrixK needs to be
set up. As stated before, the elements of the matrixK consist of the result of the kernel function k(xi, xj). To
determine the power of a new sample, the original n samples need to be used that are substituted in the kernel
function as xj . xi is the new sample, such that size of matrixK is [1 × n] if one new sample is considered and
[s× n] if s new samples are considered. Multiplication of the new kernel matrixK with the weight vector c of
size [n× 1] results in the power consumption estimation.
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2.3.2. Data-driven forecast
The DDM forecast is developed using the TS forecasting method. The difference between a projection and a
forecast, as described in Section 2.1.1, is that the sequence in time is not relevant in a projection model, while
this is relevant in a forecast model. Therefore, the forecast, as described in this section, uses the sequence of past
information to forecast future values.

Time Series Forecasting
TS is amethod of reshaping the input of amodel to obtain a value of the dependent variable some distance ahead
in the future. A schematic overview of TS is shown in Figure 2.10 as deduced from the paper of Walker et al.
[37]. In the figure, the value of a number of independent variables {x1, x2, .., xm} and a dependent variable y
are plotted over time. The values of the independent variables are known in the past, but are unknown for the
future. For a number of independent variables, xm in this case, a forecast of the values is available. This can be a
weather forecast that forecasts the variable based on sophisticated meteorological models, which contributes to
a higher accuracy of the forecast. Furthermore, two important parameters are shown, which are∆− and∆+.
∆− is the period of past values that is included in the input. ∆+ is the period ahead in the future that is being
forecast. The blue shaded area is the input of the model, while the green shaded area is the output of the model.
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Figure 2.10: TS input and output overview

The input of the model can be categorized in three parts, which can then be formulated mathematically.
The mathematical formulation of the adapted input, which is denoted at moment i in time as x′i(∆−,∆+), is
shown in equation 2.19. The categories are:

• the values of all selected independent variables from∆− until the current moment.
• the values of the dependent variables from∆− until the current moment.
• the values of the forecast independent variables at∆+.

x′i(∆
−,∆+) =


xmi−∆− , xmi−∆−+1, ..., x

m
i−1, x

m
i ∀ m ∈M

yi−∆− , yi−∆−+1, ..., yi−1, yi

xmw

i+∆+ ∀ mw ∈Mw

(2.19)

The output of the TS method is the forecast of the dependent variable a certain period in the future. For
eachmoment in the future from (t+1) to (t+∆+), a newmodel needs to be tuned, resulting in an amount of
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∆+ models. These models are denoted by fi(x) for i = {1, 2, ..,∆+} and estimate the value of the dependent
variable a certain moment i in the future, denoted by ŷi. The input for these models is x, which is defined by
the TS method when considering a forecast, such that the models become fi(x′(∆−, i)). The output of the
models together is the forecast of the dependent variable over time. Themathematical formulation of themodels
is shown in equation 2.20.

ŷ1 =f1(x
′(∆−, 1))

ŷ2 =f2(x
′(∆−, 2))

...
ŷ∆+ =f∆+(x′(∆−,∆+))

(2.20)

The period in the past that is considered,∆−, needs to be determined for each model, based on the perfor-
mance of themodelwith that specific∆− value. Therefore,∆− is a hyperparameter that needs to be determined
together with the other hyperparameters. The TS forecasting method with KRLS model thus requires the se-
lection of three hyperparameters: the regularization parameter λ, the kernel shape factor σ and the amount of
considered samples in the past∆−. This is again done using k-fold cross validation, as described in Section 2.3.3.

2.3.3. Hyperparameter selection
The models described above contain three hyperparameters that need to be chosen in the hyperparameter selec-
tion phase before tuning the actual model. The first one, λ, is the regularization parameter, which prevents the
model to be overfit on the training data. The second one, σ, is the kernel shape factor, which determines the
shape of the Gaussian Kernel in the KRLSmethod. The last one,∆−, is the amount of samples in the past that
is considered, which is necessary for the development of a TS forecast. The values for these hyperparameters are
dependent on the problem and need to be determined in a way with minimal bias. This is done using k-fold
cross validation.

K-fold cross validation
The two level k-fold cross validation that is used for this research is schematically shown in figure Figure 2.11.
The k-fold cross validation method as described by Kohavi [46] consists of only one level, which is in the figure
shown as the high level k-fold. A low level k-fold is added for this research, as this structure has two tasks. The
first one is the model selection, which is the selection of the combination of hyperparameters. The second one
is the check whether the results are consistent.

At the left part of the figure, the total set of data, containingN samples, is shown in blue. This set is split
up in a number of smaller sets of equal size, called folds. The amount of folds is k and the amount of samples
per fold isN/k. Then, k iterations will be performed in which each time different samples are part of a test set,
while the rest is part of the learning set. The figure shows the location of the green learning set and the yellow
test set changing each iteration. The aim of implementing this structure is different for the high level and for the
low level.

Each iteration at the high level, the set is split up in a learning set and a test set. The learning set is used to
develop a model and the test set is used to test the performance of the model. The learning set contains again
an inner loop of the low level k-fold, with an amount of (k − 1) folds, thus with an equal amount of samples
per fold in the high level folds. The low level split is a split into a training set, shown in purple, and a validation
set, shown in red. The training set is used to tune a model, which means calculating the values of the weights c
in the KRLSmethod, for each combination of hyperparameters. Each combination of hyperparameters is then
evaluated with the validation set, of which the results are recorded. This is iterated (k − 1) times such that
(k− 1) results are recorded for each combination of hyperparameters. By averaging the results of each iteration,
the hyperparameter combination with the lowest error can be selected. The result of the low level k-fold is thus
a combination of hyperparameters that show the best results for the considered learning set.

The learning set now has a combination of hyperparameters that result in the lowest error for that set. The
hyperparameter combination is tested using the test set and again, the results are recorded. This is iterated k
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Figure 2.11: Two level k-fold cross validation diagram

times, such that k hyperparameter combinations with associated results are recorded. If the hyperparameter
combinations are consistent over the iterations, then a model is found with low bias.

This process is computationally expensive, as a model needs to be tuned for each combination of hyperpa-
rameters k · (k−1) times. However, once the combination of hyperparameters for a model is found, themodel
can be tuned and the result is a model that can be implemented real-time. In the data-driven projection model,
only two hyperparameters are included, and only one model needs to be developed. This does not require an
excessive amount of computational effort. The computational effort, however, is more challenging when imple-
menting a TS forecast. This is because in that situation, a third hyperparameter is included, and a new model
needs to be developed for each distance in the future. For this situation, an efficient script is required, and ap-
propriate choices need to be made in the range of the hyperparameters and the size of the kernel matrix.

2.4. Hybrid models
The hybrid models are a combination between a PM and a DDM, resulting in a GBM. A hybrid projection
model is explained in Section 2.4.1. The more extensive hybrid forecast model is elaborated in Section 2.4.2.

2.4.1. Hybrid projection
The basis of the hybrid projectionmodel is the DDMprojection that is described in Section 2.3.1. KRLS is here
the method that is used, which is also used for the hybrid projection. In the KRLS method, two data points
are compared using a Gaussian Kernel, resulting in a measure of similarity. By including a large amount of data
points, a Kernel matrix can be constructed by comparing each, which is used to determine the weight vector c.
The power consumption of a new data point is then estimated by setting up a kernel vector andmultiplying this
with the weight vector c.

The hybrid method deviates from the DDM projection model at the input stage. The data points do not
only contain values of the environmental conditions, but also the result of the PM. This way, the same method
as the data-driven projection model is applied, but now including a physical element to the model, leading to a
GBM. The PM that is used, is the dynamic model, as this model has a higher fidelity than the static model.
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The focus in this research is on the performance of the model within the range of the data that is provided.
The interpolation performance of a BBM is high with respect to a WBM. However, the extrapolation perfor-
mance of a WBM is higher compared to a BBM. Integration of the BBMwith the WBM to obtain a GBM can
be done in multiple ways, dependent on the aim of the model. As this research is aimed at achieving the highest
accuracy within the range of the data, the dynamic model is integrated by treating this only as extra input of the
DDM and tuning the model again with the observed power from the data. All input, as well as the observed
power, is normalized to ensure equal weights for each input and a minimization of bias in the selection of the
hyperparameter selection.

2.4.2. Hybrid forecast
The hybrid forecast model shows high similarity with the hybrid projection model, apart from the fact that the
dynamic model is not directly used as input for the KRLS, but considered as a feature in the TS of which a
forecast exists. This way, the power consumption a certain period ahead in the near-future is estimated using the
environmental conditions, the dynamic model estimation and the past power consumption. The adaptations
of the input that are performed in the TSmethod for theDDMare described in equation 2.19. This is extended
with the PM to obtain the input for the KRLS of the hybrid model, as shown in 2.21.

x′i(∆
−,∆+) =
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2.5. Results set up
The methods described in the previous sections are integrated such that six different models exist. In order to
assess the performance of themodels, the results need to be generated and assessed. Themodels require a certain
input in a specific format, which is explained in Section 2.5.1. Afterwards, the way the performance of each
model is assessed is elaborated in Section 2.5.2.

2.5.1. Model set up
Eachmodel requires a certain input to determine the value of the power consumption. As stated inHo, Pepyne,
and Simaan [34]: “the algorithms must use the same information”, only equal chances for the models are given
once provided with the same input information. The models can be compared equally on the performance of
the method for this specific problem, future power consumption estimation during DP operation, when the
same input is provided to all. Therefore, the choice is made to provide all models with the same input.

The environmental conditions would be a suited choice as input, because of their availability and their appli-
cability. Firstly, the availability is high, as the environmental conditions can be measured and recorded on board
of the ship, but also future estimations of these are available from the weather forecast. Secondly, the applicabil-
ity is high, as the environmental conditions exert a force on the ship, and this force needs to be counteracted by
the thrusters, which require power to do this.

The choice is therefore made to develop all models with the same input features, being the environmental
conditions. This enables an equal comparison for each model, and all models are able to use these. The input
features that are consistently used are shown in Table 2.1.

These features require some basic mathematical operations specific for each model. The PMs will directly
use these features without any adaptation. The input for theDDMs are changed for wind and current such that
the speed and angle is split into a velocity in x-direction and a velocity in y-direction. Afterwards, these vectors
are normalized to ensure equal weight is given to each feature. The hybrid models require the same input as the
DDMs, but only include the normalized result from the dynamic model as extra input. The forecast algorithms
then require the adaptation of the input according to the TS method. The post-processing for the DDMs and
the hybrid model is scaling of the normalized output to an actual power.
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Number Input feature Symbol Unit
1 Wind speed Vwind m/s

2 Relative wind angle γwind rad

3 Current speed Vcurr m/s

4 Relative current angle γcurr rad

5 Significant wave height Hs m

6 Mean wave period Twave s

7 Mean relative wave angle γwave rad

Table 2.1: Input features

TheDDMs and the hybridmodels require the hyperparameters to be determined. This is an iterative process
of testing the performance of each combination of hyperparameters, as described in Section 2.3.3. For this, the
range of the hyperparameters from which the algorithm chooses need to be determined. The ranges are shown
in Table 2.2.

Projection models Forecast models

λ {10−6, 10−5.8, ..., 104} {10−6, 10−5.5, ..., 104}
σ {10−2, 10−1.75, ..., 102} {10−3, 10−2.5, ..., 103}
∆− - {0, 2, 30, 60, 120, 240}

Table 2.2: Ranges for hyperparameters

The ranges for the projection models are based on the information found in literature. Regarding the pro-
jection model hyperparameter ranges, the range for λ is taken standard, as also defined by Coraddu et al. [47].
The range for σ is determined based on the article of Hainmueller and Hazlett [36]. In the article, the order of
magnitude of σ2 should be the amount of inputs of the KRLS. From this point on, multiple iterations showed
a tendency to smaller values for σ and therefore the choice for the range as in Table 2.2 is chosen.

The hyperparameters for the forecastmodels are significantly less dense to reduce computational effort. The
range for λ is equal to the projection model range, but contains only steps to the power of 0.5, instead of 0.2.
Furthermore, the range for σ is slightly increased, with the samemotivation of the order of magnitude as for the
projection model. Its density is reduced from steps to the power of 0.25 to steps to the power of 0.5, again to
reduce computational effort. The range for∆− is assumed equal to the range of∆+, with the addition of a 0
to allow no past information to be included. Due to the sampling frequency of 2Hz, the values in this range
are twice the range in seconds.

Lastly, to ensure an equal comparison can be made within all DDM and hybrid models, the kernel size is
set equal for all models. The number of considered samples in the kernel n is 4000. This is determined based
on multiple iterations, in which a tradeoff is made between the computational effort and the accuracy of the
models.

2.5.2. Measures of accuracy
The accuracy of eachmodel is assessed by calculationof a number ofmeasures of accuracy. For this, eachmodel is
runwith a dataset that contains at each sample both the values of the inputs fromTable 2.1 and the values of the
total power consumption. The estimated power consumption, based on the inputs, is compared to the power
consumption, as observed onboard and included in the dataset. The performance of eachmodel is assessed based
on anumber ofmeasures of accuracyby comparing the estimatedpower consumption ŷwith theobservedpower
consumption y. Thesemeasures are enumerated below, and theirmathematical expression is shown in equation
2.22.



2.5. Results set up 25

PPMC - Pearson Product Moment Correlation
MAE - Mean Absolute Error
RMSE - Root Mean Squared Error
MAPE - Mean Absolute Error Percentage
REP - Relative Error Percentage
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3
Data Description

This chapter provides an overview of the data that is used for this research and the actions that are taken to pre-
pare the data for themodel. At first, themain contents of the dataset and the adaptations to obtain a practicable
set are presented in Section 3.1. Afterwards, in Section 3.2, the approach to obtain the power consumption data
explained, as this was not directly included in the dataset. Section 3.3 provides an analysis of the main contents
of the dataset. Lastly, some features are measured by multiple sensors, of which the way of integration into one
signal is explained in Section 3.4. This section also contains the spread of the data that is eventually used as input
for the models.

3.1. Dataset reduction
For this research, RHMarine has provided a dataset with the logging of the DP system of a DP ship. The DP
ship of which the data is recorded has a length in the range of 75 - 100m. The raw logs contain 108 h of data, in
which 371 parameters were recorded at a frequency of 2Hz. The size of the dataset was reduced such that only
relevant information for the development of a power forecast is included. This resulted in a reduction both in
the amount of samples and in the amount of parameters.

The dataset contained 108 h of data which was not all considering DP operation. One of the measured
parameters was the indication whether the ship was in DP mode or not. Therefore, the data was removed for
the periods in which the ship was not in DP operation, reducing the dataset to 39.8 h.

This reduction resulted in a discontinuous dataset. For the projectionmodels, in which time is not relevant,
this is not a problem. The dataset is therefore first reduced as described above, and the projection algorithms are
run afterwards. For the forecast models, however, the time is relevant, and the reduction has to be performed at
a different point in the model. The point where this is done is after the definition of the TS input and before
putting this in theKRLSmodel. This ensures that the continuity of time is preserved, but does result in a slightly
higher amount of samples that are to be removed, as outliers should be omitted if these are located anywhere
between t−∆− and t+∆+ for every t.

The 371 parameters that were recorded in the data were not all relevant for the power forecast. A selection
was made, reducing the amount of parameters to 32. These parameters are shown in Table 3.1.

26
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Environmental Loads Kinematics Power Plant
and Time

Feature Unit Feature Unit Feature Unit
Time [s] Surge Error [m] Angle Azimuth 1 [rad]
Wind angle 1 [rad] Sway Error [m] Speed Azimuth 1 [% rpm]
Wind angle 2 [rad] Yaw Error [rad] Angle Azimuth 2 [rad]
Wind speed 1 [m/s] Surge Velocity [m/s] Speed Azimuth 2 [% rpm]
Wind speed 2 [m/s] Sway Velocity [m/s] SpeedBow thruster 1 [% rpm]
Wind speed 3 [m/s] Heading [rad] SpeedBow thruster 2 [% rpm]
Current Angle [rad] Roll Angle 1 [rad] SpeedBow thruster 3 [% rpm]
Current Speed [m/s] Roll Angle 2 [rad] Power DG 1 [% kW]

Roll Angle 3 [rad] Power DG 2 [% kW]
Pitch Angle 1 [rad] Power DG 3 [% kW]
Pitch Angle 2 [rad] Power DG 4 [% kW]
Pitch Angle 3 [rad] Power DG 5 [% kW]

Table 3.1: Selected parameters from dataset

3.2. Total power
In the data, the power percentage set point of each of the five DGs is recorded. These set points are converted
into the generated power that the DG provides, using the nominal power of that generator. The sum of the
powers of each individual DG is the total DG power. The assumption is made that a load balance is pursued
in the power grid, such that the total generated power is equal to the total consumed power on board. This
assumption is made because the data does not contain more information about the power consumption in the
grid. The observed power from the data, being the total generated power or total consumed power, is plotted
over time in Figure 3.1.

0 5 10 15 20 25 30 35 40
Time [hours]

0

500

1000

1500

2000

2500

3000

Po
w

er
 c

on
su

m
pt

io
n 

[k
W

]

Total generated power over time

Mean 464.4
Standard
deviation 128.1

Minimum 10.2

Maximum 2924.0

Figure 3.1: Total generated power over time

Moreover, a distinction between thruster power and auxiliary power is not included in the data, which needs
to be taken into account when generating and interpreting the results. The observed power in this research is
therefore the total consumedpower, containing both thruster power and auxiliary power. As the auxiliary power
is dependent on numerous amount of variables, such as the outside temperature, the operation that is executed
and the time of the day, this is the largest uncertainty of the model.

The last factor that influences the power consumption, and is not included in the data, is the thruster bias.
The thruster bias is a setting that changes the configuration of the azimuth thrusters to enable fast thruster re-
sponse. A change in thrust of a thruster occurs rather slowly, which could be insufficient in some situations. The
change of angle of the azimuth thrusters, on the other hand, can be effected more quickly. Therefore, thruster
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bias can be added, which is setting the thrusters at a higher set point while partially directing their forces in op-
posite direction of each other. This results in high flexibility by only having to change the angle of the azimuths,
but results in a significant waste of energy. The thruster bias mode is not included in the data, but since this
mode has a significant effect on the power consumption, another uncertainty in the power forecast exists.

Each type of model is set to treat these uncertainties differently. For the PMs, a constant value of the power
uncertainty of 250 kW is assumed. The DDMs and the hybrid models are developed to also account for un-
modelled effects. The models are tuned using the total generated power based on the seven input features and
capture the relation between those. Therefore, the expectation is that the DDMs and the hybrid models will
have higher accuracy than the PMs. However, the contribution of the implementation of the PM in the hybrid
model can possibly contribute to a model that outperforms the DDMs.

3.3. Dataset contents
In this section, the dataset is further explored. This is done by first presenting histograms of frequencies to show
the spread of the data in Section 3.3.1. Afterwards, in Section 3.3.2, the correlation of each parameter to the
observed power is analysed. Lastly, the correlation of each parameter to each other is described in Section 3.3.3.

3.3.1. Histograms of frequencies
Figure 3.2 contains a histogram of frequencies of each parameter, from which basic information about the
dataset can be deduced. Firstly, the time figure shows that the data was not recorded continuously, but with
a gap in between. Furthermore, considering the fact that both wind angle sensors measure the same quantity,
the graphs are deviating considerably. A correspondence in the wind angle measurements is that most of the
time, the wind is coming approximately from the front. The wind speed sensor 1 and 3 show rather good corre-
spondence, while sensor 2 does not comply and contains notable outliers. The current is mainly going to port
side, deducing from the current angle measurement, and is mainly of magnitude 0.1 to 0.4m/s.

Then, considering histograms of frequencies of the kinematics, the surge error, sway error and yaw error are
mainly very close to zero, with some exceptions considering the large scale of the x-axis. The exceptions are lim-
ited, as none are actually visible, and the cause is a change in the reference position and heading, automatically
increasing the error suddenly. Considering the surge velocity and sway velocity, the data appears, apart from
some outliers, normally distributed. The normal distribution is caused by the fact that the DP system aims to
keep the ship on position, but in reality moves slightly around the reference position. The outliers are located
again due to the change in set points, after which the ship will move with a constant velocity to the new po-
sition, leading to the smaller peaks further away from zero. Lastly, the roll and pitch motion, all measured by
three sensors, show similar response for each feature. Apart from some outliers, these parameters are normally
distributed, which is in line with the natural motion of a ship.

The third category that is included in the histograms of frequencies is the power plant. Both azimuths are
mainly facing forward, which is particularly in line with the wind also mainly coming from the front. Also,
the RPM set point of both azimuths are similar, which is logical considering their comparable location and the
quadratic objective function of the thrust allocation algorithm. The comparable behaviour of two thrusters is
also applicable to bow thruster 1 and 2 for the same reason as for the azimuths. Bow thruster 3, however, is
turned off in the complete dataset. Lastly, the DG histograms show that mainly DG 1 and 4 are used and all run
mostly on low power. The other DGs are mainly switched off.

3.3.2. Correlation to power consumption
The measured parameters from Table 3.1 are correlated to a certain extent to the generated power. To improve
the understanding of the content of the dataset, the correlation between each feature and the generated power
is calculated. The measure that is used for the expression of the correlation between two features is the PPMC,
which is presented as a linear measure of accuracy between the observed and the estimated power in equation
2.22 and as correlation between two independent variables in equation 3.1. A value of the PPMC is denoted by
ρxi,xj

and varies from -1 to 0 to 1, which is the indication whether the two features are negatively correlated,
not correlated, or positively correlated respectively. The result of the calculation of the PPMC of each feature
with respect to the total generated power is shown in Table 3.2.
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Environmental Loads and time Kinematics Power Plant
Feature PPMC Feature PPMC Feature PPMC
Time - Surge Error -0.05 Angle Azimuth 1 -0.05
Wind angle 1 0.09 Sway Error 0.06 Speed Azimuth 1 0.41
Wind angle 2 -0.02 Yaw Error -0.01 Angle Azimuth 2 -0.05
Wind speed 1 0.26 Surge Velocity 0.05 Speed Azimuth 2 0.41
Wind speed 2 0.30 Sway Velocity -0.01 Speed Bow thruster 1 -0.17
Wind speed 3 0.29 Heading -0.17 Speed Bow thruster 2 -0.16
Current Angle -0.19 Roll Angle 1 0.03 Speed Bow thruster 3 -0.09
Current Speed 0.41 Roll Angle 2 0.03 Power DG 1 0.35

Roll Angle 3 0.02 Power DG 2 0.02
Pitch Angle 1 0.19 Power DG 3 0.54
Pitch Angle 2 -0.20 Power DG 4 0.45
Pitch Angle 3 0.20 Power DG 5 0.69

Table 3.2: Correlation of parameters and total generated power (PPMC)
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Table 3.2 shows a significant difference in correlation between the three categories of features. The environ-
mental loads and time category shows a relatively high correlation to the power for the speed of the current and
the wind. The angles, however, show low correlation, which is logical due to the fact that these are parameters
between 0 and 2π that affect the power non-linearly. Then, considering the kinematics of the ship, the correla-
tion is low again. Lastly, the power plant category shows for the azimuths a relatively high correlation, which
is logical due to the fact that a higher thruster set point would require more power. The bow thrusters are less
correlated due to the fact that these can operate in two directions, in which the power would both increase. The
DGs show high correlation, due to the fact that the total generated power value is calculated using the set points
of the individual DGs. The remarkably low value for DG 2 is due to the fact that this DGwas turned off during
the complete period of the dataset, which is also shown in Figure 3.2.

3.3.3. Feature correlation
The correlation of each parameter to another is shown in a table form in Figure 3.3. This table confirms the
previous observations from the histograms of frequencies. Considering the wind speed sensors, sensor 1 and 3
are highly similar, while sensor 2 is deviating considerably. Furthermore, the rotational speeds of the azimuths
correlate relatively high to the wind speed. Then, considering the sensors of the pitch and roll angles of the ship,
the three show an unambiguous result.

Considering the power plant components, the azimuths show high correlation both in RPM and in their
angle. Also, bow thruster 1 and 2 cooperate significantly, which is all the result of the thrust allocation algorithm.
Another observation from the table is the fact that the azimuths mostly receive their power from DG 3. The
correlation within the other DGs is very low, which is an indication that the load is not equally shared over all
DGs.

To summarize, Figure 3.3 shows that the data is not linearly correlated. The methods that are elaborated
in Chapter 2 are developed to treat non-linearities and are therefore able to capture the non-linearities that are
observed in the correlation matrix.
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3.4. Feature identification
The parameters that have been analysed in this chaptermay not directly be suited as input for amodel. A feature
is deduced from one ormultiple parameters, leading to an actual quantity that can be used in amodel. Table 3.1
shows that some quantities appear more than once in the dataset. This means that multiple parameters express
this quantity, which are generated by individual sensors. In order to obtain the correct value of the features such
that it can be used in a model, these parameters need to be combined into one. This is then assumed to be the
true value of that feature.

Three different approaches are used to determine the true value of the feature. Firstly, for the roll angle and
the pitch angle, the signals are very similar, apart from a constant difference between each. The average of the
three parameters is taken to determine the actual value. The second approach is applicable to the wind angle, of
which only two signals exist. Both signals are decomposed in an x-component and a y-component, which are
then averaged. The angle between these average values is then calculated to obtain the actual value for the wind
angle. Lastly, for the wind speed, a voting algorithm is implemented as the values of the individual signals are
not consistent, which is proposed in Sørensen [48]. This algorithm first determines whether one of the sensor
has a faulty measurement, which is either a sudden extreme high change or a sudden value of zero. If a sensor
provides a faultymeasurement, the average between the other two sensors is taken. Most of the time, the sensors
provide a non-faultymeasurement. In that situation, the average of the two sensors that are closest to each other
is taken, yet taking a transition period into account to prevent excessive switching.

The dataset does not contain any information about waves, so this needs to be deduced from the dataset. A
table is used to scale the significant wave height and the mean wave period from the wind speed. This table is
included in a DP capability analysis of the ship is performed byMARIN. The table is presented in Appendix E,
as adopted from the capability analysis [49].

The result from the processing of the parameters to obtain feature data is shown in Figure 3.4. Firstly, Fig-
ure 3.4a at the top left considers the magnitude and the direction of which the wind is coming from. From the
figure, it is clear that the ship is mostly positioned with the bow pointing towards the wind. Secondly, at the
top right in Figure 3.4b, the speed and direction towards which the current is flowing is plotted. Lastly, the
wave data is plotted in the figures below, Figure 3.4c and Figure 3.4d. As this data is scaled from the wind data,
the similarity to the wind plot is high. The mean wave periods that the ship encountered ranged approximately
between 3 and 9 s.
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Figure 3.2: Histograms of frequencies of parameters
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(a)Wind speed [m/s] and direction distribution
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(b) Current speed [m/s] and direction distribution
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Figure 3.4: Input feature contents



4
Results

In this chapter, the results of the application of the methods described in Chapter 2 to the data as described in
Chapter 3 are presented. The structure of this chapter is according to themodel previously introduced structure,
shown in Figure 4.1. In this figure, the models have been given a colour, which is used consistently throughout
this chapter in the visualization of the results. This chapter starts with the presentation of the results of the four
projection models in Section 4.1. Afterwards, in Section 4.2, the results of the two forecast models are shown.
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Figure 4.1: Structure of models with colour indication

4.1. Projection models
In this section, the results of the projection models are presented. This starts by elaborating on the measures of
accuracy of eachmodel, which is visualized using a bar chart. Afterwards, the distribution of the errors is further
elaborated. Lastly, scatter density plots are presented to enhance understanding of the accuracy of each model.

In Table 4.1, the measures of accuracy for each model are shown. The first measure of accuracy, the PPMC,
is a measure of linear correlation between the observed power and the estimated power, whereas the other mea-
sures only express the error. The PPMC values for the PMs are very similar, but the dynamic model correlates
slightly higher to the observed power compared to the static model. The PPMC of the DDM shows a value
that significantly outperforms the PMs. Furthermore, a slight improvement in correlation is found when in-
cluding the dynamic model in the DDM, being the hybrid model. The other measures are expressions for the
error specifically, rather than the more broad expressions of accuracy. These are discussed below, supported by
Figure 4.2.

34
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Model PPMC MAE RMSE MAPE REP
[-] [kW] [kW] [%] [%]

Static model 0.334 110.0 159.6 21.2 32.2
Dynamic model 0.341 112.6 163.7 21.7 33.1
DDM 0.743 53.7 85.9 11.2 17.3
Hybrid model 0.749 52.6 85.4 10.9 17.2

Table 4.1: Measures of accuracy of projection models

The last four measures of accuracy are visualized in a bar chart in Figure 4.2. These measures of error show
the same behaviour regarding the performance of the models relative to the others. The PMs show similar per-
formance, but with a slightly less accurate estimation of the dynamic model with respect to the static model,
which is the opposite trend of the PPMC. The DDM estimates the power consumption with a significantly
higher accuracy than the PMs. Lastly, the hybrid model, integrating the dynamic model in the DDM, results in
a slightly higher performance than the regular DDM.
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Figure 4.2: Measures of error comparison of projection models

TheMAE and theMAPE are further investigated to highlight the differences in the accuracy of the models.
Figure 4.3 shows the distributions of the absolute error at the left and the absolute percentage error at the right
for all fourmodels. These are divided into PMs at the top, Figure 4.3a and Figure 4.3b, and theDDMandhybrid
model at the bottom, Figure 4.3c and Figure 4.3d. The horizontal axis of the bottomfigures are alignedwith the
horizontal axis of the top figures, and equal bin sizes are taken to enable correct comparison. The vertical lines
in the graphs are the mean values of the distributions of each model, being the MAE at the left and the MAPE
at the right.

The results of the absolute error and the absolute percentage error distributions are complementary. The
static model is again similar to the dynamic model. In the bottom figures, the shape of the distribution deviates
significantly from the ones at the top. The DDM and the hybrid model have a concentration of the error closer
to zero, which also results in their means to be located closer to zero. Furthermore, considering the difference
between the hybrid model with respect to the DDM, the distribution is even more concentrated close to zero.
The inclusion of the dynamic model has thus resulted in a slightly more accurate projection based on these
figures.

The spread of the results is visualized in scatter density plots in Figure 4.4. The top figures, Figure 4.4a and
Figure 4.4b, show again the PMs, while the bottom ones, Figure 4.4c and Figure 4.4d, show the DDM and the
hybridmodel. In each figure, the horizontal axis shows the observed power consumption, as recorded in the data,
and the vertical axis shows the power that is estimated by eachmodel. For improvement of the visualization, the
figures are zoomed in to the range where themajority of the data points are located. Furthermore, the density of
the points is marked as a gradient from the model specific colour towards yellow. A perfect model would result
in the points being located at the diagonal line where the estimated values are equal to the observed values.
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(a) Absolute error PMs
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(b) Absolute percentage error PMs
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(c) Absolute error DDM and hybrid model
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(d) Absolute percentage error DDM and hybrid model

Figure 4.3: Distribution of errors of projection models

From the top figures, the relatively high error in the estimation of the PMs is visible, as the points are spread
over the figures. The bottom figures show a more accurate estimation, as the points are more concentrated near
the diagonal. Comparing the DDM with the hybrid model, the hybrid model is more spread over the figure.
However, in the hybrid model, a more yellow area is located around the diagonal. This means that the hybrid
model outperforms the DDMmost of the time, but suffers from a decrease in accuracy caused by outliers.

The last visualization of the results of the projection models is a plot of estimated power consumption over
time in comparison with the observed consumed power. Figure 4.5 shows the power over the complete dataset
and an enlarged version of one hour for each model. The Figure 4.5a and Figure 4.5c consider the PMs, while
Figure 4.5b and Figure 4.5d consider the DDM and hybrid model. Using the observed power, shown in yellow,
for comparison, the performance of each model is clearly visible.

Firstly, the large time horizon, shown in Figure 4.5a andFigure 4.5b, is considered. Both the staticmodel and
the dynamicmodel, in Figure 4.5a, show large similarity, only the dynamicmodel is less sensitive to fluctuations.
Both models, however, deviate considerably from the observed power. The DDM in Figure 4.5b, on the other
hand, is able to approximate the observed power rather accurately, as well as the hybrid model.

Considering the enlarged graphs, the behaviour of themodels is evenmore clear. Again, the dynamicmodel
is consistently in the order of magnitude of the static model, but fluctuates less, as shown in Figure 4.5c. Their
accuracy, however, is at the first half of the hour very low, as the power is highly overestimated. Afterwards,
in the second half of the hour, the PMs are slightly underestimating the observed power. The DDM and the
hybrid model, on the other hand, do capture the correct trend, also in the enlarged graph, which is shown in
Figure 4.5d. TheDDM in particular is also able to follow the observed power during transients, which is shown
at t = 8.55h and between t = 8.9h and t = 9.0h. The hybridmodel shows a larger deviation during transients
and is fluctuating more in than the DDM.



4.1. Projection models 37

200 400 600 800 1000 1200
Observed power [kW]

200

400

600

800

1000

1200

E
st

im
at

ed
 p

ow
er

 [k
W

]

0

20

40

60

80

(a) Static model

200 400 600 800 1000 1200
Observed power [kW]

200

400

600

800

1000

1200

E
st

im
at

ed
 p

ow
er

 [k
W

]

0

20

40

60

80

(b) Dynamic model
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Figure 4.4: Scatter density plots of projection models
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Figure 4.5: Power over time comparison of projection models to observed power
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4.2. Forecast models
This section contains the results of the model selection, tuning, and simulation of the forecast models. Firstly,
the measures of error for the DDM and the hybrid forecast model are presented. Afterwards, a visualization
of the error over the forecast length is shown. Then, the evolvement of the accuracy is elaborated using scatter
density plots for each model. Lastly, an example plot over time is presented.

Table 4.2 contains the values of the four measures of error for the DDM and the hybrid forecast model for
each forecast horizon. The values of the measures of error are very similar for the DDM and the hybrid model.
The general trend is an increase of the error as a point further in the future is estimated.

Forecast MAE [kW] RMSE [kW] MAPE [%] REP [%]
length [s] DDM Hybrid DDM Hybrid DDM Hybrid DDM Hybrid
∆+ = 1 12.2 12.1 19.8 19.5 2.8 2.9 4.1 4.0
∆+ = 15 25.4 26.0 54.7 50.4 6.0 6.1 11.3 10.5
∆+ = 30 27.2 30.1 56.7 56.9 6.4 7.4 11.8 11.8
∆+ = 60 29.8 30.3 59.7 55.1 6.8 7.1 12.4 11.4
∆+ = 120 31.1 30.6 59.0 55.5 6.9 6.8 12.2 11.5

Table 4.2: Measures of error of forecast models

The values of the measures of error can be plotted over forecast length to show the evolvement of the errors,
which is done in Figure 4.6. This is shown for the MAE in Figure 4.6a, the RMSE in Figure 4.6b, the MAPE
in Figure 4.6c and for the REP in Figure 4.6d. The orange lines consider the DDM and the green lines consider
the hybrid model. The dashed lines are the associated values of the prediction models from Section 4.1. This is
shown here to indicate the accuracy of the forecast models with respect to the prediction models.

The accuracies of the forecast models decrease generally when forecasting further in the future. The evolve-
ment of the accuracy, however, is slightly different for each measure of error. Considering the estimates of 30 s,
60 s and 120 s in the future, the accuracy remains relatively constant. When comparing the lines of the DDM
forecast and the hybrid forecast, the performance is very similar. Comparing the forecast models to the predic-
tion models, the error is always significantly lower.

0 20 40 60 80 100 120

Forecast length "+ [s]

0

10

20

30

40

50

M
A

E
 [k

W
]

DDM forecast
Hybrid forecast
DDM projection
Hybrid projection

(a)MAE

0 20 40 60 80 100 120

Forecast length "+ [s]

0

20

40

60

80

RM
SE

 [k
W

]

DDM forecast
Hybrid forecast
DDM projection
Hybrid projection

(b) RMSE

0 20 40 60 80 100 120

Forecast length "+ [s]

0

5

10

M
A

PE
 [%

]

DDM forecast
Hybrid forecast
DDM projection
Hybrid projection

(c)MAPE

0 20 40 60 80 100 120

Forecast length "+ [s]

0

5

10

15

RE
P 

[%
]

DDM forecast
Hybrid forecast
DDM projection
Hybrid projection

(d) REP

Figure 4.6: Measures of error over forecast length of forecast models
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The scatter density plots for theDDMand the hybridmodel forecasts are shown in Figure 4.7 and Figure 4.8
respectively. The orange scattered figures consider the DDM forecasts, and the green scattered figures consider
the hybrid forecasts. Yellow areas represent the highest concentration of points in that figure, which changes
gradually towards either orange or green as the density decreases. Each scatter plot is the result of a single model
that forecasts a certain∆+ in the future.

The decrease in accuracy as the forecast length increases is also visible in the scatter density plots for both
forecast models. For∆+ = 1, the points are highly concentrated around the diagonal, implying the estimations
to match the observations accurately. The points are more scattered as the forecast length increases, although
still containing the highest concentration, marked with yellow, at the diagonal.
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Figure 4.7: Scatter density plots of data-driven forecast
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The last visualization of the performance is again the power over time, which is shown in Figure 4.9. The
length of the time horizon is smaller than the one of the projectionmodels, due to the nature of the model. The
projection models are developed for the long term and are merely based on the weather forecast to estimate the
power, while the forecast models are dependent on recent behaviour. In the figure, the yellow line is again the
observed power, while the orange and the green line are distinct forecasts of the DDM and the hybrid model,
respectively. Five points are considered, from which a forecast is made certain periods ahead in the future,∆+,
which are {1, 15, 30, 60, 120}s.

The graph clearly shows the short-term behaviour of themodels, which is the core of the forecastmodels. In
the start of each forecast, 1 s and 15 s in particular, themodels are able to capture the high frequency fluctuation.
When forecasting further in the future, up until 120 s, the overall trend is correctly captured. A deviation is
found, however, when comparing the DDMwith the hybrid model. The DDM captures the behaviour of the
observed power slightly more accurate than the hybrid model.

9 9.05 9.1 9.15 9.2 9.25 9.3
Time [hours]

300

350

400

450

500

550

600

Po
w

er
 [k

W
]

Observed power
Data-driven forecasts
Hybrid forecasts

Figure 4.9: Examples of power over time of forecast models



5
Discussion and Recommendations

In Chapter 4, the results of each of the six models were presented and described. This chapter continues on
the results by first further discussing and interpreting the results, which is done in Section 5.1. Afterwards,
in Section 5.2, the connection to the implementation in an EMS is made, as this is the initial motivation of
developing a power forecast. The last part of this chapter describes recommendations for further research in
Section 5.3.

5.1. Discussion
This section starts with an elaboration on the results of the PMs. Afterwards, this is put in a larger perspective by
including the DDM projection and the hybrid projection. Then, the forecast models are added to the compar-
ison to obtain an overall view of the results and to determine the way the models are integrated for a long-term
forecast.

The accuracy of the static model is slightly higher than the dynamicmodel for eachmeasure of error. As the
dynamic model captures more of the physics of the actual system, this is contradicting. A reason for this is that
the dynamic model contains significantly more uncertainties than the static model. The EOM contain matrices
with values that are scaled from a similar ship. This leads to reasonable behaviour, but also to a deviation from
the actual behaviour. The PID controller needs to respond to the behaviour of the ship, so a deviating behaviour
will lead to deviating controller response.

Furthermore, the implemented controller is a PID controller that is tuned with only one setting to capture
the complete range of environmental conditions from the data. In the actual system, the controller is a signifi-
cantly more advanced algorithm that pre-processes the signal. This was not available for this research, thus the
response and the associated power consumption also deviate. As explained in Section 2.2, the PID controller
was tuned iteratively. Each time that stable and reasonable behaviour was achieved, the error of the power con-
sumption was calculated. The results from the iterations showed that the power consumption was not highly
affected by the settings of the PID controllers. The error of the dynamicmodel power estimationwith respect to
the observed power was in the range of approximately 20 tot 25 % error (MAPE), in which the eventual model
was 21.7 %.

As mentioned in Section 4.1, the scatter density plots of the DDM projection and the hybrid projection
deviate. This deviation was particularly visible in the spread of the data points. The hybrid model had a larger
spread and a stronger density at the diagonal with respect to the DDMof which the net results showed a slightly
higher accuracy for the hybrid model. As the only difference between the two models is the inclusion of the
dynamic model, this is also the cause for the deviation. The spread of the dynamic model is high and as equal
weight is given to each of the input features, the inaccuracy of the dynamic model affects the hybrid model too.
Within regular behaviour, the dynamicmodelwas able to improve the hybridmodel, but at deviating conditions,
the dynamic model negatively affected the hybrid model performance.
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Throughout the results, theDDMsperformvery similar to the hybridmodels. Thus, including the dynamic
model in a DDM to obtain a hybrid model does not result in significantly higher accuracy. The environmental
conditions, as input of the models, however, are dependent on a weather forecast, which has its own accuracy
too. The combination between the accuracy of theweather forecast and the accuracy of the power consumption
estimation decreases the relevance of the decimal digits of the errors. As the error values of the DDMs and the
hybrid models are approximately equal, the choice should not merely be based on the accuracy of the models.
Another relevant aspect of the performance of a model is the model complexity. The inclusion of the dynamic
model does lead to additional computational complexity. Therefore, choice should be made to use the DDMs
for the estimating future values of the power consumption.

The measures of error for the forecast models show that the accuracy at 120 s in the future is similar to
the forecasts at 60 s and 30 s. This is counterintuitive, as an estimation of a point further in the future should
be less accurate than an estimation of a point nearer in the future. The expectation is that this is caused by
two limitations in the models. Firstly, the observed power throughout the complete research is total generated
power, including auxiliary load. The auxiliary load is dependent on significantly more variables than merely the
environmental conditions, such that the model was not able to estimate the power consumption correctly and
the accuracy decreased already significantly at 30 s in the future. Secondly, the size of the kernel, which was set
for these results at 4000, may not be sufficient to capture the behaviour accurately. A kernel size of 4000 was
chosen as the result of a tradeoff between accuracy and computational complexity.

Apart from the forecast models for 30, 60 and 120 s distinctly, the forecast models generally decrease in
accuracy when forecasting further in the future. This is a logical trend, as the states of the ship in the recent
past become less relevant when forecasting a point further in the future. At a certain point of future estimation,
the recent past will become less relevant in such a way that the projection model will outperform the forecast
model. From that point on, the future values of the power consumption should be estimated by the projection
model. The exact point to switch from forecastmodel to projectionmodel should bewhen the projectionmodel
outperforms the forecast model. This point, however, is not known yet, as the forecast is made up to 120 s, for
computational complexity reasons, at which the forecast is still more accurate than the projection model.

Considering a bigger picture, the choice for the forecastmodels in the near-future and the projectionmodels
for the far-future is also a logical choice. The reason for this is that the recent past behaviour of the local envi-
ronmental conditions, as measured on board, and the power consumption are highly relevant in the near-future.
This is because the exact situation the ship is experiencing at a certain moment can be retrieved from recent data
and is likely to be also applicable to the near-future. For the far-future, the relevance of the recent past behaviour
is lower, because the environmental conditions change due to themeteorological behaviour of a larger area. The
environmental conditions in the far-future can therefore be predicted with a higher accuracy by advanced me-
teorological models, hence projecting the power consumption from the weather forecast is more relevant in the
far-future.

5.2. Applicability
Chapter 1 contained an introduction to the topic of this research and indicated a clear research gap. The power
plant on board of ships performing a DP operation are now often controlled with a relatively simple EMS. As
previous research has shown, for ships performing a transit, a more advanced EMS can significantly improve
performance. Therefore, more advanced strategies in the control of the power plant during DP operation will
also increase performance during these operational modes. A more advanced strategy includes future load and
optimizes for a horizon in the order of magnitude of the operation horizon. The main issue, however, is that
future load is unknown.

This research aimed to investigate how the future power consumption during DP operations can be pre-
dicted. The results showed that a distinction can be made between a near-future forecast and a far-future pro-
jection, with the switch at 120 s. In the near-future, TS in combination with a KRLS approach can accurately
forecast the power consumption. The length of the near-future forecast is sufficient to decide whether a DG
needs to be started and to complete the actual starting and connection procedure. With an error of approxi-
mately 7 % at 120 s, the forecast is also sufficiently accurate to make this decision thoughtfully. Moreover, a
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far-future projection using KRLS based on the weather forecast can be extended to a length in which the ac-
curacy of the weather forecast is sufficiently reliable. With an error of 11 % approximately, the overall course
of the power consumption can be predicted sufficiently accurate to enable the EMS to define a schedule of the
set points of the components in the power plant. Additionally, the far-future projection algorithm is lower in
computational complexity, enabling the far-future power consumption to be calculated real-time. The multi-
horizon prediction strategy can thus enable the EMS to proactively control the power plant, maximizing its
performance.

5.3. Recommendations for future research
Themain objective for the development of an algorithm to predict future power consumption is the implemen-
tation in an EMS that can optimize over a larger horizon. Therefore, succeeding research should be the develop-
ment of an EMS that takes this future power consumption into account. This has already been investigated for
transits, but as a DP operation is deviating considerably from the operational profile of a transit, the EMS will
deviate too. One of the most commonly used method for inclusion of future knowledge is MPC, which is also
used often throughout the studies regarding the EMS of a transit.

An improvement of this research can be made if it is developed with a more complete dataset and a more
realistic dynamic model. The used dataset contained raw signals of the wind sensors and this was processed to
obtain wave information. Furthermore, only the total generated power was included in the data, rather than
merely the thruster power consumption. Also, the thruster bias setting was not included in the data, nor the
model. Considering the development of a more realistic model, a more advanced calculation should be made
for the EOM, and the actual algorithm of the PID controller and thrust allocation, including pre-processing of
the signals, should be implemented. Lastly, adding as input the changes in set position can further improve the
accuracy of themodels. However, this would, when considering the implementation of the power prediction in
an EMS, require the operator to define the path of the position set point in advance, which is often complicated.
These adaptations could significantly improve the performance of all models, but should be implemented or not
dependent on the application of the power prediction.

Another recommendation for future research considers the fact that the focus of the models has been on
the interpolation performance. An interesting extension would be to focus on the extrapolation performance
of the models. This is particularly interesting when developing the hybrid models such that the extrapolation
performance is high. The expectation is that this model will then outperform the DDM considerably.

The last suggestion for future research considers the influence of the accuracy of the weather forecast. As
indicated in the demarcation of the research in Section 1.5, the accuracy of theweather forecast is not considered
in this research. This is, however, an important point, as no weather forecast is perfect. This imperfection will
lead to additional deviations from actual power, especially in the projection models. Research on the influence
of the weather forecast accuracy on the future load estimation would be valuable, and from its conclusions, an
assessment can be done whether measures need to be taken to increase accuracy in other ways.





6
Conclusion

In order to reduce the environmental footprint of the maritime sector, ships should reduce their energy con-
sumption. Ships equipped with a DP system require significantly more energy with respect to conventional
systems to keep the ship on position. The power plants on board of these ships that provide energy to the DP
system have increased in complexity, requiring more advanced strategies of EMSs to benefit from this increase
in complexity. State-of-the-art strategies for EMSs during DP only optimize for the current state, while consid-
ering the complete operation horizon would enable a significant improvement in total performance. One of the
major difficulties for this, however, is the fact that research on power predictions is limited. This research aims
to predict the power consumption of a ship performing a DP operation.

In Section 1.4, the research questions for this research are formulated. Below, the three SRQs are answered
first distinctly. Afterwards, based on these answers, the answer on theMRQ is answered, being the final conclu-
sion of this research.

SRQ1: How can the instantaneous power consumption of a DP operation be predicted?

For the prediction of instantaneous power consumption during a DP operation, four models are compared:
a static model, a dynamic model, a DDM, and an integration of the latter two, a hybrid model. The static and
the dynamic model, being the PMs, perform similar, but often show significant deviations from the observed
power, leading to a MAPE of respectively 21.2 % and 21.7 %. The dynamic model, although capturing more
physics, performs slightly less accurate than the staticmodel, which is due to the large uncertainties in the choices
in the EOM and the PID controller. A model with a higher accuracy is the DDM, which is based on the KRLS
method. Thismodel results in an error of 11.2%. Similar performance is found for the hybridmodel, integrating
the dynamic model in the DDM, as the error is 10.9 %.

SRQ2: How can the near-future power consumption of a DP operation be predicted?

For the prediction of the near-future power consumption, two forecastmodels are developed. Thesemodels
are based on the recent past behaviour of the environmental conditions and the power consumption, as well as
theweather forecast at themoment that is to be forecast. The firstmodel, theDDM, uses aTS approach as input
for a KRLS model. The second model considers a hybrid model, integrating the dynamic model as extra input
in the lattermodel. The results show that the inclusion of the dynamicmodel does not significantly improve the
performance of themodel. Bothmodels are highly accuratewhen forecasting only a few seconds in the future, as
the error is less than 3 %. As the forecast length increases, the accuracy first decreases slightly, but after 30 s, the
error remains constant until 120 s, approximately 7 %. It is expected that this is caused by choice of the kernel
matrix size and the fact that the observed power also contains auxiliary power.
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SRQ3: How can the far-future power consumption of a DP operation be predicted?

For the prediction of the far-future power consumption, the models of the instantaneous power prediction
from the first SRQ are used. These models are labelled as the projection models, as the power consumption is
calculated from the weather forecast. The projection models are able to project the power consumption from
the weather forecast as long as the weather forecast is reasonably accurate. The accuracy of the weather forecast,
however, is not considered in this research, thus successive research to investigate the influence of this would
enhance the correctness of the power prediction in the far-future.

MRQ: How can the power consumption of a dynamic positioning operation of a ship real-time be
predicted most accurately?

The power consumption of aDPoperation canmost accurately be predicted real-time using amulti-horizon
data-driven prediction. The multi-horizon is split up in a near-future and a far-future, for which the switch is
located at 120 s. In the near-future, a combination between TS and KRLS, merely based on past data, results
in a prediction that is sufficiently accurate to enable short-term decision-making of the EMS. For the far-future,
a projection model, merely using past data as input for a KRLS model, is sufficiently accurate to enable the
EMS to define a schedule for optimal settings of the power plant. Implementation of this multi-horizon power
prediction in an EMSwill therefore lead to amore sustainable DP operation, and thus to a lower environmental
footprint of the maritime sector.
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A
Literature review

A.1. Introduction
The large environmental footprint of the maritime industry needs to be reduced to contribute to the goal of
limiting global warming. As the temperature of the earth has been rising over the past decades, countries all over
the world have joined their efforts to limit the increase to 2◦C [3]. Themaritime industry has a significant share
in the emission of greenhouse gasses that are the cause for this increase [5]. Therefore, measures need to be taken
to reduce the environmental footprint of the maritime industry.

To reduce the environmental footprint, the use of fossil fuels and raw materials need to be reduced. Fossil
fuels are nowadays used abundantly to power ships and are often required as energy source to manufacture ship
parts from raw materials. Research on the reduction of both the consumption of fossil fuels as well as the use
of ship parts is therefore highly relevant. The consumption of fossil fuels and the condition of ship parts are
dependent on the way the power plant is being operated.

The operating strategy has an influence on both the energy consumption and the condition of the power
plant components. The efficiency of diesel generators is dependent on their operating point [8]. Furthermore,
charging and discharging an Energy Storage System (ESS) brings associated energy losses [50]. Moreover, a
power plant contains multiple stages from fuel to thrust that also induce conversion losses [51, 52]. Addition-
ally, a diesel engine can degrade having multiple causes, which are, among others, fluctuations in the load [53],
running at part load [8] and frequent start/stop procedures [17]. As these phenomena lead in the long term to
increased fuel consumption [54] and thus to harmful emissions [55], these must be prevented. An ESS can also
decrease in efficiency due to ageing or inaccurate use [50]. As this is all mainly dependent on the way the power
plant is operated, an EMS, which controls the settings of the power plant, is important [8, 28, 56].

DuringDPoperations, a ship “[...] maintains its position andheading (fixed location or pre-determined track)
exclusively by means of active thrusters.” [7]. These thrusters require power, which is provided by the power
plant. The amount of required power is dependent on the environmental loads acting on the ship, which can be
fluctuating. This also induces fluctuations in the power plant, which leads to high energy consumption and an
increased stress on the power plant. Low frequency fluctuations can lead to frequent start/stops procedures of
diesel generators. These consequences of fluctuations could be reduced by adaptively adjusting the setpoints of
the components in the power plant. This requires, however, a power forecast, which has not yet been developed
for DP operations.

The research that is to be performed comprises two phases. The first phase is the development of an algo-
rithm that forecasts the power demand during DP operations in the long term for real-time application. The
second phase consists of the implementation of this power forecast in an EMS tominimize energy consumption
while considering the impact on the condition of the power plant. This report is the literature review for the
research and will investigate previously performed studies on several pillars to construct a basis for the actual
research.

53
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Several elements will not be included in this literature review, as those will be assumed to be known. Firstly,
advanced weather models are widely available and used in DP systems, so this literature review will not treat
this. Secondly, the power forecast should be applicable to the DP system of RHMarine. The thrust allocation
algorithm has a large influence on the power consumption and thus, the algorithm of RHMarine will directly
be used.

This report starts with the literature review in Section A.2 in which five pillars will be elaborated: Energy
Management, Dynamic Positioning, Environmental Loads, Thruster PowerConsumption andData Processing
for Forecast. Then, in Section A.3, a reflection will indicate the gaps in the literature, resulting to the unique
contribution of this research. In Section A.4, the aims and objectives of the research are defined. Lastly, this
report is concluded in Section A.5.

A.2. Literature Review
The research that is to be performed is based on a number of pillars of which the previous literature will be elabo-
rated in this chapter. The first pillar is energy management (Section A.2.1), as the incentive of the development
of a power forecast is its implementation in the EMS to improve performance. The second pillar is dynamic
positioning (Section A.2.2) as the power forecast will be developed for DP operations. The third is the envi-
ronmental loads (Section A.2.4), because the wind, waves and current all need to be compensated to maintain
position and therefore affect the power consumption significantly. The fourth pillar is the power consumption
calculation of a thruster (Section A.2.5), as this is the translation from electrical to mechanical energy. The last
pillar is data processing for forecast (Section A.2.6), as the forecast will be based on historical data of the ship
and this needs to be processed before use.

The structure of each section in this chapter will be consistent for each pillar. First, an overview of the
literature for that specific pillar is provided. This is then summarized in a table in the second paragraph. The
last paragraph concludes the pillar to establish a basis for the conclusion of the complete literature report in
Section A.5. All literature is also included in an overview that indicates which specific elements are part of an
article. This enables the literature review to be done in a systematic way. The overview is shown in appendix
A.6.

Requirements of the literature
Toensure a proper scientific level of this research, the literature reviewneeds to be based on literature of sufficient
scientific level too. Therefore, the selection of literature needs to comply with certain self-defined requirements
in order to be included in the review. However, as the maritime industry is quite a niche, the availability of a
sufficient amount of literature is rather low. Therefore, a tradeoff ismade to ensure both high scientific level and
sufficient coverage of performed research.

Figure A.1 shows the flowchart to assess the scientific level of an article. The requirements are based on the
credibility of the journal and the author, as well as the year of publishing. Scientific journals are categorized each
year in four quartiles that rank their scientific journal prestige indicator (SRJ2), as described by Guerrero-Bote
andMoya-Anegón [57]. If an article is included in a journal of quartile one, the article is directly considered to
have sufficient scientific level. In the situation that the journal is in quartile two, the author’s h-index is assessed.
The minimal h-index of the author with the highest h-index needs to be 10 in order to consider the article to be
of sufficient scientific level. In the situation that an article is part of a conference proceeding, the highest author
also needs to comply with the previouslymentioned criterion. Journals with a rating lower than quartile two are
considered as insufficient. Furthermore, literature that is provided by authorities or class bureaus is also accepted
to be included in the literature review, aswell as bookswritten by a credible author. In the situation that an article
is too old such that an SRJ2 rank is not available, the article is assessed individually whether it complies with a
comparable scientific level. Lastly, for each article, publishing year in combination with its content is assessed to
ensure the article is not outdated.
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Figure A.1: Flowchart of requirement compliance for scientific value

A.2.1. Energy Management
An EMS is in fact a PowerManagement System (PMS) with extended functionality [48]. A PMS is responsible
for the balance between power demand and supply for the instantaneous operating condition. An EMS con-
siders a larger scope by controlling and monitoring the energy flow in the complete power plant. This way, the
EMS not only ensures balance between power demand and supply, but can also be optimized for a predefined
objective. The strategy of the EMS can also vary significantly dependent on the objective. This variety becomes
clear when investigating previous research, as will be shown in this section.

The power plant of a ship is designed considering a specific operational profile and taking into account ob-
jectives defined by the shipowner. Each technology that is added to a power plant, results in more degrees of
freedom that needs to be controlled by the EMS, but can also offer possibilities to reduce energy consumption,
emissions and costs. An ESS, such as a battery, ultra-capacitor (UC) or a flywheel, can significantly reduce emis-
sions by storing an excess amount of energy and releasing this when required [58]. Furthermore, a fuel cell is
emission free, but requires a low ramp rate of the power [59]. Therefore, an EMS is crucial for the optimal use
of the power plant.

Literature
A recent study about the current status and future challenges regarding hybrid power and propulsion systems is
performed by Berkehan Inal, Charpentier, andDeniz [60]. Two significant challenges arise in this article, which
is the improvement of energy storage and optimization of EMS. Moreover, Geertsma et al. [8] provide a review
of developments in this research area. The authors state that the control strategy is one of themost import factors
to exploit full potential of the power system. In this paragraph, literature about the various energy management
strategies will be elaborated.

Rule based strategies Hein et al. [9] addressed the issue of the high computational burden of searching the
global optimum inoptimizationmethods for energymanagement. As constraints in different operationalmodes
differ, a rule based EMS can significantly reduce computational efforts as only local optima would need to be
found. The developed strategy showed proper performance in terms of reliability, redundancy and fuel con-
sumption, but did not take the impact on the condition of the ESS into account. Accetta and Pucci [10] have
performed a research with a similar aim. A yacht consisting of diesel generators, battery, PV solar panels and a
wind turbine was considered. An EMS was implemented combining the advantages of both a rule based strat-
egy and an optimization based strategy. This way, a global optimum can be found by only having to search for a
local optimum, whichwas also done byHein et al. The result showed a reduction in fuel consumption, a reliable
operation and, in contrast to Hein et al., the strategy did not force high stresses on the battery when operating
in normal conditions.

Han, Charpentier, and Tang [11] performed a more extensive study regarding EMS for a power plant with
a fuel cell. In the study, a state based EMS dependent on the State of Charge (SoC) of the battery in a fuel
cell/battery hybrid ship was developed. The constraints coming from the fuel cell were taken into account, but
the results still showed considerable fluctuations in the fuel cell power.
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Equivalent fuel consumption minimization Dinh et al. [12] proposed an Equivalent Fuel Consumption
Minimization (EFCM) strategy which is simple but efficient and compared this with a rule based EMS. The
power generation plant of the case study that is performed consisted of two diesel generators and an ESS. Al-
though reducing fuel consumption, the EMS commanded often switching on and off of diesel generators in a
short period while not using the full potential of the ESS. This switching on and off of diesel generators also
occurred frequently in a short time period in the research of Yuan et al. [13]. Here, an EFCM strategy was used
as well in a ship with a diesel generator and battery power plant. The results showed a depletion of the battery
during the case study simulationwithout a tendency to recharge the battery again. In the real-time optimization
EMSpresented byZhang, Guan, andLiu [14], load fluctuationswere significantly reduced. The ship considered
in this study was a fuel cell and battery/UC storage combination also managed by an EFCM EMS, translating
power sources degradation into equivalent fuel consumption. This strategy is able to reduce both fuel consump-
tion and power sources degradation with respect to rule based EMS. However, the simulation results showed
minor use of the battery as long term energy storage, using again not the full potential of the ESS. These studies
show that a power plant with ESS can be managed instantaneously optimally using an EFCM strategy, but that
this does not necessarily result in meeting the objectives in the long term.

A state based strategy and an EFCM strategy of Han, Charpentier, and Tang and Zhang, Guan, and Liu
respectively were part of a comparison of five strategies performed by Bassam et al. [15]. The last one of the
five, the multi-scheme strategy, considered a different strategy for each operational. The result showed that this
strategy performed best, reducing both energy and hydrogen consumption with respect to the basic strategy.

Population optimization Tashakori Abkenar et al. [61] considered a relatively simple power plant, where a
fuel cell and a batterywere directly linked to theDCbuswithoutDC/DCconverters. The only control variables
in this configuration that were to be controlled by the PMS, were therefore the air flow and the hydrogen flow.
The voltage of the bus was kept within a certain range by a genetic programming algorithm. This lead to the
goal of maintaining efficient fuel cell performance.

Another population optimization based EMS was proposed by Tang, Li, and Lai [62]. A particle swarm
optimization was used to find the large-scale global optimum in a ship with a power plant consisting of diesel
generators, battery and PV panels. To ensure the feasible space was large enough, certain constraints were in-
cluded in the objective function as penalty. By performing six simulations, the authors show that all constraints
are satisfied while minimizing electricity costs significantly with respect to conventional algorithms. An import
remark must be made, however; as the authors do not mention the computational effort, this strategy may not
be feasible to apply real-time.

Model predictive control A method that is often used in research on EMS, is Model Predictive Control
(MPC). Banaei et al. [16] applied this for a zero-emission ferry with a power plant that contained a fuel cells and
batteries. Multiple scenarios were investigated to be compared with a rule based EMS in order to highlight the
advantages of the proposedmethod. In the end, using the proposedmethod, the fuel cells used less hydrogen and
the batteries less energy, which lead to a reduction of 4.1% in operational costs over the complete time horizon.

Huotari et al. [17] presented amethod to balance the power usage and power production, in the paper called
“unit commitment”, for the voyage of a cruise ship. An MPC model was formulated that predicted the future
power demand profile of the ship, which was an input of the unit commitment optimizationmodel. The objec-
tive function only contained minimization of fuel consumption and the method showed, using the simulation
of a complete trip, near-optimal results. Yet, these results contained frequent diesel generator start/stops, the
optimization was not adapted during the voyage and the advantages of a long-term battery planning were not
harvested.

In contrast to the research performed byHuotari et al., Antonopoulos et al. [18] did take future disturbance
into account by generating a reference trajectory for the battery SoC each time a new future update of the distur-
bance was available. A short time prediction of this reference trajectory was used for an MPC module to solve
a new control optimization problem. This lead to a fuel consumption reduction of 3.5%. However, the impact
of the control strategy on the condition of the power plant was not taken into account.
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Another study that split the problem into two stages was performed byHein et al. [19], considering a power
plant with diesel generator, ESS and fuel cell. The first stage considered the generation of a reference trajectory.
The second stage ensured compliancewith the reference trajectory by real-time optimization. The result showed
that fuel consumption and associated emissions can be reduced while considering the constraints on the power
plant.

MPCwas also applied by Vu et al. [23] to deal with the high power ramp rates of a rail gun on a naval vessel.
The goal was to ensure a stable power grid consisting of diesel generators and an ESS, which was achieved by
sustaining a certain SoC of the ESS. This research was extended by Vu et al. [22] to assess the contribution of
the ESS in the power grid. The authors concluded that the application of an ESS is beneficial for the stability of
the power grid. Fuel consumption and impact on the condition of the power plant components are not part of
these studies. The focus was more to the stable power grid and therefore the time horizon of the MPCwas also
relatively short. High ramp rates were also part of the research performed by Park et al. [24]. In this research, a
PMS usingMPCwas proposed to ensure the bus voltage, power demand and ramp rate limitationwere satisfied.
The authors aimed to apply this real-time and simulations have been performed to prove this is feasible.

Kanellos, Tsekouras, and Hatziargyriou [20] did take fuel consumption and degradation of the diesel en-
gine into account in an optimal power management strategy using dynamic programming for an electrically
propelled ferry without ESS. The authors assumed the ship load forecasting is available and aimed to optimize
power generation and ship speed over a specific time horizon. A comparable study was performed by Vu et al.
[25], but this considered a ship with battery. Therefore, the change of SoC of the battery is included in the
objective function such that optimal use of the battery over its complete lifetime is ensured. A disadvantage of
the control strategy, applying nonlinear optimization, in this article was the fact that the battery was depleted
directly in the beginning of the simulation. Therefore, the full potential of the battery as energy storage was not
utilized. This could be the cause of frequent diesel generator start/stops that occur in the simulation.

The authors of the articleHou, Sun, andHofmann [26] have performedmultiple studies to reduce load fluc-
tuations. In this article, the combination of a battery and an UC as Hybrid Energy Storage System (HESS) was
investigated to increase system efficiency and reliability and to protect the batteries. This was done by capturing
the physical dynamic behaviour of the propeller and ship and use this in two different MPC strategies. Succes-
sive research of these authors, Hou, Sun, and Hofmann [27], compared two different configurations of HESS,
one battery-flywheel combination and one battery-UC combination. Using an MPC energy management, the
combination of battery/flywheel resulted in the highest efficiency of the system and the lowest load fluctuations
for the diesel generators at higher sea states.

The focus was then shifted towards analysing the fluctuations and using that knowledge by Hou, Sun, and
Hofmann [28]. The load fluctuations were decomposed into frequency ranges and each range was captured
by either the battery or the UC, referred as “control with prefiltering”. This is compared with “coordinated con-
trol”, in which the system is considered as one single entity and the load fluctuations are counteracted by an
optimization algorithm, which turned out best. Afterwards, Hou et al. [63] investigated uncertainties of param-
eters in theHESS. This showed that the impact of uncertainties on the performance can be significant. This was
compensated by implementing real-time values for the parameters in the control strategy, leading to an adaptive
MPC.

Multi-layer model predictive control Ju et al. [29] developed an extensive strategy, taking ESS degradation
into account by bridging the long-term capital costs for a battery and UC by including this in the short-term
operational costs. A two-layer EMS was introduced that minimized operational costs using non-linear receding
MPC in the upper layer and minimizes uncertainties and fluctuations in the power in the lower layer by using
quadratic MPC. After comparing various prediction horizons, 24 hour prediction showed to achieve highest
performance. A two level MPC was also applied by Zhang et al. [21], although the focus was not economical
as in the study of Ju et al., but technical by focusing on minimizing fuel consumption, peak shaving of power
fluctuations and sustaining a certain SoC of the ESS. The high level MPC ensured fuel minimization based on
a relatively large timescale, while the low level MPC handled the high-frequency power fluctuations by defining
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the setpoint of the UC on short timescale. With respect to a conventional MPC-based strategy, the proposed
strategy achieved best performance.

Overview
InTableA.1, an overview is provided for the literature regarding EMS in the previous paragraph. For each article,
the subject is indicated. Furthermore, the method that is applied in each article is included, among with the
objectives of themethod. Lastly, the timescale is provided for the articles applyingMPCor containing relevance
for the timescale to show the current status of research about the application of predictions.
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Table A.1: Overview of energy management literature

Article Subject Method Objective Timescale

[60] Hybrid power systems Current status and future challenges Provide overview

[8] Hybrid power systems Review of developments Provide overview

[9] Rule-based task-aware EMS Rule-based Limit computational effort

[10] EMS for real-time application Rule-based Minimize fuel consumption

[11] State-based EMS for power plant
with fuel cell

State-based Maximize fuel cell efficiency

[12] Energy management optimization
for DP

Equivalent Fuel Consumption Mini-
mization

Minimize fuel consumption

[13] Energymanagement for hybrid tug Equivalent Fuel Consumption Mini-
mization

Minimize fuel consumption & satisfy
load demand

[14] Real-time optimization EMS for
power plant with fuel cell

Equivalent Fuel Consumption Mini-
mization

Minimize fuel consumption & power
sources degradation

[15] Multi-scheme EMS for power
plant with fuel cell

State-based, Equivalent Fuel Consump-
tion Minimization, charge-depleting
charge-sustaining, PI, multi-scheme

Minimize energy and hydrogen con-
sumption

[61] PMS for DC plant with fuel cell Genetic algorithm Maximize fuel cell efficiency

[62] Global optimization EMS in hy-
brid power plant

Particle SwarmOptimization Minimize fuel consumption, energy
consumption & battery stress

[16] Operation scenarios comparison
for hybrid ship

Model Predictive Control Minimize total operation costs Total trip

[17] Unit Commitment with Demand
Prediction

Model Predictive Control Minimize fuel consumption & loca-
tion dependent emissions

Total trip

[18] Mission-scale MPC with reference
trajectory generation

Model Predictive Control Minimize fuel consumption Mission-
scale

[19] Route and powerplant trajectory
optimization

Lexicographic and augmented con-
straint optimization

Minimize fuel consumption, emis-
sions & power plant degradation

Total trip

[23] Predictive control for high power
ramp rate loads

Model Predictive Control Ensure energy storage state of charge
& satisfy load demand

± 1 min

[22] Energy storage contribution for
high power ramp rate loads

Model Predictive Control Satisfy load demand ± 1 min

[24] Power management with real-time
MPC

Model Predictive Control Satisfy load demand & minimize
ramp rate

± 10 sec

[20] Optimal demandmanagement and
power generation scheduling

Optimization using dynamic program-
ming

Minimize fuel consumption & gener-
ator start/stops

Total trip

[25] Power management with load esti-
mation for tug

Nonlinear optimization Minimize fuel consumption and bat-
tery stress & satisfy load demand

± 2 hours

[26] MPC for ESD to minimize power
fluctuations

Model Predictive Control Satisfy load demand,maximize energy
efficiency & protect power plant

± 1 min

[27] ESD configuration comparison to
minimize power fluctuations

Model Predictive Control Satisfy load demand&minimize ESD
losses

± 1 min

[28] Minimize load fluctuations by fre-
quency range decomposition

Model Predictive Control Satisfy load demand&minimize ESD
losses

± 1 min

[63] AdaptiveMPC to cope with uncer-
tainty in power management

Model Predictive Control Satisfy load demand, optimize ESD ef-
ficiency & ensure ESD state of charge

± 1 min

[29] Two-layer MPC considering ESS
degradation

Two-layer MPC Minimize total operation costs 6 - 96 h

[21] Two-layer MPC EMS with ESS Two-layer MPC Minimize fuel consumption & pro-
tect power plant

± 1 h
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Conclusion
The EMS is responsible for the energy flow among the power plant of ships and has a significant influence on
the performance of the ship. The definition of performance is specific for each ship, resulting in a variation of
objectives in which the most common are the minimization of fuel consumption, the minimization of negative
impact on the condition of the power plant components and the ensuring a stable energy grid.

Methods to achieve highest performance can generally be split up in two categories, namely rule based and
optimization based. Rule based methods are predefined settings dependent on the state of the system, generally
yielding the optimal solution. Optimization based methods variate in extent and optimize for their objective,
but are limited by the required computational effort for real-time application. One of the optimization based
methods that achieves high performance over a larger time horizon is MPC, taking knowledge about the future
into account.

Research showed that taking future into account improves performance. Studies that did not take future
into account, often found instantaneously optimal results, but showed sub-optimal results in the long term.
Methods that take future into account, however, require knowing the future. As research on power forecasts is
scarce, methods to develop a power forecast can enable the EMS of ships to significantly increase performance.

A.2.2. Dynamic Positioning
DP ensures a ship is kept on position only by means of using the actuators with minimal interference of an
operator. A DP system consists of multiple elements, which all affect its stationkeeping performance and, each
to its own extent, the power consumption and the power fluctuation. This section will focus on the elements
of a DP system that influence the power consumption and the power fluctuation most significantly.

Literature
One of the main components of a DP system is the thrust allocation. The thrust allocation determines the set-
points of the actuators based on the required net forces and moment defined by the DP controller [7]. If a ship
has a thruster system with more than three degrees of freedom, the ship is over-actuated and an infinite amount
of solutions is possible to meet the required forces and moment. This way, the thrust allocation becomes an op-
timization problem. Mauro andNabergoj [64] compared four thrust allocationmethods, namely deterministic,
pseudo-inverse, non-linear constraint optimization and genetic algorithm. The performance of themethodswas
assessed based on the capability of each. However, in situations were the environmental conditions were not the
most severe, objectives regarding minimization of fuel consumption or load fluctuations are more relevant.

The frequency of encountering waves acting on a ship is considerably high. These wave-frequencies are usu-
ally not compensated by the DP system. Halvorsen et al. [65] did investigate methods to compensate for the
wave-frequencies for smaller autonomous vessels by comparing six algorithms. Some algorithms clearly showed
increased performance regarding wave-frequency compensation but resulted in very high load fluctuations. As
these load fluctuations are not desirable, methods to filter out the high frequency variations have been investi-
gated. Værnø, Brodtkorb, and Skjetne [66] compared fourmethods to enable theDP system to only compensate
for mean and slowly varying environmental loads and unmodeled dynamics of the ship, thus filtering out the
wave-frequency. The authors concluded the best method is by using the bias estimate of a separate bias observer.
Filtering out the wave-frequency is justified due to the significantly larger natural period of the ship itself due to
its high inertia, leading to a minimal influence on its stationkeeping performance.

Filtering out the high frequency variations of the environmental load can significantly reduce fuel consump-
tion and load fluctuations while losing minimally on station keeping performance. This can be taken further by
compensating for fluctuations in the auxiliary load using the thrusters, as done by Radan et al. [67]. Thrusters,
and even more the ship itself, have a high inertia which was used to reduce fluctuations on the diesel generators.
This was used by compensating auxiliary loads with thruster power and still having minimal effect on station
keeping performance. Veksler, Johansen, and Skjetne [53] aimed to reduce load fluctuations too, but also aim
to stabilize the network frequency. This was also, as the authors stated, at the cost of increased variation of the
thrusters and deviations from thrust command. Succeeding research was performed by Veksler et al. [68] by
continuously observing the direction of the environmental loads. Deviation in that direction was allowed by
implementing this in the control algorithm to reduce power fluctuations. As the authors stated themselves, the
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improvement was not large, but the method can be significant in certain operations. One of the reasons for
the fact that the improvement was small was the fact that the angle of the thrusters were locked. Veksler et al.
[69] afterwards performed a research that was more extensive and the thruster angles were not locked. This way,
the load fluctuations imposed by other consumers on the ship could be compensated more. Tuning, however,
turned out to be rather complicated as the duration of a load change is not known to the algorithm.

The allowance for deviation from the set position was even larger in the article of Johansen et al. [70]. The
proposed approach used the ship itself as dynamic energy storage. The movement of the ship is kinetic energy
and by moving, the set point deviation in combination with a certain angle of environmental load results in
potential energy. The results of this type of dynamic energy storage showed reductions in fuel consumption and
reduced negative impact on generator condition. These studies, however, all assume that the operation allows
for a deviation in setpoint, which is not always allowed. Moreover, knowledge about the type of the change in
the environmental load was not included, complicating the decisionmaking in terms of deviating from setpoint
in case of a temporal change or changing the power plant setpoints in case of a long term change.

Veksler et al. [71] introduced a newmethod forDP by combining the conventional controller and the thrust
allocation. Bothwere captured in oneMPC algorithm to improve constraint handling, to plan ahead and to sim-
plify design and tuning. After the analysis of the length of the time horizon, the conclusion was that a large time
horizon is best, but that the length is limited by the uncertainties in the prediction of environmental conditions.
Within the time horizon boundaries, this control strategy increases the overall efficiency of the DP system.

Another study aiming to combine individual elements of a DP system was performed by Kalikatzarakis et
al. [30]. Here, the thrust allocation and the power plant management were controlled in a more holistic way
such that power demand and supply were balanced. Diesel generator limitations were taken into account in
combination with the objective of minimizing fuel consumption, power consumption and thrust.

Mathiesen, Realfsen, and Breivik [72] took diesel generator limitations into account by predicting the load
to reduce variations in voltage and frequency of the power grid. This is achievedby accepting small changes in the
station-keeping control and indeed results in a more stable grid frequency. The authors indicated the possibility
of reducing the amount of generators running as redundant engines by using their control strategy. This would
result in reduced fuel consumption and reduced maintenance.

A.2.3. Overview
Table A.2 shows an overview of the literature presented in the previous paragraph. Of each article, the subject
is indicated. Moreover, the objective is provided and the method to achieve the objective is given.
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Table A.2: Overview of dynamic positioning literature

Article Subject Method Objective

[64] Comparison thrust allocation methods Deterministic, pseudo-inverse, non-
linear constraint optimization and
genetic algorithm

Achieve highest capability

[65] Compensate wave frequency loads for
small autonomous vessel

Comparison of six thrust allocation al-
gorithms

Achieve highest wave-frequency com-
pensation performance

[66] Filter out wave frequency loads Comparison of four filtering methods Minimal influence by wave frequency
loads

[67] Reduction of power load fluctuations Compensation of auxiliary load fluc-
tuations by compensation in thruster
power

Minimize load fluctuations

[53] Reduction of power fluctuations by set-
point deviation

Allow deviations in position Minimize load fluctuations & stabilize
network frequency

[68] Reduction of power fluctuations by set-
point deviation in environmental load di-
rection

Allow deviations in position in the envi-
ronmental load direction

Minimize load fluctuations & stabilize
network frequency

[69] Reduction of power fluctuations by set-
point deviation with overactuated thruster
configuration

Allow deviations in position in the envi-
ronmental load direction

Minimize load fluctuations & stabilize
network frequency

[70] Dynamic energy storage for DP Use potential energy of ship encounter-
ing environmental loads

Minimize load fluctuations & fuel con-
sumption

[71] Thrust allocation and DP controller com-
bination

Model Predictive Control Feasibility investigation and time hori-
zon determination

[30] Fuel consumptionoptimizationbyholistic
implementation of thrust allocation and
PMS

Comparison of multiple population-
based optimization methods

Minimize fuel consumption

[72] Reduction of load fluctuations by power
prediction

Allow small changes in the station keep-
ing control

Minimize load fluctuations & fuel con-
sumption

Conclusion
The thrust allocation algorithm is an element of a DP system that has a large influence on the fuel consump-
tion.The reduction of load fluctuations in the power plant during DP is mainly achieved by deviations from the
setpoints that the thrust allocation defined. The extent of the deviation varies throughout the studies. On the
one hand, fluctuations in auxiliary power are compensated by deviations in thruster setpoint. On the other hand,
the complete ship is used as dynamic energy storage by deviations from the position setpoint in the direction of
the environmental forces. In the end, the decision making is complicated due to the unknown nature of the
changes in loads and appropriate method should be found to overcome this complication.
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A.2.4. Environmental Loads
ADP system needs to compensate for the forces exerted by the environment on the ship. A large variety can be
found in the literature about environmental loads on a ship regarding complexity, accuracy and applicability of
themethods. In this section, previous research on the environmental loads acting on the shipwill be investigated,
partly to indicate the variety, but mostly do show the general relation between environmental conditions and
exerted force.

Literature
Environmental loads on ships and offshore structures have been investigated in the past by many researchers.
Faltinsen [40], for example, described the theory for the calculation of environmental loads on ships and offshore
structures. This theory is widely applicable and nowadays still used as a basis for sea load calculations. In this
section, firstly the wind loads, then the wave loads and lastly the current loads will be elaborated.

Wind One of the most accessible methods for prediction of wind load is a regression based method. This
method is based on historical data to predict the future wind load given a certain wind condition. Within the
regression based methods, a distinction can be made between grey box models and black box models, which is
further explained in Section A.2.6.

Ischerwood [73] combined multiple model test experiments to apply a multiple regression analysis. The
result was a formulation using eight basic ship characteristics to predict the longitudinal force, transverse force
and yawing moment on the ship due to the wind. The different angles between the wind direction and the
ship are captured by defining specific parameters for each 10 degrees. Also OCIMF [74] performedmodel tests,
but with the purpose of calculating the loads onVery LargeCrudeCarriers (VLCCs). The coefficients that were
obtainedwere alsomade dimensionless. The coefficients were applicable formultiple draughts and two different
types of bows.

Blendermann [38] developed a parametric continuous function to determine the wind load on a ship. Here,
linear regression was applied using the results of multiple model tests of various ship types. Coefficients in the
model were specific per ship type instead of adding, and thus requiring, more basic ship characteristics as input.

The required inputs to calculate the wind loads are significantly reduced by Kitamura et al. [75], as only
the ship type and the length of the ship is required, with an optional inclusion of the beam. With this basic
information, wind coefficients are determined based on wind tunnel tests. Least-squares regression is used to
convert the data from the tests into the generalized equation.

Instead of using a grey box method as used by the studies above, Haddara and Soares [76] used a black box
method to determine the wind coefficients. The experimental data of Blendermann [38] is used to train a neural
network. These results are compared to the previously described methods for a tanker that was not used for
training the model, both loaded and in ballast.

A more recent study to determine the wind coefficients is performed by Valčić, Prpić-Oršić, and Vučinić
[77]. Here, the focus is more to obtain a representative formulation of the vessel contour. This is first done
based on Freeman chain encoding and afterwards on an elliptic Fourier features method. This is then included
in a generalized regression neural network, which is again a black box model.

Waves Fossen [39] proposed to simulate the wave-induced forces by making a distinction between first-order
forces and second-order forces. The first-order forces are typically high frequency corresponding to the wave
frequency. This first-order high frequency has zero-mean and the effect on large objects is low due to the fact
that the period of the waves is much smaller than the natural period of the large object. The high frequency
components of the signals are usually filtered out as responding to these would result in high amplitude and
high frequencies of thrust fluctuations [48]. These thrust fluctuations lead again to excessive wear and tear of
the power plant and are therefore not compensated.

The second-order forces are the drift forces due to the waves and have a mean and a slowly varying com-
ponent. This second-order has a lower frequency and needs to be compensated by during DP operations [39].
Therefore, this second-order mean wave drift force is more relevant for this research than the first-order forces.
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Gerritsma and Beukelman [78] developed a method to calculate the added resistance of a ship due to waves
and compared this to an experimental model test. It was concluded that the added resistance of a ship due to
waves can be approximatedwith a linear relationship to the squaredwave height. Remery andOortmerssen [79]
also stated this linear relationship based onmodel tests results. A key element of the approximation of the wind
force was a drift force coefficient for a flat plate, which was dependent on the wave frequency. The research of
Pinkster [80] also presented a method to calculate the mean wave drift force, which are low frequency that is
applicable in six degrees of freedom. The method concerned direct integration over the instantaneous wetted
area of the ship.

More recent studies, such as Pessoa and Fonseca [81], to determine the second-order low-frequency wave
loads on ships use a boundary element method. These methods, however, demand a considerable amount of
computational power and require a definition of the hull shape.

Current In the paper of Remery and Oortmerssen [79] model tests were performed to determine the force
acting on a ship due to current from different angles. At low current speeds, the sway force and the yawmoment
could be measured properly, while the surge force was hard to measure due to the low values of the force. As
pressure resistance is higher than frictional resistance at lower speeds, the authors state that frictional resistance
was themain component of the current force in surge direction. Model tests suffer from a scaling problemwhen
considering the frictional resistance and the authors proposed to estimate the longitudinal current force of the
actual ship by calculating the flat plate frictional resistance. Thiswas, however, not included in their formulation
of the current loads.

In the study of OCIMF [74], the fact that frictional resistance dominates the surge force due to current
is taken into account. Therefore, the length between perpendiculars was multiplied with the draught for the
longitudinal component of the force. Based on this, the article defines the non-dimensional coefficients for the
current forces and moment for VLCCs.

Kat andWichers [82] assumed the same formulation and determined the coefficients for the current forces
and moment for a case study tanker. First, numerical calculations were performed to determine the coefficients
and these were compared to the results of a model tests with the ship. The calculations showed proper corre-
spondence with the calculated values. AlsoMercier andHuijs [83] assumed the longitudinal current force to be
dependent on the length between perpendiculars and the draught. Model tests on a floating production, stor-
age and offloading systemwere performed, which also showed reasonable agreement with the results of OCIMF
[74]. The authors did make a remark, however, about the influence of bilge keels on the current force on the
ship. The authors indicated that this was not properly taken into account in previous studies and therefore
investigated its influence, highlighting the importance.

Overview
Table A.3 shows the literature about the environmental loads on ships that is presented in the previous para-
graphs. For each article, the year is indicated as the most prominent studies regarding environmental loads have
been performed a long time ago and recent studies show different methods. Furthermore, the subject, the ship
type that ismainly considered and the required information to execute the calculation of themethod is indicated
for each article.
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Table A.3: Overview of environmental load literature

Article Year Subject Considered ship type Required information

Wind loads

[73] 1972 Multiple regression on model tests Merchant ships 8 ship specific parameters

[74] 1977 Multiple regression on model tests VLCCs Lateral and transversewind area and length
between perpendiculars

[38] 1994 Linear regression on model tests 15 ship types Ship type and 7 ship specific parameters

[75] 2017 Least-square regressiononmodel tests 9 ship types Ship type, length and optionally beam

[76] 1999 Neural network for parametric identi-
fication

Merchant ships 6 ship specific parameters

[77] 2020 Neural network regression with ellep-
tic Fourier descriptors of contour

Any ship type once it is tuned Ship contour image and scale

Wave loads

[39] 2011 Generalized theory All ships Response amplitude operators

[78] 1972 Prove linear relation between wave
force and significant wave height
squared

Fast cargo ship Significant wave height and historical ship
data

[79] 1973 Mean wave drift force in irregular
waves

All ships Significant wave height, ship length and
drift force coefficient

[80] 1979 Computation mean and low fre-
quency wave forces

Rectangluar barge and semi-
submersible

Hull shape and wave-spectrum

[81] 2015 Boundary element method to deter-
mine second-order low-frequency
drift force

Floating body Hull shape and wave-spectrum

Current loads

[79] 1973 Approximation based on flat plate
frictional resistance

All ships Wetted surface

[74] 1977 Multiple regression on model tests VLCCs Draught and length between perpendicu-
lars

[82] 1991 Numerical calculations to determine
current coefficients

Tanker Draught and length

[83] 2005 Current coefficient calculation using
model tests

FPSO Draught and length

Conclusion
The calculation of the instantaneous environmental load acting on a ship is split up in wind, waves and current.
Themost commonly usedmethods to calculate environmental loads are based on regression on data frommodel
test experiments. Throughout the studies, the relation for wind, waves and current force is linear with the wind
speed squared, significant wave height squared and current speed squared respectively. A coefficient that is de-
pendent on both the ship and the environmental condition needs to be determined to connect the two for each
of the three environmental load components.
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A.2.5. Thruster Power Consumption
The forces that are exerted by the environment on the vessel need to be compensated by the DP system. TheDP
system uses its actuators to maintain position. As the actuators require a certain amount of power based on the
requested force, a translation needs to be made. Previous research shows a large variety in the calculation of this,
as will come forward in this section.

Literature
The calculation of power consumption of a thruster can be subdivided into a few methods. Firstly, an approx-
imation of the physics shows proper accuracy and is simple to perform. Also computational fluid dynamics
can offer a good resemblance with reality, but requires a lot of computational effort. Thirdly, model tests can
be performed but are time-intensive, not widely applicable and will suffer inaccuracies due to scaling effects.
Lastly, regression based methods can be applied using historical data of ships in case this data is available. In this
paragraph, previously performed research to determine the thruster power consumption will be elaborated.

The thruster power consumption is included in various studies that include the simulation of a ship or a
voyage of a ship. Bortnowska [84] for example applied a ”usage factor” of propeller power and assumed the
power is equal to the thrust generated by a propeller divided by this usage factor. This relation was also used
by Lim et al. [85] in the prediction of electric power consumption. However, the use of the usage factor as a
constant means that the power would be linearly related to the thrust, which is physically not true.

A relation that is physically true is included in the article of Smogeli, Ruth, and Sørensen [86]. The study
aimed to validate three local thruster control strategies using model tests. The strategies considered were shaft
speed control, torque control and power control. The theory of the latter contained an expression for the power
relation with rotational speed to the power of three, dependent on the propeller characteristics.

Daalen et al. [87] used a formulation directly relating thrust to power instead of rotational speed to power.
This relation is used to determine the thruster configuration that requires the least engine power during DP op-
erations. The relation is a linear relation between power and thrust to the power of 3/2. ABS [88] stated this as
well and provided a value for the coefficient relating the two. The coefficient is applicable for DP operations, in
which the flow velocities are generally close to zero, indicated as “bollard pull”. The given coefficients are appli-
cable to either a regular and a ducted propeller. This formulation requires less knowledge about the propeller
and is an approximation of the actual physics.

Ships with multiple azimuth thrusters can experience significant losses due to thruster-thruster interactions.
In the situation that a certain azimuth thruster is providing a thrust in which the water directly flows towards
another thruster, the downstream thruster can experience significant thrust loss. This is investigated by Amini,
Sileo, and Steen [89] using computational fluid dynamics calculations thatwere comparedwithmodel tests. The
results confirmed the significant loss in thrust. Modelling this using the shownmethod, however, requires a large
computational force. As this is not desirable for real-time applications, a simplification is favorable.

The importance of considering the losses due to thruster-thruster interactions, but also due to thruster-hull
interactions was indicated byArditti et al. [90]. The authors developed a thrust allocation algorithm forDP that
included the reduced efficiency of the thrusters dependent on their angle. In comparison with conventional
algorithms, the algorithm met the total thrust requirement while the consumed power was lower. Thruster-
thruster interactions were also considered in ABS [88]. Here, an equation was provided to calculate the thrust
loss of the downstream thruster due to these interactions.

Overview
The articles relevant for the power consumption of a thruster in DP are summarized in Table A.4. For each
article, the subject and the method to determine the power consumption is indicated.
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Table A.4: Overview of thruster power consumption literature

Article Subject Method

[84] Power consumption prediction for sea mining
ship

Assumption linear relation power to thrust

[85] Electric power consumption predictive mod-
elling

Assumption linear relation power to thrust

[86] Experimental validation of thruster control
methods

Assumption linear relation power to rotational
speed to the power of three

[87] Power consumption minimization during DP Assumption linear relation power to thrust to
the power of 3/2

[88] ABS guide for DP systems Assumption linear relation power to thrust to
the power of 3/2

[89] Thruster-thruster interaction losses Computational fluid dynamics compared to
model tests

[90] Thrust allocation for DP including thruster-
thruster interaction losses

Azimuth angle dependent thruster efficiency

Conclusion
Thrusters convert electrical energy into mechanical energy to exert a certain thrust on a ship. During DP oper-
ations, this thrusts is generally used to compensate for the environmental loads. The thrusters require power to
do this and therefore, if a power demand forecast is to be made, the power consumption of a thruster is highly
relevant. The most used relation between power and thrust is the one supported by the actual physics. This
is a linear relation between the power and the thrust to the power of 3/2. As DP ships often contain multiple
thrusters near each other, thruster-thruster interactions can occur, which need to be accounted for in the power
consumption calculation.

A.2.6. Data Processing for Forecast
One of the goals of this research is the development of a power forecast algorithm. A suitable method needs to
be found to estimate the value for the power demand given a set of conditions. In the maritime industry, there
are multiple methods to estimate a certain value. Petersen, Jacobsen, andWinther [91] suggested to divide these
methods into four groups:

• Traditional and standard series methods
• Regression based methods
• Direct model tests
• Computational fluid dynamics

Traditional standard series methods are based on several parameters describing the hull of the ship and are
mainly developed for sailing at constant speed. This research regards DP operations and the knowledge about
the hull parameters are limited. Direct model tests require a model and results are specifically applicable to one
ship. Computational fluid dynamics is a method to estimate parameters quite accurate, but are computation-
ally expensive and require a specific description of the hull shape. Regression based methods estimate specific
parameters based on previously recorded data. As data of multiple ships is available for this research, this option
is the preferred one. This paragraph will focus on the regression based methods to estimate the power demand.

Literature
From the data analytics perspective, Coraddu et al. [33] described a distinction betweenwhite boxmodels, black
boxmodels and grey boxmodels. White boxmodels rely onmodelling using equations that represent the actual
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physics. Black box models use historical data to determine the interdependencies of the parameters without
physicalmotivation. Greyboxmodels combinebothmodels tobenefit from the advantages of both, by requiring
less historical data due to the addition of physical knowledge to the model.

Grey box models In 2015, Erto et al. [92] performed a study on the fuel consumption of a cruise ferry by
using regression. Using historical data of one year to avoid seasonal effects, a multiple linear regression method
was used with seven variables and eight regression coefficients. The result of the regression was an accurate fit
specifically applicable to the considered cruise ferry.

Brandsæter and Vanem [93] aimed to predict the speed of a ship based onmeasurements that included envi-
ronmental conditions. Three regression methods were applied and compared: linear regression models, gener-
alized additive models and projection pursuit regression models. The authors found that the latter two showed
sufficient accuracy in capturing the environmental loads on the shipwhereas the linear regressionmodelwas only
accurate in calm weather. Mao et al. [94] used the linear regression model as a basis for further investigation of
two statistical approaches. Again, only linear regression showed poor results beyond calm weather conditions.
However, by using autoregressive analysis or the mixed effect model, the accuracy of the prediction improved
significantly.

Linear regression and generalized additive models were also compared by Swider, Langseth, and Pedersen
[95] to find which method was best for estimating the power consumption of a ship in DP operation. The
model was aimed to be used in selecting an appropriate dimension of the vessel power system. A power demand
forecast that is to be used in the EMS was not in the scope of the article.

Bocchetti et al. [44] applied multiple linear regression to estimate the fuel consumption of a cruise ship.
The phenomenon of overfitting was mentioned, which is finding a fit that represents the data properly, but will
have poor predictive power. Also Coraddu et al. [33] discussed overfitting briefly. A tradeoff needs to be made
between accuracy onmatching the calibration data and the complexity of themodel, which is a tradeoff between
an overfitting tendency and an underfitting tendency.

Black box models A machine learning model, which is a black box model, was used by Yan, Wang, and Du
[96]. The authors proposed a two-stage fuel consumption prediction and reduction model for a dry bulk ship.
The prediction was based on random forest regressor and a reduction in fuel consumption was achieved using
this prediction model to optimize ship speed with an arrival time constraint.

Another black box model was presented by Mehrzadi et al. [97] by using a nonlinear automatic regression
method in combination with neural networks. This was used to predict the power consumption during DP.
After splitting the data in a training, validation and testing set, the prediction results showedproper performance.
However, these results are only applicable to the situation of the training data set. An extrapolation to more
extreme conditions or a different ship for example brings more uncertainty due to the lack of knowledge of the
actual physics. Thus, the applicability of the model is limited.

Data preparation Gonsalves et al. [98] compared two methods to develop a model in which the individual
stepswere the same and only the sequence inwhich the stepswere performed deviated. Datawas split in training,
validating and testing data. The shuffle-split validated at random moments over time during training and the
temporal-split used the data to train first and to validate afterwards. Both methods used the last part of the
data for testing and the authors concluded that the temporal-split always showed better performance as the
shuffle-split suffered a cross-talk problem. A cross-talk problem occurs when the training data is too similar
to the testing data. Yang et al. [99] applied a genetic algorithm based model to predict fuel consumption and
suggested to improve themodel by separating the data in four sets based on the relative environmental load angle,
distinguishing head sea, bow sea, beam sea and following sea. The reason for this was that the influence of the
environmental load on the ship was significantly different at the four different angles. The result was a balanced
accuracy for all weather conditions.

A method to extract useful information on power variability on board of a ship from a large dataset was
described by Swider and Pedersen [100]. Themain elements of themethodwere a frequency domain analysis of
the data and the choice of a desirable cut-off frequency for filtering. Based on the result, a suggestion was done
for the power plant configuration.
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Overview
InTableA.5, the studies that have been elaborated in the previous paragraph have been summarized. Each article
can be categorized in a certain type, namely statistical, grey box, black box and data preparation. Also the subject
and the method to determine the prediction or forecast is indicated for each.

Table A.5: Overview of data processing for forecast literature

Article Type Subject Method

[91] Statistical Statistical modelling of fuel efficiency Artificial neural networks and Gaussian
processes

[33] Grey box Fuel consumption forecast using grey
box model

Combination white and black box model

[92] Grey box Fuel consumption prediction for
cruise ferry

Multiple linear regression

[93] Grey box Ship speed prediction considering en-
vironmental conditions

Linear regression, generalized additive
models and projection pursuit regression

[94] Grey box Speed prediction of container ship Linear regression with autoregressive anal-
ysis and mixed effect model

[95] Grey box Power consumption duringDP for di-
mensioning power system

Linear regression and generalized additive
models

[44] Grey box Fuel consumption of cruise ship Multiple linear regression

[96] Black box Fuel consumption of a dry bulk ship Random forest regressor

[97] Black box Power consumption during DP Nonlinear automatic regression in combi-
nation with neural networks

[98] Data preparation Comparison data split methods Shuffle-split and temporal-split

[99] Data preparation Fuel consumption prediction Data split into different relatice environ-
mental load angles

[100] Data preparation Power plant configuration determina-
tion based on data

Frequency domain analysis to choose desir-
able cut-off frequency for filtering

Conclusion
Since historical data is available of aDP shipwhile not having a detailed definition of the hull and the exact power
plant characteristics, a regression based method is to be used for the development of a power forecast algorithm.
Various studies have shown that both grey boxmodels and black boxmodels offer the possibility to calculate the
power consumption. In the execution of the regression, a tradeoff needs to be made to prevent both overfitting
and underfitting. Furthermore, the data should be prepared in such a way that training, validating and testing
can be performed properly and that the variance in environmental condition does not affect the accuracy of the
prediction negatively.

A.3. Reflection
In this chapter, the most important aspects from the literature review in Section A.2 will be highlighted. The
literature review showed various research gaps, of which the most important will be addressed in this chapter.
This leads to the unique contribution of this study to the research field of energy management of DP in the
marine industry.

In previously performed research regarding EMS, a few general topics recurred frequently. The minimiza-
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tion of fuel consumption or the maximization of power plant efficiency is the most important one. Reductions
of the load fluctuations experienced by the power grid has been a significant topic too. Lastly, the minimization
of computational effort has been a requirement that influenced the developed systems as well.

These recurring topics have been investigated often and the limitation of not knowing the future has been
raised frequently. Several energy management strategies have shown to optimize the performance of the power
plant at each instant in time individually. Regarding the complete time horizon, however, the power plant is
managed in a sub-optimal way. This is due to the fact that these strategies do not account for the future. Other
studies indicate themselves that future is not known, yielding optimal results, or even assume that a power fore-
cast is already known. However, actual research on a power forecast is scarcewhile the potential of its application
is large.

Literature that did include future knowledge concernedMPCEMS.MPC has been used to improve perfor-
mance, but most studies only considered relatively short term forecast horizons (± 1min). Huotari et al. [17]
and Vu et al. [25] did regard larger time horizons of approximately 30 and 2 hours respectively. However, both
studies calculated the prediction before starting the trip and did not adjust the initial prediction during the trip.
This reduced the accuracy and thus deprived the full potential of the benefits of a prediction.

Lastly, most of the studies considered a ship performing a trip instead of DP operation. The load during
DP operations is typically more fluctuating than during a transit voyage due to the fact that variations in the
environmental conditions need to be compensated. The most conventional way of limiting high frequency
fluctuations in the load is constraining the power ramp rate. This way, the load can still be fluctuating, only less
severe. The way of handling low frequency fluctuations is starting or stopping diesel generators. However, the
EMS does not know whether a change in load will be temporal, being high frequency fluctuation, or a more
permanent change, being low frequency fluctuation. Knowing the future load would include the knowledge
whether a change in power consumption is a temporal one or a steady one. The EMS can then define a more
appropriate setpoint of the components in the power plant based on a long term planning.

To summarize, fuel consumptionminimization and load fluctuation reductions have been aimed before and
including a forecast shows promising results. However, most studies that included future knowledge did not
apply a long term adaptive forecast and considered a trip instead of a DP operation. The unique contribution
of this research will be the development of a relatively long term power forecast during DP operations with
sufficient accuracy to be used in the EMS to reduce energy consumption while considering the impact on the
condition of the power plant components.

A.4. Aims and Objectives
The research that is tobeperformed is split up in twophases. Eachphasehas its ownaimandassociatedobjectives.
After capturing the aim of the phase, the objectives are defined that represent the red line of the research. A brief
explanation of the objectives is afterwards provided. The aimof the first phase of this research is presented below.

Phase one of this research aims to develop a real-time adaptive forecasting algorithm of
thruster power demand during dynamic positioning operations over a long time horizon

and with sufficient accuracy.

The objectives associated with phase one are:

• Determine general expressions for the environmental load on a ship and the power consumption of a
thruster.

• Determine instantaneous power consumption by applying an appropriate regression method on histori-
cal data of a DP ship.

• Determine the optimal length of the forecast horizon and the required accuracy.
• Develop the long-term power forecast based on the instantaneous weather forecast which computational
complexity is at a level suited to be implemented real-time.

• Determine and implement additional elements for the algorithm to increase forecast accuracy.
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• Validate the forecast.

The power forecast algorithmwill be based on environmental loads and the required power for the thrusters
to compensate for these loads. Firstly, the instantaneous power consumption needs to be determined, which
will be based on a regression method that is suited for this model. After establishing the instantaneous power
consumption, a trajectory over the complete time horizon can be calculated by including the weather forecast.
The stochastic nature of the weather models decrease the reliability of the power forecast when considering a
larger timehorizon. Therefore, a tradeoffneeds to bemade between the accuracy of the forecast and the length of
the forecast. After this has been achieved, additional elements for real-time application can increase the accuracy
of the prediction. The specific interpretation of these additional elementswill be determined later in the research
based on the findings at that moment. In the end, the forecast will be validated.
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The aim of the second phase of this research is presented below.

Phase two of this research aims to develop an energy management system that uses the power
forecast of phase one to maximize energy efficiency of the power plant while considering the

impact on its condition.

The objectives associated with phase two are:

• Determine the objectives of the EMS.
• Determine the constraints of the power plant.
• Establish optimization problem for the complete forecast horizon.
• Assess performance of the developed EMS by comparison with conventional EMS.

The EMS that is to be developed will be based on an optimization problem. The optimization problem
needs to optimize for a certain objective, so the objectives need to be determined. Furthermore, the power plant
contains certain limitations and these need to be captured by defining constraints. Capturing the objectives
and the constraints, an optimization problem needs to be established that considers the power demand forecast.
This way, energy efficiency will not only be maximized momentarily, but over the complete time horizon. A
comparison with a conventional EMS will quantify the performance of the developed EMS.

A.5. Conclusion
In this report, the literature review is elaborated to develop a basis for the development of a power demand
forecast algorithm during DP operations that is to be used in the EMS for reducing energy consumption while
considering the negative impact on the power plant components.

The literature review is based on five pillars: EMS, DP, environmental loads, thruster power consumption
and data processing for forecast. Fluctuations in power demand induce a high energy consumption and a neg-
ative impact on the condition of components in the power plant. During DP operations, the power plant can
suffer from significant power fluctuations and conventional energy management strategies do not always suffice
to mitigate these. The EMS is responsible for the optimal allocation of power among the power plant and is
therefore able tominimize the harm on specific components. As often seen in literature, however, decisionmak-
ing in the EMS is hard due to the lack of knowledge about the future. A power demand forecast would enable
the EMS to adaptively adjust the settings of the power plant such that energy consumption is minimized and
the impact on its condition is minimal.

The research will be split up in two phases. The first phase considers the development of the forecast al-
gorithm for the power demand during DP operations. The forecast should consider a sufficiently long time
horizon while being sufficiently accurate for the use in the EMS. Furthermore, aiming to implement the fore-
cast real-time, the computational effort of the algorithm should be limited. The second phase considers the
development of an EMS that utilizes the power demand forecast of phase one. The developed EMS will be an
optimization problem of which the objectives, the constraints and the optimization method need to be deter-
mined. The performance assessment will be done by comparison with a conventional EMS algorithm.

An improved EMS that takes future power demand into account will optimize for a minimization of load
fluctuations in the components in the power plant, a minimization of diesel generator start/stops and a mini-
mization of total energy consumption. Load fluctuations and generator start/stops have a negative impact on
the condition of the components in the power plant which results in the long term to degradation of the compo-
nents. Degradation induces increased maintenance and leads to additional energy consumption, increasing the
negative environmental impact of the ship.Therefore, accurate application of a power forecast in the EMS of a
DP shipwill lead to a reduction of environmental footprint of the ship and therefore to a reduced environmental
footprint of the maritime industry.
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A.6. Matrix overview of all literature
The article that have been used throughout this report all contain specific elements that are relevant for the
research. Table A.6 andTable A.7 showwhich relevant elements are included in each article. This has been used
to provide the analysis in literature review, Section A.2.
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[3] 2015 United Nations X
[5] 2015 IMO X
[8] 2017 Geertsma et al. X X X X X X X X
[50] 2015 Ovrum and Bergh X X X
[51] 2012 Klein Woud and

Stapersma
X

[52] 2015 Hansen and
Wendt

X

[53] 2012 Veksler, Johansen,
and Skjetne

X X X

[17] 2020 Huotari et al. X X X X X X X X
[54] 2016 Kökkülünk, Par-

lak, and Erdem
X

[55] 2009 Rakopoulos and
Giakoumis

X X X X

[28] 2018 Hou, Sun, and
Hofmann

X X X X X X X X X X X

[56] 2014 Zahedi, Norum,
and Ludvigsen

X X X X X X X

[7] 2011 Sørensen X X
[57] 2012 Guerrero-Bote

andMoya-Anegón
[48] 2018 Sørensen X X X X X X X X X X
[58] 2017 Lindstad, Eske-

land, and Rialland
X X

[59] 2017 Tronstad et al. X
[60] 2022 Berkehan Inal,

Charpentier, and
Deniz

X X X X X X

[9] 2020 Hein et al. X X
[10] 2019 Accetta and Pucci X X X
[11] 2014 Han, Charpentier,

and Tang
X X X X X

[12] 2018 Dinh et al. X X X X
[13] 2016 Yuan et al. X X X X
[14] 2020 Zhang, Guan, and

Liu
X X X X X X X X X

[15] 2017 Bassam et al. X X X X X X
[61] 2017 Tashakori Abke-

nar et al.
X X X

[62] 2018 Tang, Li, and Lai X X
[16] 2020 Banaei et al. X X X
[18] 2021 Antonopoulos

et al.
X X X X X X

[19] 2021 Hein et al. X X X X X X
[23] 2017 Vu et al. X X X X X
[22] 2017 Vu et al. X X X
[24] 2015 Park et al. X X X
[20] 2014 Kanellos, Tsek-

ouras, andHatziar-
gyriou

X X

[25] 2015 Vu et al. X X X X
[26] 2014 Hou, Sun, and

Hofmann
X X X X X X X X

[27] 2018 Hou, Sun, and
Hofmann

X X X X

[63] 2019 Hou et al. X X X X X X X
[29] 2018 Ju et al. X X X X
[21] 2022 Zhang et al. X X X X X
[64] 2016 Mauro and Naber-

goj
X

[65] 2021 Halvorsen et al. X X X
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Table A.7: Matrix overview of literature part 2
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B
Environmental coefficients

In this appendix, the coefficients that are used in the calculation of the environmental load are presented. The
wind coefficients are firstly presented in Section B.1. Afterwards, in Section B.2, the wave coefficients are shown.
In the end, the current coefficients are presented in Section B.3.

B.1. Wind coefficients
The wind coefficients are adopted from the book of Blendermann [38]. The information from the graphs is
translated into data points and included in a MATLAB workspace. This is then used in a 1-D lookup table
in Simulink to obtain the value of the coefficient dependent on the angle. The 1-D lookup table is set to be
linearly interpolating between two points, which is sufficiently accurate as the sizing between points is chosen to
be smaller as the curvature of the line increases. The original graphs from Blendermann are shown in Figure B.1
and the values plotted in a MATLAB plot are shown in Figure B.2.

(a) Surge coefficients (b) Sway coefficients (c) Surge coefficients

Figure B.1: Wind coefficients from Blendermann [38]
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Figure B.2: Wind coefficients of Blendermann [38] in MATLAB
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B.2. Wave coefficients 77

B.2. Wave coefficients
For the calculation of the wave loads on the ship during dynamic positioning, wave coefficients are used. These
wave coefficients are scaled from similar ships. The values in each DOF are plotted both in 2D and in 3D in
Figure B.3.

Figure B.3: Wave coefficients
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B.3. Current coefficients
The current coefficients that are used for the calculation of the environmental loads are shown in Figure B.4 as
determined by Faltinsen [40]. The coefficients shown apply only for the sway and yawmotion. The surge force
of the current is calculated using the frictional component of the resistance, as this is the dominant force in the
surge current force due to the slenderness of a ship in longitudinal direction. The wind coefficients graphs are
copied intoMATLAB, providing the plotted values shown in Figure B.5.

(a) Sway coefficients

(b) Yaw coefficients

Figure B.4: Current coefficients from Faltinsen [40]
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Figure B.5: Current coefficients of Faltinsen [40] in MATLAB



C
DP Simulation

The DP system that is designed for the PMs is an approximation of the actual system of RH Marine. This
appendix chapter aims to show the fact that the DP system is operating correctly. For this, a simulation is per-
formed, in which three edges of a square of 50 by 50m needs to be sailed, after which the ship needs to go to
the centre of the square. The changes in the set points are made every 1000 s. During the simulation, the head-
ing is kept constantly at 0 rad. The environmental conditions during the simulation considered a part of the
actual data, from 50,000 until 55,000 s. The wind is approximately 7m/s from the right, the current is going
approximately 0.4m/s to the left, and the significant wave height is 2m from the right.

FigureC.1 is a visualization of the position of the ship during the simulation in anX-Yplot. In the figure, the
fact that the environmental loads are coming from the right is clearly visible, as the deviations are mainly to the
left. Furthermore, the plot over time shows a small overshoot occurs when changing set points, particularly in
the longitudinal direction. The system regains position, however, within a reasonable amount of time, meaning
that the system is able to handle changes in set points. The simulation also indicates the estimations of the
thruster forces are also included correctly. The only step towards total thruster power is the conversion from
thruster force to thruster power, which is described in Section 2.2.2.
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Figure C.1: DP Simulation of set point changes X-Y plot

79



D
Feature exploration

80



81

Feature Unit Mean Standard Deviation Minimum Maximum
Wind Angle 1 rad 3.92 2.42 0.00 6.27
Wind Angle 2 rad 2.93 2.57 0.00 6.23
Wind Speed 1 m/s 6.25 3.13 0.01 15.20
Wind Speed 2 m/s 5.48 2.17 0.00 14.56
Wind Speed 3 m/s 6.73 3.09 0.00 15.68
Current Angle rad 4.36 0.87 0.00 6.28
Current Speed m/s 0.28 0.12 0.00 0.70
Current Velocity x m/s −0.18 0.18 −1.45 1.90
Current Velocity y m/s 0.05 0.18 −0.55 0.70
Surge Error m 2.18 74.38 −645.3 608.86
Sway Error m −3.94 29.15 −495.22 20.38
Yaw Error rad 0.01 0.19 −2.82 2.63
Surge Velocity m/s 0.00 0.03 −0.40 0.37
Sway Velocity m/s 0.00 0.07 −0.59 0.73
Heading rad 1.53 1.04 .000 6.28
Roll Angle 1 rad 0.00 0.02 −0.12 0.13
Roll Angle 2 rad 0.00 0.02 −0.11 0.14
Roll Angle 3 rad 0.00 0.02 −0.12 0.14
Pitch Angle 1 rad 0.01 0.01 −0.03 0.06
Pitch Angle 2 rad 0.01 0.01 −0.03 0.05
Pitch Angle 3 rad 0.01 0.01 −0.03 0.05
Angle Azimuth 1 rad −0.08 0.78 −3.14 3.14
Setpoint Azimuth 1 % rpm 14.65 6.17 0.00 92.99
Angle Azimuth 2 rad −0.08 0.71 −3.14 3.14
Setpoint Azimuth 2 % rpm 15.30 6.13 0.00 76.48
Setpoint Bowthruster 1 % rpm −9.53 21.26 −100 77.14
Setpoint Bowthruster 2 % rpm −6.91 21.54 −100 80.51
Setpoint Bowthruster 3 % rpm 0.38 7.70 −74.51 100
Setpoint DG 1 % kW 16.10 5.36 0.67 87.03
Setpoint DG 2 % kW 0.00 0.00 0.00 0.32
Setpoint DG 3 % kW 6.00 6.29 0.00 82.52
Setpoint DG 4 % kW 14.26 5.22 0.00 59.25
Setpoint DG 5 % kW 8.94 7.07 0.00 120.00

Table D.1: Feature information



E
Wave scaling

The wave information is not included in the data. Therefore, the wave information is deduced from the wind
using a scaling table. This table contains the conversion from wind speed to significant wave height and mean
wave period and is shown in Table E.1. The values are calculated and presented in a DP capability analysis of the
ship by Basten Batenburg [49].

Wind speed Significant
Wave Height

Mean Wave
Period

[m/s] [m] [s]

0 0 3.0
1.4 0.7 3.2
2.2 0.8 3.5
3.3 1.0 3.9
5.0 1.4 4.6
6.2 1.7 5.1
7.5 1.9 5.4
8.7 2.3 5.9
10.0 2.6 6.3
11.4 3.0 6.8
13.1 3.5 7.3
15.5 4.2 8.0
17.6 4.9 8.7
19.3 5.3 9.0
19.9 5.6 9.3
20.6 5.8 9.4

Table E.1: Scaling table from wind to wave [49]
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