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Summary

This thesis paper addresses the vulnerability of Deep Neural Networks (DNNs) to adversarial attacks.
We introduceMulti-Scale Inpainting Defense (MSID), a novel adversarial purification method leveraging
a pre-trained diffusion denoising probabilistic model (DDPM) for targeted perturbation removal. MSID
employs a four-step process: (1) multi-scale superpixel segmentation, (2) occlusion sensitivity map
generation at multiple scales to identify important regions for inference, (3) targeted inpainting using
the DDPM, and (4) artifact removal using Variance Preservation Sampling. We investigate the effec-
tiveness of diffusion-based inpainting for robust defense, the impact of multi-scale occlusion sensitivity
mapping, and the robustness of MSID against a set of adversarial attacks, including color-based at-
tacks. Our experiments demonstrate that MSID outperforms existing adversarial purification methods,
achieving robustness improvements of up to 5.42% on CIFAR-10 and 10.75% on ImageNet against
AutoAttack, with further gains against PGD and unseen attacks, while maintaining high standard ac-
curacy. This paper, to the best of our knowledge, is the first to apply DDPM inpainting for targeted
adversarial purification and demonstrates its effectiveness in purifying a range of adversarial attacks.
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1
Introduction

Deep neural networks (DNNs) have achieved remarkable success in image classification, yet their
vulnerability to adversarial attacks remains a significant concern [52, 68, 98, 3]. These attacks, of-
ten imperceptible perturbations to input images, can cause misclassifications, posing serious threats
to safety-critical applications [36, 99]. Adversarial attacks can be broadly categorized into white-box
attacks, where the attacker has full knowledge of the target model’s architecture and parameters, gray-
box attacks, where the attacker has partial knowledge, such as access to the model’s training data or
architecture but not the specific parameters or defense used and black-box attacks, where the attacker
has limited or no such knowledge. Within these categories, attacks can be further classified based
on their perturbation constraints (e.g., l0, l2, l∞ norms) and goals (e.g., targeted misclassification, un-
targeted misclassification).Examples of attacks include the fast, white-box Fast Gradient Sign Method
(FGSM) [36] and the Projected Gradient Descent (PGD) attack [65], a more powerful iterative extension
of FGSM. This requires the development of robust defense mechanisms. Figure 1.1 demonstrates the
effectiveness of MSID, our purification method, against two prominent adversarial attacks, cAdv [9] and
PGD.

Existing defenses fall primarily into two categories: adversarial training (AT) and adversarial purification
(AP). AT [36, 126, 65] improves robustness by training DNNs using adversarial examples. However, it
often suffers from overfitting to known attacks [78], struggles with unseen attacks [53] and can degrade
standard accuracy while increasing computational cost [101, 25]. AP, on the other hand, pre-processes
input images to remove adversarial perturbations before inference [95, 90, 122]. Often leveraging
generative models [86, 88, 34, 92, 75, 42, 123, 110], AP offers a plug-and-play advantage, requiring
no retraining of the classifier and potentially generalizing to unseen attacks. However, AP typically
exhibits lower standard accuracy compared to AT [102, 16]. Furthermore, achieving a balance between
preserving image semantics and effectively removing perturbations remains a challenge, especially for
large-scale datasets [110].

Diffusion Models (DMs) are a class of generative models that learn to synthesize data by reversing a
diffusion process, gradually transforming a data sample into pure noise and then learning to reverse
this process to generate new samples. Recently, DMs have shown remarkable performance in im-
age generation, often outperforming even Generative Adversarial Networks (GANs) in terms of sample
quality [43, 94]. Their inherent denoising process naturally aligns with the goal of purification, and their
stochasticity offers potential for robust stochastic defenses [55]. However, existing diffusion-based AP
methods, such as those in [75, 61, 110], are vulnerable to color-based attacks due to the sensitivity
of DDPMs to chromatic manipulations [75]. This, combined with the limitations of AT in handling un-
seen attacks and maintaining standard accuracy [96, 53, 101], reveals a significant gap: the need for a
defense that simultaneously maintains high standard accuracy, effectively removes adversarial pertur-
bations, and provides robustness against a diverse range of attacks, including color-based and unseen
attacks.

This thesis addresses this gap by introducing Multi-Scale Inpainting Defense (MSID), a novel adver-
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sarial purification method. MSID performs targeted perturbation removal through a four-step process:
(1) Multi-scale superpixel segmentation to capture both coarse and fine-grained image features; (2)
Occlusion sensitivity map generation at multiple scales to identify perturbation-sensitive regions; (3)
Targeted inpainting using a pre-trained DDPM to restore these regions; and (4) Artifact removal using
Variance Preservation Sampling (VPS) to ensure a natural final image. We hypothesize that MSID will
improve resistance to color-based attacks and achieve state-of-the-art robust accuracy.

Figure 1.1: Illustration of MSID’s purification effectiveness. Each row presents an original image (leftmost), followed by
adversarial examples crafted using two attack methods (cAdv and PGD) and the corresponding purified outputs from MSID.
MSID proves promising purification capabilities, effectively mitigating the adversarial perturbations introduced by the attacks
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1.1. Research questions
This thesis investigates the vulnerability of DNNs to adversarial attacks and explores novel defense
mechanisms based on diffusion-based inpainting and explainable AI (XAI) techniques. The research
is guided by the following research questions:

RQ1: Howcan diffusion-based inpainting be leveraged to develop amore robust defense against
adversarial attacks on image classifiers?

This question motivates the development of the MSID, exploring the potential of diffusion models to
restore semantically meaningful content while removing adversarial perturbations. The focus is on
utilising the generative capabilities of diffusion models to purify images before inference.

RQ2: Can a multi-scale approach to occlusion sensitivity mapping improve the identification
and removal of adversarial perturbations?

This question examines the core contribution of MSID, which employs multi-scale superpixel segmen-
tation and generates occlusion sensitivity maps at different levels of detail. The goal is to determine
whether this multi-scale analysis improves the accurate localization of adversarial perturbations com-
pared to single-scale version of the method.

RQ3: What methods can be used to generate a binary mask from the sensitivity map that accu-
rately isolates regions that require inpainting for effective adversarial purification in MSID?

This question investigates the process of transforming the continuous-valued sensitivity map into a
binary mask capable of guiding the inpainting process. The objective is to identify the most relevant
regions for inpainting, thereby isolating the areas most likely to contain the adversarial perturbations.
This research question explores and compares two distinct approaches for achieving this segmenta-
tion: thresholding and clustering. Thresholding techniques analyse individual pixel sensitivity values,
labeling pixels exceeding a predetermined threshold as potentially perturbed, indicating a high con-
tribution to the erroneous classification. Conversely, clustering methods consider the sensitivity map
holistically, grouping pixels based on shared characteristics and spatial proximity to outline regions of
potential perturbation.

RQ4: How does the choice of imputation strategy during occlusion sensitivity map generation
influence the robustness of MSID against adversarial attacks?

This research question investigates the generation of the occlusion sensitivity map, which aims to iden-
tify the regions within the image that contribute most significantly to the classification. Specifically, it
examines the impact of different imputation methods, used to fill the occluded regions during this sen-
sitivity analysis on the overall robustness of the defense. The occlusion process involves temporarily
removing portions of the image, and the method used to fill these occlusions can significantly influence
the resulting sensitivity map and the subsequent identification of these critical regions. This research
question explores three specific imputation strategies: (1) Zero-value imputation, filling the occluded
regions with black pixels; (2) Histogram-based imputation, which occludes superpixels with a constant
value sampled from the color histogram of the image; and (3) Blurring-based imputation, which replaces
the occluded superpixels with a blurred version of the surrounding image content. These strategies rep-
resent three distinct approaches to filling the missing information, ranging from simple constant value
filling (zero-value) to more context-aware methods (histogram and blurring). Different imputation strate-
gies can introduce artifacts or biases that may affect the accuracy of the generated sensitivity map. This
question will help us evaluate the effects of these three imputation strategies on the performance of
MSID.

RQ5: Does MSID provide better robustness against a wider range of adversarial attacks, includ-
ing unseen attacks and color-based attacks, compared to existing state-of-the-art defenses?

This question evaluates the effectiveness of MSID by benchmarking its performance against both es-
tablished and novel attack strategies. The comparison encompasses a range of attack types, including
white-box and black-box attacks, strong adaptive attacks and color-based attacks, to assess the gen-
eralization capabilities and overall robustness of the proposed defense. The aim is to demonstrate that
MSID offers superior or comparable performance to state-of-the-art.
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1.2. Contributions
The main contributions of this work are as follows:

• This paper, to the best of our knowledge, is the first to apply DDPM inpainting for adversarial
purification, enabling targeted removal of perturbations while preserving benign image features,
unlike classical diffusion models which operate globally.

• We propose a novel defense technique which combines occlusion sensitivity maps to identify
potentially perturbed regions in adversarial images. This allows precise identification and removal
of adversarial perturbations, improving the robsutness compared to methods that lack targeted
restoration.

• MSID shows promising adversarial robustness against color-based attacks, a challenging type of
attacks. On CIFAR-10, MSID achieves 75.19% robust accuracy and on ImageNet, 64.84%.

• Extensive experiments show that our method outperforms previous AP methods. On CIFAR-10,
MSID improves robust accuracy by up to 5.42% against AutoAttack and 2.49% against PGD,
while maintaining a competitive 90.86% standard accuracy. On ImageNet, the improvements
reach 10.75% against AutoAttack, alongside a 76.39% standard accuracy. Furthermore, MSID
shows significantly better robustness against unseen attacks, with gains of up to 36.9%.

1.3. Thesis organization
This thesis is structured as follows:

Chapter 2 (Preliminaries) provides the necessary background information on deep neural networks,
adversarial attacks, adversarial training, adversarial purification and diffusion models. This chapter
establishes the foundational concepts upon which the research is built. Chapter 3 (Literature Review)
examines the existing literature on adversarial defense mechanisms. It explores the increasing threat
posed by these attacks, highlights the importance of robust defenses, and discusses various defense
strategies, including adversarial training and purification methods. This chapter identifies a research
gap that motivates the proposed approach. Chapter 4 (Methodology) details the proposed defense
mechanism. It explains the motivation behind the approach and provides a comprehensive descrip-
tion of the framework, including the generation of occlusion sensitivity maps, pixel grouping, feature
occlusion, multi-scale superpixel segmentation, map fusion, clustering, DDPM-based inpainting, in-
corporation of contextual cues and artifact removal. Chapter 5 (Experimental Setup) describes the
experimental setup used to evaluate the proposed defense. This includes details on the datasets, the
defense and classifier architectures, evaluation metrics and the adversarial attacks used. Implementa-
tion details, including hyperparameters and code availability, are also provided. Chapter 6 (Results and
Discussion) presents the experimental results and discusses their implications. This chapter compares
the proposed defense to state-of-the-art methods, evaluates its performance against various attacks.
This chapter also answers the research questions and provides an ablation study to analyse the contri-
bution of the defense’s different components. Chapter 7 (Limitations and Future Work) discusses the
limitations of the proposed approach and outlines potential directions for future research. Chapter 8
(Conclusion) summarizes the key findings of the thesis and reiterates the contributions of the work.



2
Preliminaries

2.1. Deep neural networks for image classification
Deep Neural Networks (DNNs) have revolutionised image classification, achieving outstanding perfor-
mance across various benchmarks [51]. DNNs are complex, multi-layered structures designed to learn
patterns from data. At their core are artificial neurons, interconnected units that process and transmit
information. These neurons are organised into layers, with each layer performing a specific transforma-
tion on the data. During training, DNNs learn by adjusting the weights of these connections to minimize
a loss function, which measures the difference between the network’s predictions and the ground truth
labels. This process, known as backpropagation, iteratively adjusts the weights based on the gradients
of the loss function. This section provides a brief overview of DNNs, focusing on Convolutional Neural
Networks (CNNs) and Vision Transformers (ViTs), two architectures used in this thesis.

2.1.1. Convolutional Neural Networks (CNNs)
CNNs are designed to exploit the spatial structure of images. They use convolutional layers, which
learn local patterns through filters that slide across the input image. These filters, characterized by
their size, stride, and padding, effectively detect features like edges, corners, and textures. The output
of a convolutional layer is a feature map, which is then often downsampled by pooling layers (e.g., max
pooling or average pooling) to reduce computational complexity and increase robustness to small spa-
tial shifts. Pooling operations aggregate information within local regions, further contributing to spatial
invariance. After multiple convolutional and pooling layers, the extracted features are flattened and
passed through fully connected layers, which combine these features and perform the final classifica-
tion. Activation functions, such as the Rectified Linear Unit (ReLU), introduce non-linearity between
layers. This non-linearity is important for enabling the network to learn complex, non-linear relation-
ships in the data.

Popular CNN architectures, such as ResNet [41], WideResNet [124], and MobileNetV2 [87], which
are used in this thesis, leverage these components with varying configurations and optimizations to
achieve high accuracy and efficiency. ResNet, for instance, introduces skip connections to address
the vanishing gradient problem, a common issue in deep networks, enabling the training of very deep
architectures. WideResNet expands upon ResNet by increasing the width (number of channels) of the
convolutional layers, which provides a richer feature representation. MobileNetV2 employs depthwise
separable convolutions, a computationally efficient alternative to standard convolutions, reducing the
number of parameters and computations, making it suitable for mobile and embedded applications. A
typical CNN architecture is illustrated in Figure 2.1.
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2.1. Deep neural networks for image classification 6

Figure 2.1: Architecture of a typical CNN for image classification. The input image is processed through a series of
convolutional and pooling layers, extracting hierarchical features. Convolutional layers apply learnable filters to detect patterns,
while pooling layers downsample the feature maps. ReLU activation functions introduce non-linearity. The flattened feature
representation is then passed through fully connected layers for final classification using a softmax function. Reprinted from

Tabian et al. [100]

2.1.2. Vision Transformers (ViTs)
Vision Transformers (ViTs) [26] offer an alternative approach to image classification, adapting the trans-
former architecture [105], originally designed for natural language processing, to the visual domain.
ViTs process images by dividing them into a sequence of non-overlapping patches. These patches are
then flattened and linearly projected into embedding vectors, similar to word embeddings in natural lan-
guage processing. Positional encodings are added to these embeddings to retain spatial information,
which is essential because the transformer architecture itself is permutation-invariant. These embed-
ded patches are then fed into a transformer encoder, as depicted in Figure 2.2.

The core component of the transformer encoder is the self-attention mechanism. Self-attention allows
the network to weigh the importance of different image patches in relation to each other, effectively
capturing long-range dependencies and global context. Multi-head attention enhances this by perform-
ing self-attention multiple times in parallel with different learned linear projections (heads), allowing the
model to attend to different aspects of the input simultaneously. Each attention head produces a set of
attention weights, which are then aggregated and used to combine the input patch embeddings. Fol-
lowing the self-attention mechanism, the transformer encoder typically includes a feed-forward network,
applying non-linear transformations to further process the information.

ViTs have shown competitive performance on image classification tasks, particularly when trained on
large datasets [26]. They excel at capturing global context and long-range dependencies, offering a
different inductive bias compared to CNNs. In this thesis, we also evaluate the performance of MSID
with a ViT architecture on ImageNet, demonstrating its applicability to transformer-based models.

This overview provides the necessary background on DNNs for image classification, focusing on the
architectures relevant to this thesis. The subsequent chapters will explore the specifics of how these
architectures are used and evaluated within the context of adversarial defense. In particular, the vul-
nerability of DNNs to adversarial attacks develops from their complex decision boundaries and reliance
on subtle features, making them susceptible to carefully crafted perturbations.
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Figure 2.2: Architecture of a Vision Transformer for image classification. The input image is divided into patches, which are
then linearly projected into patch embeddings. Positional embeddings are added to preserve spatial information. The

transformer encoder processes these embeddings through multiple transformer blocks. Each block consists of a multi-head
self-attention layer to capture long-range dependencies and a feed-forward neural network for further processing. A final

classification layer processes the encoded patch embeddings to produce the classification output. Reprinted from Cameron
[107]

2.2. Adversarial attacks
This section introduces the fundamental concepts and notations used throughout the paper regarding
adversarial attacks. We focus on attacks against deep neural networks, denoted by fθ(x), where θ
represents the model’s parameters and x ∈ X is the input data, belonging to the input space X ⊂ Rd.
The output of the DNN is a prediction vector fθ(x) ∈ RK , where K is the number of classes. We
assume a classification setting where the predicted class is given by argmaxk fθ(x)k.

2.2.1. Adversarial Examples
An adversarial example is a carefully crafted perturbation, δ, of a benign input x, resulting in x′ = x+ δ.
This perturbation is designed to be imperceptible to humans, thus constrained in magnitude, |δ|p ≤
ϵ, while simultaneously causing the DNN, fθ, to misclassify the input (as visualized in Figure 2.3).
Formally, an adversarial example x′ satisfies:

fθ(x
′) ̸= fθ(x) (Misclassification)

∥δ∥p < ϵ (Perceptual similarity),

where | · |p denotes the ℓp-norm, commonly ℓ∞ (maximum perturbation per feature), ℓ2 (Euclidean dis-
tance), or ℓ1 (Manhattan distance), and ϵ represents the maximum permissible perturbation magnitude
(the perturbation budget). Effectively, generating an adversarial example involves maximizing the loss
function of the classifier, fθ (or similarly, minimizing the classifier’s confidence in the true label):

δ = arg max
||δ||≤ϵ

L(fθ(x+ δ), ŷ),

where L is the loss function and ŷ is the true label of x.

2.2.2. Representative attacks
Several methods exist for crafting adversarial examples. Here are a few representative attacks:
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Figure 2.3: Illustration of adversarial example generation. The original image x is perturbed by δ to create the adversarial
example x′, which is misclassified by the DNN fθ .

Fast Gradient Sign Method (FGSM): FGSM [36] is a fast, single-step attack that perturbs the input in
the direction of the gradient of the loss function with respect to the input:

δ = ϵ sign (∇xL(fθ(x), ŷ))

where sign(·) is the sign function.

Projected Gradient Descent (PGD): PGD [65] is an iterative attack that extends FGSM. It iteratively
applies FGSM, projecting the perturbed image back onto the ℓp-ball after each step:

x(t+1) = Πx+S

(
x(t) + α sign

(
∇xL(fθ(x

(t)), ŷ)
))

where x(0) = x, Πx+S is the projection onto the set S = {δ | ∥δ∥p < ϵ}, α is the step size and t is the
iteration number.

Carlini & Wagner (C&W): The C&W attack [13] formulates adversarial example generation as an
optimization problem, minimizing the distance between the adversarial example and the original input
while ensuring misclassification:

minimize ∥δ∥p + c · f(x+ δ)

subject to x+ δ ∈ [0, 1]d

where f(·) is a function designed to be negative when the model misclassifies and positive otherwise,
and c is a hyperparameter controlling the trade-off between perturbation size and misclassification
confidence.

These are just a few examples and many other attack methods exist.

2.3. Adversarial training
Adversarial training is a key defense strategy against adversarial attacks. It augments the training
process by including adversarial examples in the training data. The core idea is to minimize the loss on
both clean and adversarial examples. The most common form, min-max adversarial training, solves
the following min-max optimization problem:

min
θ

E(x,ŷ)∼D

[
max

∥δ∥p≤ϵ
L(fθ(x+ δ), ŷ)

]
where D is the training data distribution. This formulation aims to find model parameters θ that are
robust to adversarial perturbations within the specified norm bound. The inner maximization problem
finds the worst-case adversarial perturbation for a given input and model, while the outer minimization
problem finds model parameters that minimize the loss on these worst-case examples. Pioneered by
Goodfellow et al. [36] with FGSM, adversarial training was formalized as robust optimization by Madry
et al. [65] using PGD, a stronger but computationally expensive attack. This cost motivated exploring
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more efficient methods, including revisiting FGSM, though it suffers from catastrophic overfitting [113],
addressed by techniques like GradAlign [2].

The robustness-accuracy trade-off is another challenge of AT. TRADES [126] balances standard loss
with a smoothness promoting term. CAT [12] uses a curriculum of increasing attack strengths. Other
advancements include using FOSC [111] to assess adversarial example quality, FRL [120] for fairness,
and OAT/OATS [109] for efficient robustness-accuracy trade-off exploration. These developments high-
light the ongoing progress in adversarial training, addressing key challenges and providing a foundation
for further research.

2.4. Adversarial purification
Adversarial purification (AP) offers an alternative defense strategy by introducing a separate purifica-
tion module gγ . This module acts as a pre-processing step, transforming the potentially adversarial
input x′ before it is fed to the classifier fθ. The goal is to mitigate the impact of the adversarial pertur-
bation δ, ideally resulting in the same classification output as the clean input: fθ(gγ(x + δ)) = fθ(x).
Notably, AP does not necessitate perfect reconstruction of the original input (gγ(x+ δ) ̸= x). Instead, it
focuses on removing the adversarial noise sufficient for correct classification. By focusing on removing
classification-disrupting noise, rather than perfectly reconstructing the input, AP becomes a versatile
tool applicable to a wide range of classifiers. This characteristic allows AP to function as a plug-and-
play module, compatible with various classifiers and often implemented using pre-trained generative
models for gγ . The effectiveness of AP, however, relies heavily on the purifier’s ability to distinguish
and neutralize adversarial perturbations without excessively affecting the underlying semantic content
of the input.

Initial purification methods leveraged generative models. Defense-GAN [86] projected inputs onto a
GAN’s range, but its effectiveness was tied to GAN quality. Later, Defense-VAE [57] used a VAE for
faster purification. Self-supervisedmethods like NRP [72] trained a purifier tominimize feature distortion
based on a fixed feature extractor. ZeroPur [10] combined readily available classifier features and
blurring for a training-free approach. Diffusion models became central to AP, with DiffPure [75] utilizing
forward and reverse diffusion. Enhanced versions like AGDM [60] incorporated guidance from an
adversarially trained network for improved performance. Energy-based models offered an alternative,
with ADP [123] employing a DSM-trained EBM for faster purification. Finally, AToP [61] combined
adversarial training with purification, aiming to improve robustness and generalization.

2.5. Diffusion models
Diffusion models are a class of generative models that learn to synthesize data by iteratively denoising
a sample from a known distribution. This process can be understood as the reverse of a diffusion
process, which gradually adds noise to the data. We describe the forward and backward diffusion
processes below. The neural network architecture typically used to parameterize the reverse process,
U-Net [83], is detailed in Section 2.5.3.

2.5.1. Forward diffusion process
The forward diffusion process, also known as the diffusion process, gradually adds Gaussian noise
to the data distribution p(x0) over T time steps. This process can be defined by a Markov chain with
transition probabilities p(xt|xt−1) given by:

p(xt|xt−1) = N (xt;
√

1− βtxt−1, βtI), (2.1)

where βt ∈ (0, 1) are variance schedules controlling the amount of noise added at each time step t,
and I is the identity matrix. Commonly used schedules include linear and cosine schedules [73]. This
formulation allows us to sample xt at any time step t directly from x0 using:

p(xt|x0) = N (xt;
√
ᾱtx0, (1− ᾱt)I), (2.2)
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where ᾱt =
∏t

s=1 αs and αt = 1− βt. As t increases, xt becomes increasingly noisy and converges to
a standard Gaussian distribution when T →∞.

2.5.2. Backward diffusion process
The backward diffusion process, also known as the reverse process, aims to learn the reverse of the
forward diffusion. It starts from a sample xT ∼ N (0, I) and iteratively removes noise to generate a
sample from the data distribution p(x0). The reverse process is also a Markov chain defined by

p(xt−1|xt) = N (xt−1;µγ(xt, t),Σγ(xt, t)), (2.3)

where µγ(xt, t) and Σγ(xt, t) are the learned mean and covariance, respectively, parameterized by
a neural network with parameters γ. As described in Section 2.5.3, this neural network is typically
a U-Net architecture [22, 91]. In practice, the covariance is often fixed to a time-dependent constant
derived from the forward process variance schedule, and only the mean is learned. The goal of training
a diffusion model is to learn the parameters γ such that the reverse process faithfully approximates the
true posterior p(xt−1|xt). This is typically done by minimizing a variational bound on the negative log-
likelihood.

2.5.3. U-Net
The U-Net [83], originally designed for biomedical image segmentation, has become essential for
diffusion-based generative models like Denoising Diffusion Probabilistic Models (DDPMs). Its strength
lies in capturing both high-level context and fine-grained details, making it ideal for detailed image
reconstruction.

The U-Net works as an encoder-decoder with skip connections. The encoder downsamples the input
image, extracting increasingly abstract features through convolutions and pooling, capturing the global
context. The decoder then upsamples these features back to the original resolution, reconstructing
the image’s spatial structure. Skip connections link corresponding encoder and decoder layers, pre-
serving fine details lost during downsampling.In DDPMs, the U-Net forms the core of the denoising
network. This network iteratively predicts the noise in an image during the reverse diffusion process.
At each step, the U-Net receives a noisy image. It predicts the noise added at that step and subtracts
it, progressively refining the image back to its clean version.The U-Net’s encoder captures high-level
features. These features are passed to the decoder, which reconstructs the clean image using both
the global context and the detailed information from the skip connections. These skip connections are
essential in DDPMs, ensuring the network retains fine details from the noisy image for accurate recon-
struction. DDPMs enhance the U-Net with mechanisms to handle temporal and spatial dependencies.
Positional encodings inform the model about the current timestep in the diffusion process, allowing it to
adapt its predictions based on the noise level. Attention mechanisms can also be incorporated to cap-
ture long-range dependencies, improving generated sample quality. Further architectural refinements,
like scale-shift normalization in attention layers and residual blocks with up/down sampling, boost the
model’s ability to learn complex denoising distributions, leading to better generation quality and diver-
sity.

By leveraging the U-Net’s ability to model both global and local features, DDPMs excel at generating
high-quality, diverse images [43]. See Figure 2.4 for a detailed illustration of the U-Net architecture.



2.6. Measuring standard and robust accuracy 11

Figure 2.4: The U-Net architecture (illustrated for a 32x32 pixel resolution at the lowest level) features blue boxes representing
multi-channel feature maps. The number of channels is indicated above each box, while the dimensions of the feature map (x
and y size) are shown at the bottom-left corner. White boxes signify copied feature maps, and the arrows indicate various

operations within the network. Adapted from Ronneberger et al. [83]

2.6. Measuring standard and robust accuracy
Evaluating the effectiveness of defenses against adversarial attacks requires measuring both standard
accuracy (performance on clean data) and robust accuracy (performance on adversarially perturbed
data). These metrics provide a comprehensive assessment of a model’s ability to generalize to unseen
data and withstand adversarial attacks.

2.6.1. Standard Accuracy
This is the conventional accuracy metric, calculated as the percentage of correctly classified clean
samples:

Standard Accuracy =
Number of correctly classified clean samples

Total number of clean samples
∗ 100 (2.4)

2.6.2. Robust Accuracy
This measures the model’s robustness to adversarial attacks. It is computed as the percentage of
correctly classified adversarial examples:

Robust Accuracy =
Number of correctly classified adversarial examples

Total number of adversarial examples
∗ 100 (2.5)

In evaluating defenses, it’s important to report both standard and robust accuracy to understand the
potential trade-off between these two metrics. Ideally, a robust defense should maintain high standard
accuracy while considerably improving robust accuracy compared to undefended models.



3
Literature review

3.1. The growing threat of adversarial attacks
Adversarial attacks pose a threat to DNNs by exploiting their vulnerabilities. These attacks subtly per-
turb the input data, often imperceptibly, leading to misclassifications [99]. We can broadly classify these
attacks into white-box attacks, where the attacker possesses full knowledge of the target model and
black-box attacks, where the attacker can only query the model and observe its outputs. Historically,
adversarial attacks were predominantly white-box. However, the field has changed with the emergence
of sophisticated black-box techniques, thereby extending the scope of the threat. These attacks can be
further distinguished as either targeted, which aims to induce a specific misclassification or untargeted
which aims for any incorrect classification.

This increasing sophistication of adversarial attacks naturally raises concerns regarding the security
of DNNs across various applications, especially in safety-critical domains such as autonomous driving.
Consider, for instance, the scenario in which an image classification model within a self-driving vehicle
misclassifies a stop sign as a speed limit sign due to adversarial manipulation. The development
of universal adversarial perturbations (UAPs) [70, 69, 58], which are capable of fooling a model on
a wide range of inputs, further amplifies this concern. As these attacks become more powerful and
easier to execute, developing robust defenses against them is critical to ensuring the safe and reliable
deployment of DNNs.

3.2. The importance of robust defenses
As DNNs become widespread in various aspects of our lives, the importance of ensuring their reliability
and security cannot be underestimated. The vulnerability of these systems to adversarial attacks poses
a substantial risk to their integrity. Adversarial attacks can have far-reaching consequences, ranging
from compromising the safety of autonomous vehicles to undermining the fairness of decision-making
systems [130]. Therefore, it is vital to develop effective defenses that can protect DNNs against such
attacks. The need for robust defense methods is further stressed by the fact that adversarial attacks
are increasingly sophisticated and accessible [18].

The rise of tools that provide techniques for generating adversarial examples, such as Foolbox [81],
Advertorch [23] or Adversarial Robustness Toolbox (ART) [74], has made it easier for attackers to
craft attacks. Moreover, the growing use of DNNs in high-stakes applications, such as healthcare and
finance, has created a need for defense mechanisms that can ensure the reliability and security of
these systems [114].

In this context, the development of effective defense strategies against adversarial attacks is a neces-
sity. Despite the growing recognition of the importance of defending against adversarial attacks, the
development of effective defense mechanisms remains a challenging task. Adversarial attacks are
often designed to exploit the specific vulnerabilities of DNNs, making it difficult to develop defense
mechanisms that can provide comprehensive protection [18]. In addition, the arms race between at-
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tackers and defenders is ongoing, with new attack techniques and defense strategies continuously
emerging.

Figure 3.1: This diagram categorises adversarial defenses, including adversarial training, input transformations, detection, and
purification methods. Each category is further divided into specific techniques with corresponding references (indicated by
bracketed numbers). Adversarial training includes various methods. Input transformations can be deterministic or stochastic.
Detection methods include statistical analysis, reconstruction-based approaches, and discriminator/classifier-based techniques.

Purification methods leverage GANs/VAEs, self-supervised/classifier-guided learning, energy-based models, and
diffusion-based approaches.

3.3. An overview of defense strategies
This section briefly covers two defense strategies against adversarial attacks: input transformations and
detection methods. While we also consider adversarial training and purification as important defense
strategies, a more detailed discussion of these techniques is reserved for later sections.

Input transformations: The development of robust defenses against adversarial examples has led
to the investigation of input transformation as a purification technique. While this approach has shown
promise, challenges persist. Initial efforts focused on leveraging readily available image processing
techniques like JPEG compression [27], which removes adversarial perturbations by projecting the
input onto a manifold of clean images. Similarly, bit-depth reduction and image cropping/rescaling
were used to purify adversarial perturbations. However, these deterministic and often differentiable
transformations proved inferior against stronger adversaries capable of exploiting obfuscated gradients
[5]. This proved the need for defenses that are both non-differentiable and stochastic.

The introduction of randomized resizing and padding represented a turning point towards stochastic de-
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fenses, demonstrating improved robustness, particularly against iterative attacks. However, the lack of
a theoretical foundation and limitations in effectiveness motivated the exploration of more sophisticated
methods [119]. Guo et al. [39] investigated total variance minimization and image quilting, leveraging
their non-differentiable nature for a more resilient defense. Yet, computational complexity and parame-
ter sensitivity came into view as new challengers. Recognizing the limitations of single transformations,
Raff et al. [80] pioneered the concept of ensembling multiple weak transformations with their BaRT
defense. This stochastic combination of diverse transformations significantly improved robustness but
still faced challenges related to heuristic selection and the computational cost of BPDA+EOT. Build-
ing upon this insight, Qiu et al. [79] proposed a two-step transformation incorporating DCT-based
quantization and pixel dropping/displacement, demonstrating the effectiveness of designing special-
ized, non-approximable transformations. This progression reveals a clear trend towards more complex
and stochastic transformations for purification, but the search for theoretically grounded, computation-
ally efficient, and truly robust defenses continues.

Detection Methods: Early work, such as that by Feinman et al. [29], explored implicit detection by
leveraging artifacts of adversarial manipulation. They analysed density estimates in the feature space
and Bayesian uncertainty derived from dropout networks, suggesting that adversarial examples reside
off the data manifold and in low-confidence regions. While promising initial results were observed,
this approach’s reliance on dropout limited its applicability to specific network architectures, and the
effectiveness against adaptive attacks remained an open question. Similarly, Xu et al. [121] introduced
feature squeezing, a detection technique based on comparing predictions on the original input and
a simplified, squeezed version. This method shows simplicity and computational efficiency, but its
vulnerability to adaptive attacks highlighted an essential limitation of the defense.

Addressing the need for stronger defenses, Lu et al. proposed SafetyNet [63], which utilizes quantized
ReLU activations and a Support Vector Machine (SVM) to detect anomalous activation patterns show-
ing adversarial examples. The discrete nature of the quantized activations created a harder optimiza-
tion problem for the adversary, enhancing robustness against both seen and unseen attacks. However,
SafetyNet’s dependence on a specific network architecture limited its generalizability and the potential
for approximation through smoothing remained a concern. Metzen et al. [67] took a different approach,
augmenting the classifier with a ”detector” subnetwork trained to discriminate between genuine and
adversarial inputs. This approach demonstrated high detection accuracy and some generalization to
weaker adversaries. However, it is susceptible to a ”dynamic adversary” that attacks both classifier
and detector concurrently. Meng & Chen [66] further explored detection by modeling the manifold of
normal data using autoencoders. This allowed for both detection, based on reconstruction error or
probability divergence and change projecting adversarial examples back onto the manifold. Although
MagNet shows promising results against black-box attacks, it proved vulnerable to white-box attacks.
Finally, Zheng & Hong. [131] focused on the internal representations of the network with their frame-
work I-defender, using Gaussian Mixture Models to characterize the expected distribution of hidden
neuron activations. This method achieved state-of-the-art performance in unsupervised detection, but
its dependence on fully connected layers and vulnerability to white-box attacks highlighted the need for
further refinement of methods that analyse the network’s internal state.

Collectively, these works illustrate the evolution of adversarial example detection techniques, moving
from detecting artifacts of specific attacks towards characterising expected network behavior and iden-
tifying deviations. Despite significant advancements, the limitations of existing methods, particularly
their vulnerability to adaptive attacks and the reliance on specific network architectures or training data,
motivate ongoing research into more robust and generalizable detection and purification strategies. A
promising direction involves developing defenses that are less dependent on specific attack charac-
teristics and more focused on understanding and enforcing the intrinsic properties of benign data and
network behavior.

3.4. From basic adversarial training to advanced techniques
The core principle of adversarial training, as initially explored by Goodfellow et al. [36], involves aug-
menting the training data with adversarial examples, forcing the model to learn to correctly classify both
clean and perturbed inputs. Goodfellow et al. also proposed the Fast Gradient Sign Method (FGSM),
a single-step method for generating adversarial examples and suggested that the linearity of deep net-
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works contributes to their vulnerability to these attacks. This work laid the groundwork for later research
on adversarial training.

Madry et al. [65] innovated the field by formalizing adversarial training as a robust optimization problem,
framing it as a min-max game between the model and an adversary. They proposed using stronger
iterative attacks like Projected Gradient Descent (PGD) to generate adversarial examples, achieving
state-of-the-art robustness. Their work highlighted the importance of both the attack strength andmodel
capacity in identifying the effectiveness of adversarial training. However, this PGD-based approach,
while effective, suffers from computational overhead due to the iterative nature of the attack.

This computational bottleneck stimulated research intomore efficient adversarial trainingmethods. One
direction was to revisit FGSM-based training due to its speed. However, as highlighted by Wong et
al. [113] and further investigated by Andriushchenko and Flammarion [2], FGSM training is prone to
a phenomenon called catastrophic overfitting (CO), where the model’s robustness against multi-step
attacks collapses abruptly during training, despite maintaining high accuracy on single-step adversarial
examples. Andriushchenko and Flammarion delved deeper into the mechanisms of CO, demonstrating
its occurrence even in single-layer networks and attributing it to the development of local non-linearity.
They proposedGradAlign [2], a regularization technique based onmaximizing gradient alignment within
the perturbation set, to mitigate CO and improve the performance of FGSM training.

Another significant challenge in adversarial training is the inherent trade-off between robustness and
standard accuracy. Zhang et al. addressed this trade-off directly by introducing TRADES [126], an al-
gorithm that formulates adversarial training as the optimization of a regularized surrogate loss function.
TRADES explicitly balances the standard classification loss with a term promoting smoothness around
the decision boundary, effectively trading off between clean accuracy and robustness against adversar-
ial perturbations. Furthermore, Cai et al. observing the limitations of standard adversarial training on
complex datasets, proposed Curriculum Adversarial Training (CAT) [12], which employs a curriculum
of increasingly strong attacks. CAT, along with techniques like batch mixing and quantization to combat
catastrophic forgetting and improve generalization, achieved notable improvements in robustness.

Wang et al. realising the important role of the quality of adversarial examples used in training, intro-
duced the First-Order Stationary Condition (FOSC) [111] as a metric for evaluating the convergence
quality of these examples. They showed that while high-quality (low FOSC) examples are important
for robustness in later training stages, they may be detrimental in early stages. This insight led to
a dynamic training strategy that gradually increases the required convergence quality of adversarial
examples, resulting in improved robustness. Simultaneously, Xu et al. brought to light the issue of
fairness in adversarial training, revealing significant difference in robustness and accuracy across dif-
ferent classes or groups, even in balanced datasets. They proposed the Fair Robust Learning (FRL)
framework [120], adding fairness constraints and dynamically adjusting perturbation margins during
training, to mitigate these difference in robustness.

The computational overhead of retraining models multiple times to explore different points on the
robustness-accuracy trade-off curve was addressed by Wang et al. with Once-for-all Adversarial Train-
ing (OAT) [109]. OAT allows for the in-situ calibration of this trade-off at test time by treating the robust
loss weight as a model input. By employing dual batch normalization, OAT effectively handles the
conflicting feature statistics of clean and adversarial examples, enabling a single model to achieve a
range of robustness-accuracy trade-offs without retraining. This framework was further extended to
OATS, which incorporates model slimming for joint optimization of robustness, accuracy and model
complexity.

Despite significant advancements in adversarial training, several limitations persist. The computational
cost of robust training, particularly with iterative attacks like PGD, remains a major obstacle. Even fast,
single-step methods like FGSM are susceptible to catastrophic overfitting. Furthermore, adversarial
training often necessitates a trade-off between robust and standard accuracy, and achieving an op-
timal balance can be challenging. Existing methods, while attempting to address this trade-off, still
require careful hyperparameter tuning and may not fully capture the complexities of the trade-off space.
Another limitation is the potential for unfairness, where adversarial robustness is not evenly distributed
across different classes or groups within the data. Finally, efficiently exploring the robustness-accuracy
trade-off often requires multiple retraining runs, adding to the computational overhead. Although tech-
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niques like OAT offer in-situ calibration, they still rely on careful selection of training hyperparameters
and model configurations.

3.5. Introduction to purification
Adversarial purification offers a unique proactive defense against adversarial examples, destroying
adversarial perturbations before classification. While other defenses aim to mitigate adversarial per-
turbations, purification differentiates itself by actively reshaping potentially adversarial inputs to match
benign data points, exploiting the underlying structure of the data manifold. In contrast to adversarial
training, which enhances model robustness by introducing adversarial examples during the training pro-
cess, purification effectively ”cleanses” or projects perturbed inputs back onto the data manifold prior
to classification. This approach also contrasts with input transformation defenses, which pre-process
inputs to filter adversarial perturbations and adversarial example detection methods, which identify and
flag such inputs without modification. Rather than relying on adversarial samples, input transforma-
tions or explicit detection criteria, purification leverages the inherent structure of the data distribution to
neutralize adversarial perturbations before they are fed to the classifier.

3.6. Adversarial purification methods
The search for robust deep learning models that can withstand adversarial attacks has driven signifi-
cant advancements in defense strategies, with purification methods playing a central role. This review
summarizes and evaluates key papers in the field, highlighting the evolution from simple adversarial
training to advanced purification techniques using generative models, self-supervision, and certified
defenses.

Adversarial Training: Initial defenses focused on adversarial training. For instance Madry et al. [65]
augmented training data with adversarial examples. While effective against known attacks, as demon-
strated by its robustness against PGD attacks in Hill et al.’s study [42], AT exhibits limitations. It often
overfits to the training attacks, weak against unseen threats, as highlighted by Lin et al.’s AToP paper
[61] and the analysis of unseen attacks in multiple studies [53, 24]. Furthermore, AT is computationally
expensive and can significantly degrade standard accuracy, issues addressed by Naseer et al.’s NRP
[72].

Early Purification: Defense-GAN [86], pioneered purification using generative models. By project-
ing inputs onto the range of a pre-trained GAN’s generator prior, it defended against both black-box
and white-box attacks, addressing the attack-specificity of AT. However, its effectiveness depends
much on GAN quality and requires iterative optimization, a computational bottleneck addressed by
Defense-VAE [57]. Using a Variational autoencoder (VAE), Defense-VAE achieved faster, one-shot
purification, making real-time defense feasible, but still relied on adversarial examples for training, in-
troducing vulnerability to unseen attacks. PixelDefend [93] used a PixelCNN for purification, achieving
attack-agnosticism and strong performance, but the computational cost of PixelCNN remained a limi-
tation. Similarly, PuVAE [44] used a class-conditional VAE, improving on Defense-VAE with targeted
denoising, but its reliance on a source classifier and vulnerability to unseen attacks are it’s limitations.

Self-Supervision andClassifier Guidance: Seekingmore efficient and adaptable defenses, researchers
invented self-supervised and classifier-guided purification techniques. HGD [59], for example, guided
a denoising autoencoder using high-level feature representations extracted from the classifier itself,
demonstrating improved robustness and generalization compared to pixel-level denoising. Park et
al.’s ZeroPur [10] simplified purification further by combining readily available classifier features with
a blurring transformation, eliminating the need for training a separate purification model. This training-
free approach, while computationally efficient, proved susceptible to attacks specifically designed to
be robust to blurring. NRP [72] took a different approach, training a dedicated purifier network to mini-
mize the distortion of features extracted by a fixed, pre-trained network. This self-supervised approach
achieved strong cross-task performance, but introduced a potential vulnerability due to the reliance on
a fixed feature extractor, which could be exploited by an attacker with knowledge of that extractor’s
characteristics.
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Adversarial purification using diffusion models: Diffusion models have become central to adver-
sarial purification. DiffPure [75] introduced diffusion-based purification, using the forward process to
add noise and the reverse process for denoising. They employed the adjoint method for efficient gra-
dient computation, enabling evaluation against strong adaptive attacks. GDMP [110] and AGDM [60]
enhanced DiffPure with guidance, improving semantic preservation and robustness. AGDM’s use of an
adversarially-trained auxiliary network for guidance offered superior performance. DDS [14] and DiffS-
mooth [127] adapted diffusion for certified robustness within the denoised smoothing framework. DDS
achieved state-of-the-art certified robustness at low perturbation levels but struggled with higher levels
due to the diffusion model’s tendency to hallucinate, an issue partially mitigated by DiffSmooth’s local
smoothing. DensePure [116] achieved improved certified robustness through multiple reverse diffusion
runs and majority voting, approximating the highest density region in the conditional distribution. How-
ever, the computational cost of diffusion-based methods remains a key challenge. RDC [15] integrated
the diffusion model directly into the classifier, demonstrating strong robustness and generalization as
a generative classifier, but shared the computational limitations of diffusion models.

Adversarial purification with Energy-based models ADP [123] used a DSM-trained EBM and ran-
domized purification, providing a faster alternative to diffusion-based purification with certified robust-
ness. Hill et al. [42] advanced EBM-based defenses with convergent EBMs, enabling effective pu-
rification with long-run MCMC and achieving competitive performance with AT for standardly trained
classifiers. MALADE [95] further refined this by incorporating a novel conditional gradient estimator,
improving performance against strong attacks, but the computational cost of MCMC remains a limita-
tion.

Adversarial Training of Purifiers AToP [61] combined adversarial training with purification, training the
purifier with adversarial examples to improve robustness and generalization. This approach leverages
the strengths of both AT and purification but inherits the computational cost associated with generative
models.

Looking forward, several critical research directions stand out. Improving the computational efficiency
of purification, especially for diffusion models, remains top priority. Extending certified robustness
guarantees to more purification methods is equally important. Developing sophisticated, adaptive guid-
ance mechanisms is a promising opportunity. Addressing vulnerabilities to advanced adaptive attacks,
especially those targeting purification modules or exploiting specific model weaknesses. Exploring hy-
brid defenses combining purification with other techniques will significantly amplify the impact of this
research domain. Figure 3.1 illustrates the existing field of defense mechanisms, including various
purification approaches

3.7. Research gap
Despite significant progress in adversarial purification techniques, several research gaps remain, mo-
tivating this thesis. Existing methods, including those leveraging diffusion models, show trade-offs
between standard accuracy, robustness against diverse attacks (especially color-based attacks) and
computational efficiency.

Adversarial training, while offering strong robustness against known attacks, struggles with unseen at-
tacks and often degrades standard accuracy [53, 101]. Purification methods using GANs, VAEs, and
PixelCNNs have shown promise but face limitations in terms of GAN quality, computational cost or
reliance on adversarial examples for training [93, 57, 86]. Even recent advances in diffusion-based
purification like DiffPure, GDMP, and AGDM remain vulnerable to color-based attacks due to the sen-
sitivity of DDPMs to chromatic manipulations [75, 110, 60]. Furthermore, achieving a balance between
effective perturbation removal and preserving image semantics, particularly for large-scale datasets,
remains a challenge [110].

Particularly, current diffusion-based purification methods lack a targeted approach to perturbation re-
moval. They typically operate globally, applying denoising across the entire image, which can affect
benign features and impact standard accuracy. Additionally, the reliance on global denoising makes
them susceptible to attacks that manipulate subtle color information, which might be overlooked by
global operations.
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This research addresses these gaps by proposing MSID, a novel purification method that utilises a
multi-scale inpainting approach guided by occlusion sensitivity maps. By targeting specific potentially
perturbed regions for inpainting using a pre-trained DDPM, MSID aims to achieve a superior balance
between robustness (including against color-based attacks) and standard accuracy compared to exist-
ing methods. This targeted approach also hypothesizes to offer better preservation of image semantics
and improved generalization to unseen attacks.

In summary, the research gaps addressed by this thesis are:

• Limited robustness against unseen attacks: Existing adversarial training methods tend to
overfit to known attacks.

• Vulnerability to color-based attacks: Current diffusion-based purification methods are suscep-
tible to chromatic manipulations.

• Trade-off between robustness and standard accuracy: Achieving high robustness often comes
at the cost of reduced standard accuracy.

• Lack of targeted perturbation removal: Global denoising in diffusion-based methods can affect
benign image features.

• Preserving image semantics: Effectively removing perturbations while maintaining image fi-
delity remains a challenge.

MSID aims to bridge these gaps by introducing a targeted, multi-scale inpainting approach for adver-
sarial purification using diffusion models.



4
Methodology

4.1. Motivation
This chapter outlines the methodology used in this thesis to address the vulnerability of deep learning
models to adversarial attacks. The focus is on developing a robust AP defense, using DDPM. This
approach is motivated by observations and limitations in existing defense strategies.

AT while effective in enhancing robustness, struggles to generalize to unseen attacks, often facing a
trade-off between standard and robust accuracy. It is also computationally expensive and requires
retraining the model for each new attack [53, 103]. These limitations highlight the need for alternative
approaches, such as AP, which can generalize better and be applied to pre-trained models.

Adversarial purification is designed to ”cleanse” adversarial examples by projecting them back onto
the manifold of clean images, effectively removing adversarial perturbations before inference. Recent
advancements in generative models, particularly DDPMs, demonstrate their ability to generate high-
quality, realistic images [22]. This capability makes DDPMs a promising tool for adversarial purification,
as their data distribution modeling can effectively neutralize adversarial noise [75].

Existing AP methods often purify the entire image, potentially altering benign features. To address
this issue, this work uses XAI techniques, specifically multi-scale occlusion sensitivity maps, to identify
regions of the image potentially adversarially perturbed. This enables targeted purification, focusing
on removing adversarial noise only from specific areas while preserving other image features.

Using DDPMs for inpainting presents challenges, as masking sensitive regions can limit the model of
necessary context for accurate reconstruction. To overcome this, strategies like jittered grid unmasking
and VPS artifact removal are developed to ensure the inpainting process produces realistic, artifact-free
images.

The methodology proposed in this thesis, termed Multi-Scale Inpainting Defense (MSID), leverages
the generative power of DDPMs for targeted and context-aware adversarial purification. By integrating
DDPM-based inpainting with multi-scale occlusion sensitivity maps, this approach intends to create a
robust defense mechanism that addresses the limitations of existing fmethods. It neutralises adversar-
ial perturbations effectively while preserving benign features of the image and model accuracy, solving
the core challenges of robustness and generalization. This novel application of generative models and
XAI techniques offers a promising solution for adversarial defense.

4.2. Our defense
Our defense method consists two main stages (see Figure 4.1): (1) generating occlusion sensitivity
maps and (2) restoring image via an inpainting diffusion model. The first stage leverages the observa-
tion that different image regions, at varying scales, contribute differently to a class’ classification score
(see (b) in 4.1 and Appendix C for examples across scales). Analyzing the occlusion sensitivity map
of an adversarial example reveals the region most responsible for misclassification. The second stage

19
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Figure 4.1: The Multi-Scale Superpixel Inpainting for Defense (MSID) method removes targeted adversarial perturbations from
images in four steps. First (a), the adversarial example x′ undergoes multi-scale superpixel segmentation, capturing both

coarse and fine details to precisely identify potentially perturbed regions. Second (b), occlusion sensitivity maps are generated
at each superpixel scale. This involves blurring individual superpixels and measuring the resulting impact on classifier output,
effectively highlighting potentially perturbed areas. Third (c), based on these sensitivity maps, a mask M is created to identify

highly sensitive regions, which are then restored using a pre-trained DDPM (d). This targeted inpainting removes the
perturbations while preserving uncorrupted image features. Finally (e), Variance Preservation Sampling (VPS) is applied to the

restored image to mitigate grid-based inpainting artifacts, ensuring an artifact-free final output y.

then inpaints these sensitive, likely perturbed, regions using a DDPM-based inpainting model. This
simultaneously removes the adversarial perturbations while preserving image similarity to the benign
one.

4.3. Generate occlusion sensitivity maps
XAI research primarily aims to reveal the underlying reasoning in machine learning models [54]. Numer-
ous methods have been introduced, including attribution techniques [56], concept-based approaches
[33, 48], and global analysis tools [35, 4]. In our approach, we applied a model-agnostic technique that
focuses on occluding specific features and observing the resulting changes in model predictions [125].
Occlusion sensitivity offers several advantages as an XAI method, particularly regarding its simplicity
and speed [30, 106] Two key factors determine the accuracy of an occlusion sensitivity map: pixel
grouping and the choice of imputer for occluded features. These choices are critical because they
directly affect the map’s ability to identify true sensitive regions and therefore, the effectiveness of any
defense built upon it. Incorrect choices can lead to a weak defense. To ensure accurate identification
of sensitive regions, we use superpixels for grouping, which allows us to capture meaningful image
features. Furthermore, we use Gaussian blurring technique to impute occluded superpixels. Below we
detail the rationale behind these choices and explain why they are critical for building a robust defense.

4.3.1. Pixel grouping
A core component of MSID is its pixel grouping strategy. Knowing that individual pixels in an image
x ∈ Rw×h×n, with width w, height h, and n color channels often represent redundant information due
to their proximity [11], MSID uses superpixels – clusters of pixels treated as singular features. This
reduces computational complexity, as the number of superpixels nsuperpixels < w ·h ·n. Specifically, we
use the Simple Linear Iterative Clustering (SLIC) algorithm [1] to segment the image into superpixels,
denoted as N = {1, 2, . . . , nsuperpixels}. We chose to use SLIC, because it generates superpixels that
adhere to local gradients in the image, effectively grouping contextually related pixels [97]. Figure
4.2 shows an example of an image segmented into superpixels using SLIC. This not only improves
computational efficiency but also enhances the interpretability of the sensitivity maps used later to
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Figure 4.2: Example of superpixel segmentation using the SLIC algorithm. Image (a) shows the original image, and image (b)
shows the resulting superpixel segmentation.

identify regions that contain adversarial perturbations. By analysing these superpixel-based sensitivity
maps, we gain a clearer understanding of how coherent image features contribute to the classifier’s
decisions, forming the foundation for the subsequent feature occlusion and multi-scale analysis within
MSID.

Figure 4.3: Example of a sensitivity map. (a) Original image segmented into superpixels. (b) Sensitivity map generated via
feature occlusion, where each superpixel’s sensitivity is represented. Brighter regions indicate higher sensitivity to occlusion,

meaning these areas are more important for the classifier’s decision.

4.3.2. Feature occlusion
Feature occlusion plays an important role in understanding the classifier’s decision-making process and
guiding our defense strategy. This technique involves systematically masking portions of the image,
specifically superpixels, to analyse their influence on the classifier’s predictions. By observing the
changes in output when different regions are occluded, we can identify the most sensitive areas, those
that have the greatest impact on classification.

In creating the occluded prediction fc(xS) (where xS denotes the part of the image X restricted to the
feature subset S, identified using SLIC), it is generally infeasible to exclude features S (the comple-
ment of S) entirely. Instead, their influence on the model’s predictions must be minimized. The only
model-agnostic approach is to generate occluded samples (xS , XS), where XS represents artificially
generated values provided by an imputer q. The occluded model prediction is then expressed as:

fc(xS) =
∑

XS∼q

fc(xS , XS).

Here, we used the marginal distribution q = p(XS) to decouple S and S. Our chosen imputer, a
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Gaussian blurring technique, replaces occluded regions with a blurred effect, preserving the broader
structure of the image while eliminating finer details. Given a binary mask M , the blurred image X ′ is
defined as:

X ′ = Blur(XS ,M, σ)

The Gaussian blur, controlled by its standard deviation σ, is chosen as our imputer because it hides,
rather than erases, features. This helps minimize out-of-distribution (OOD) artifacts by maintaining con-
textual similarity in occluded areas [31]. Furthermore, blurring can bring adversarial examples closer
to their ground-truth labels, potentially alleviating adversarial properties [10].

The result is a sensitivity map, highlighting the regions that, when occluded cause the change in the
classifier’s decision. Figure 4.3 shows an example of a sensitivity map. These high-sensitivity areas
are critical for classification, and are thus likely targets for identifying adversarial perturbations. Im-
portantly, feature occlusion is a model-agnostic technique, requiring no knowledge of the classifier’s
internal workings. This allows us to analyse any black-box classifier without access to its architecture
or parameters. The generated sensitivity map allows us to focus our restoration on the most sensitive
regions of the image.

4.3.3. Multi-scale superpixel segmentation
Traditional occlusion-based explanation methods rely on occluding fixed-size patches across the image
[45]. However, this approach fails to consider the hierarchical nature of image features, where both fine
details and larger structures contribute to the overall classification. To capture the importance of both
fine details and larger structures, we introduce multi-scale superpixel segmentation. Figure 4.1(a-b)
illustrates the process of multi-scale superpixel segmentation and the resulting sensitivity maps. This
approach analyses the image at multiple levels of granularity, providing a richer understanding of feature
contributions to the classification.

Instead of using a single superpixel segmentation scale, we generate superpixels at three scales (i.e.
fine, medium, and coarse). This allows us to capture hierarchical information, understanding that fine-
grained details like textures may be essential for some classifications, while broader structures like
shapes are important for others. For instance, distinguishing between dog breeds might rely on subtle
texture variations captured at a fine scale, whereas differentiating a dog from a cat might depend on
the overall shape identified at a coarser scale.

This multi-scale analysis results in more informative sensitivity maps. These maps reflect the hierarchi-
cal contributions of image features, providing a more subtle understanding of regional sensitivity. This
approach allows more precise targeting for our defense mechanism.

Finally, the multi-scale sensitivity maps guide the subsequent inpainting process. Knowing which re-
gions are important at different scales allows the inpainting model to restore these regions, ensuring
the preservation of overall image structure. This multi-scale approach facilitates more accurate and
contextually appropriate image restoration, further enhancing the robustness of our defense.

4.3.4. Map fusion
We combine sensitivity maps from multiple scales using a weighted average, prioritizing coarser maps
to highlight major regions while incorporating finer details. Coarser maps, with their broader view,
provide the overall structure, while finer maps add the necessary precision. The fused sensitivity map
is generated as follows: First, distinct regions are identified within the coarsest-scale sensitivity map.
Then, for each identified region, a weighted average of the corresponding areas in the finer-scale
maps is calculated (see Equation (4.1)). The weights wn, where n ∈ 1, 2, 3, correspond to the relative
importance of scales 1, 2, and 3, respectively.

The term Fn denote the set of elements associated with n-th fine scale, while |Fn| indicates the num-
ber of elements in this set. Within the summations, Sj represents the score corresponding to each
superpixel j in the respective sets. Finally, S1 is the score for coarse scale. This iterative masking
and averaging process yields a smoothed sensitivity map, highlighting the most important areas with
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Figure 4.4: Visualization of the multi-scale sensitivity map fusion process. The arrows indicate how regions in finer-scale maps
correspond to coarser maps. The resulting combined map integrates information from all scales according to Equation 4.1.

increased accuracy (see equation 4.1). Figure 4.4 illustrates this fusion process, showing how informa-
tion from different scales is combined.

Scombined = w3 ·

 1

|F3|
∑
f∈F3

Sj

+ w2 ·

 1

|F2|
∑
f∈F2

Sj

+ w1 · S1 (4.1)

Our multi-scale approach offers a significant advantage by integrating hierarchical spatial information,
providing a deeper understanding of regional significance at different levels. This results in a refined
heatmap that accurately reflects important image areas without reducing detail, thus offering richer
insights into the classifier’s decision-making process.

Figure 4.5: Clustering of the fused sensitivity map. (a) Fused sensitivity map. (b) Fused sensitivity map with superpixels
grouped into clusters using k-means clustering.

4.3.5. Clustering
After generating multi-scale superpixels, calculating their sensitivities and fusing them together, we
need a way to identify the most relevant regions for inpainting. Simply selecting the top k most sensitive
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superpixels might overlook groups of superpixels that contribute significantly to the classification as a
whole. This is where clustering comes in.

By applying k-means clustering [40] to the sensitivity scores of the fused map, we group together
superpixels with similar sensitivity levels. Figure 4.5 visualises the result of this clustering process
on the sensitivity map. This allows us to identify clusters of superpixels that collectively influence the
model’s decision. This is beneficial for several reasons: it captures the inherent structure of important
image regions, potentially including regions a rank-based selection might miss. It also ensures that
connected regions, rather than isolated superpixels are targeted for inpainting. Finally, we obtain the
maskM by clustering the sensitivity regions and selecting the top r most sensitive clusters. This mask
is then used for the inpainting process.

Figure 4.6: Connecting sensitivity to the inpainting mask. (a) Sensitivity map. (b) Masked image, with the mask (in gray)
derived from the sensitivity map and applied to the regions identified as most sensitive.

4.4. Restore ground truth labels via DDPM-based inpainting
Once the most sensitive regions of the image are identified and masked, the MSID uses an inpainting
technique to restore the masked areas and remove adversarial perturbations. Figure 4.6 shows an
example of an image masked. MSID uses the recently proposed DiffPIR framework [132] to perform
inpainting. DiffPIR uses the Half-Quadratic Splitting (HQS) algorithm [32] to address the optimization
problem presented in equation 4.2:

x = argmin
x

1

2σ2
n

∥y −H(x)∥2 + λP(x), (4.2)

HQS separates the data term and the prior term, allowing for iterative solutions to the resulting subprob-
lems. This decoupling strategy facilitates the integration of a diffusion sampling framework, as Zhang
et al. demonstrated in [129]. Equation 4.2 is decoupled into two subproblems, 4.3 and 4.4, through the
introduction of an auxiliary variable z. These subproblems are then solved iteratively.

zk = argmin
z

1

2(λ/µ)2
∥z − xk∥2 + P(z), (4.3)

xk−1 = argmin
x
∥y −H(x)∥2 + µσ2

n∥x− zk∥2, (4.4)

Prior Subproblem: This subproblem (see equation 4.3) involves enforcing the prior probability distri-
bution of the image, which is modeled by a denoising diffusion model. The prior term is solved using a
Gaussian denoising operator, where the goal is to recover the clean image from the noisy image.

Data Subproblem: This subproblem (see equation 4.4) enforces consistency with the observed data
y given the degradation operator H(·). For inpainting, H(·) represents a mask that hides the perturba-
tion region, and the data subproblem aims to find an image that matches the unmasked pixels while
respecting the prior imposed by the DDPM.

To establish a connection between equation 4.3 and the diffusion process, consider the objective of
recovering a noise-free image zk from a noisy image xt with a noise level σ̄t defined as

√
λ
µ = σ̄t.
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Given the noise schedule {βt} and the hyperparameter λ, which acts as a guidance scaling parameter,
much like in classifier-free diffusion models, the value of σ̄t is known. Equation 4.3 may be interpreted
as a proximal operator. Recognizing that the gradient of the negative log-likelihood of the image prior
P(x) is equivalent to the negative score function −sθ(x), we can reformulate equation 4.3 as:

zk ≈ xk +
1− at
āt

sθ(xk) (4.5)

This implies that zk represents the estimated clean image xt
0 obtained using the ”Variance Exploding”

Stochastic Differential Equation (SDE) formulation of diffusion models, where sθ(xk) denotes the score
function parameterizing the diffusion mode. For clarity, equations 4.3 and 4.4 can be expressed as a
three-step process:

x
(t)
0 = argmin

z

1

2σ̄2
t

∥z − xt∥2 + P (z), (4.6)

x̂
(t)
0 = argmin

x
∥y −H(x)∥2 + ρt∥x− x

(t)
0 ∥2, (4.7)

xt−1 ← x̂
(t)
0 , (4.8)

where ρt = λ
(

σn

σ̄t

)2

. Equation represents the denoising step leveraging the diffusion prior, aiming to

find the most probable noise-free image x
(t)
0 given the noisy input xt. Subsequently, equation functions

as the data term, refining the denoised image x
(t)
0 by incorporating the observed data y and the forward

operator H(·). Finally, equation updates the image estimate for the next iteration of the algorithm.

The authors of DiffPIR observed that the noise term may not provide sufficient perturbation. Therefore,
they introduced a hyperparameter ζ to control noise injection. This modification leads to the explicit
formulation presented in equation 4.9. The hyperparameter ζ governs the variance of the noise injected
at each step. In particular, the sampling strategy becomes deterministic when ζ is set to 0.

√
ᾱt−1x̂

(t)
0 +

√
1− ᾱt−1(

√
1− ζϵ̂+

√
ζϵt) (4.9)

Algorithm 1 provides a comprehensive outline of the DiffPIR algorithm.

Algorithm 1 DiffPIR
Require: sθ, T , y, σn, {σ̄t}Tt=1, ζ, λ

1: Initialize xT ∼ N (0, I), pre-calculate ρt ≜ λ
σ2
n

σ̄2
t
.

2: for t = T to 1 do
3: x

(t)
0 =

√
1
ᾱt
(xt + (1− ᾱt)sθ(xt, t)) ▷ Predict ẑ0 with score model as denoiser

4: x̂
(t)
0 = argminx ∥y −H(x)∥2 + ρt∥x− x

(t)
0 ∥2 ▷ Solving data proximal subproblem

5: ϵ̂ =
√

1
1−ᾱt

(xt −
√
ᾱtx̂

(t)
0 ) ▷ Calculate effective ϵ̂(xt, y)

6: ϵt ∼ N (0, I)

7: xt−1 =
√
ᾱt−1x̂

(t)
0 +

√
1− ᾱt−1(

√
1− ζϵ̂+

√
ζϵt) ▷ Reverse diffusion sampling

8: end for
9: return x0

When it comes to inpainting, DiffPIR demonstrates significant advantages over other diffusion-based
methods. Its ability to handle arbitrary degradation operators, as opposed to DDRM’s [47] linear opera-
tors, makes it particularly well-suited for inpainting tasks where the missing regions can be represented
by complex masks. Furthermore, DiffPIR is faster compared to Diffusion Posterior Sampling (DPS) [17],
especially when dealing with large or complex missing areas. The enhanced speed does not come at
the cost of quality, DiffPIR consistently produces high-fidelity inpainted images, even with fewer sam-
pling steps, outperforming the reconstruction accuracy of DPS in such scenarios.
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4.4.1. Contextual cues

Figure 4.7: Examples of jittered grids for providing contextual cues during inpainting. Each subfigure shows a different
realization of the jittered grid applied to the same masked region. The variation in grid point placement helps avoid

deterministic patterns and provides more diverse contextual information.

While masking the sensitive regions identified by the clustering previously is a key step for purifying
adversarial perturbations, completely removing these areas can obstruct the inpainting process. In-
painting models rely heavily on surrounding context to accurately reconstruct masked pixels [64]. To
address this, MSID incorporates contextual cues within the masked regions. we use a strategy of
selectively unmasking certain pixels within the masked region. This provides the inpainting model
with contextual information, allowing it to better understand the underlying structure and content of the
masked area. This, in turn, leads to more accurate and realistic inpainting results. To aid this process,
we use a square grid with some randomness (See DDPM-based inpainting part in Figure 4.1). Each
point on this grid represents the top-left corner of a square, and we introduce a slight ”jitter” to each
point’s position. This creates a more organic arrangement, subtly shifting each point from its original
grid location. Figure 4.7 shows several examples of this jittered grid approach, illustrating the variation
in unmasked pixel placement. This approach helps to avoid deterministic patterns and ensures a more
realistic distribution of sampling points, ultimately contributing to the effectiveness of our inpainting
method.

4.4.2. Removing artifacts
Our AP defense leverages a masking and inpainting approach. To ensure the inpainting model retains
sufficient context for accurate reconstruction, we unmask a set of pixels within the masked sensitive
regions using a jittered square grid. While this provides contextual cues, it introduces a new challenge:
the unmasked pixels themselves become artifacts within the inpainted image. To address this, we intro-
duce a final refinement step using Variance Preservation Sampling (VPS) technique [118]. Figure 4.8
illustrates the effect of VPS on removing the grid artifacts from the inpainted image. VPS operates by
iteratively refining the image representation within the diffusion model’s latent space, guiding it towards
a high probability region that corresponds to clean, artifact-free images. This process effectively elim-
inates the unwanted unmasked pixels while preserving the integrity of the underlying image structure
and the quality achieved in the initial inpainting step.

The core idea is to guide a degraded image towards a clean sample by ensuring it follows the learned
distribution of the pre-trained model, while remaining similar to the original degraded input. This is
achieved through a two-stage process: ODE inversion for faithfulness and VPS for restoration.

First, given a degraded image y, we approximate invertibility of the diffusion model’s ODE sampling pro-
cess. Specifically, Denoising Diffusion Implicit Models (DDIM) inversion is used to find a corresponding
latent representation yτ :

yτ = DDIM−1(y) (4.10)

The parameter τ controls the strength of this inversion. While yτ effectively encodes the degraded
image, it typically resides in a low-probability region of the diffusion model’s latent space, making direct
generation of a high-quality restoration unlikely. Subsequently, VPS refines the latent yτ by iteratively
guiding it towards a nearby high-probability region, representing the distribution of clean images learnt
by the diffusion model. This iterative refinement consists of two steps at each timestep t ∈ [τ, 0):
First, the latent is updated M times using a combination of the gradient of the log-probability density
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(computed using the pre-trained diffusion model) as follow:

ymt = ym−1
t + ηl∇ log pt

(
ym−1
t

)
+ ηgϵ

m (4.11)

such that ηl and ηg are bound by the constraint:

ηl = γ(1− ᾱt), ηg =
√

γ(2− γ)
√
1− ᾱt. (4.12)

where γ is a scalar within the range 0 < γ < 1 that defines the step size, while ᾱt represents the noise
schedule from equation 2.1. After the variance preservation step, a DDIM step is applied to further
denoise and refine the latent:

yt−1 = DDIMStep(yMt )

This two-step process progressively guides the latent towards the high-probability region associated
with clean images. The gradient term ∇ log pt(y

m−1
t ) is efficiently computed using the pre-trained diffu-

sion model, specifically by relating it to the predicted noise ϵθ:

∇ log pt
(
ym−1
t

)
= −

ϵθ
(
ym−1
t , t

)
√
1− ᾱt

By iteratively applying VPS, we remove the artifacts of the degraded image by leveraging the priors
captured by the pre-trained diffusion model.

Since our primary goal is to eliminate the artifacts introduced by the masking, we opted for a fast inverse
approach in our implementation. Instead of using the DDIM inverse, we used the forward diffusion
described in Equation 2.1.

Figure 4.8: Artifact removal using Variance Preservation Sampling (VPS). (a) Inpainted image with grid artifacts. (b) Final
refined image after applying VPS. Note the removal of the grid artifacts while preserving the overall image structure and quality.
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Bridging the gap between theoretical formulation and practical implementation, Algorithm 2 presents
the pseudo-code for the removing artifacts algorithm, showing the mathematical principles described
above.

Algorithm 2 Removing artifacts algorithm
Require: y, τ,M, ηl, ηg
Require: A pre-trained diffusion model ϵθ
1: y0 ← y # DDIM inversion, producing the latent yτ
2: yτ =

√
ᾱτy0 +

√
1− ᾱτ ϵ

3: for t = τ to 1 do
4: yt0 ← yt # Variance Preservation Sampling, no change to t
5: for l = 0 to L− 1 do
6: ytl+1 ← ytl − ηl

ϵθ(y
t
l ,t)√

1−ᾱt
+ ηgϵ

7: end for
8: yt ← ytL # DDIM Step, from t to t− 1

9: yt−1 ←
√
ᾱt−1

(
yt−
√

1−ᾱt−1ϵθ(yt,t)√
ᾱt

)
+
√
1− ᾱt−1ϵθ(yt, t)

10: end for
11: return y0



5
Experimental setup

5.1. Threat model
This thesis assumes a threat model where the attacker’s primary goal is to induce misclassifications
in the target image classifier. We focus on a gray-box scenario, where the attacker has complete
knowledge of the classifier’s architecture and parameters but no knowledge of the deployed defense
mechanism (MSID). This reflects a realistic scenario where attackers may target publicly available or
widely-used classifiers without specific knowledge of the defenses employed.

Regarding capabilities, the attacker can craft adversarial examples using various attack methods, in-
cluding white-box attacks like PGD [65] and AutoAttack [19], as well as black-box attacks like SPSA
[104] and color-based attacks like cAdv [9]. The attacker’s access to data is limited to the input image
and the corresponding classification label. They do not have access to the training data used for either
the classifier or the defense.

Due to the computational load of evaluating against adaptive attacks that specifically target the defense
mechanism, the majority of our experiments are conducted within gray-box setting. However, to provide
a more comprehensive assessment of MSID’s robustness, we also include an experiment using the
PGD attack augmented with Backward Pass Differentiable Approximation (BPDA) [5] and Expectation
Over Transformation (EOT) [6], where the identity function is used for BPDA. This additional experiment
provides insights into MSID’s performance when facing an attacker with increased knowledge of the
defense mechanism, specifically its non-differentiable and stochastic components.

5.2. Experimental setup
We implemented our work entirely in PyTorch [[77], using attacks provided by advertorch [23], the
Adversarial Robustness Toolbox [74], and Torchattacks [49] to rigorously test our defense. Experiments
were conducted on a dedicated research cluster, specifically on a server with an NVIDIA Tesla V100
GPU, 32GB of RAM, and an AMD EPYC 7402 24-core 2.80 GHz CPU. This robust hardware enabled
comprehensive testing of our defense across various scenarios and configurations.

5.3. Datasets
We evaluated our approach using four established datasets widely used in the research community
and featured in prior studies [75, 55, 61]. These datasets, chosen for their relevance to our research
and their ability to reveal the effectiveness of our defense framework, allow for a fair and comparative
assessment of our results, aligning with previous work in the field. To illustrate the characteristics of
each dataset, we present a visual overview of representative samples (See Figure 5.1). This allows
us to highlight key features and differences between the datasets, providing a clearer understanding
of the experimental context.

29
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Figure 5.1: Sample images from the four datasets used in our experiments: From left to right: CIFAR-10, Imagenette,
Celeba-HQ, Imagenet

5.3.1. CIFAR-10
CIFAR-10 [50] is a cornerstone dataset in computer vision research, especially for benchmarking image
classification models. Containing 60,000 32x32 color images evenly distributed across 10 classes
(6,000 images per class), it provides a balanced and manageable dataset well-suited for investigating
various facets of image recognition. The standard division into 50,000 training images and 10,000 test
images facilitates consistent and comparable evaluation.

Although smaller than many contemporary large-scale datasets, CIFAR-10’s manageable size is a sig-
nificant advantage, enabling rapid experimentation and prototyping. This makes it particularly useful
for exploring novel architectures, training methodologies, and defense mechanisms, which is our focus
here. Its widespread use as a benchmark offers a strong baseline for comparison, clarifying the per-
formance gains achieved by our proposed approach. In this study, we use CIFAR-10 specifically to
evaluate the robustness of our defense mechanism. Table 5.1 presents the main characteristics of the
CIFAR-10 dataset.

Table 5.1: Main characteristics of the CIFAR-10 Dataset

Feature Description
Dataset Name CIFAR-10
Number of Samples 60,000
Number of Classes 10
Image Dimensions 32x32 pixels
Channels RGB (3 channels)
Data Split Training (50,000 samples), Testing (10,000 samples)
Annotations Class labels
Source Canadian Institute for Advanced Research (CIFAR)

5.3.2. Imagenet
The ImageNet Large Scale Visual Recognition Challenge (ILSVRC) dataset [84] has been instrumental
in driving progress within computer vision, especially in tasks like image classification, object detection,
and localization. Containing over 1.2 million images labeled across 1,000 object categories, ImageNet
offers a diverse and extensive benchmark for evaluating deep learning models. Our experimental
setup uses ILSVRC 2012 classification subset, comprising 1,281,167 images designated for training,
50,000 for validation, and 100,000 for testing. Using ImageNet allows us to rigorously assess the
performance of our proposedmethod against a well-established and challenging benchmark. Moreover,
the widespread use of ImageNet within the research community facilitates direct comparison with state-
of-the-art approaches and promotes reproducible research. Table 5.4 presents the main characteristics
of the Imagenet dataset.
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Table 5.2: Main characteristics of the Imagenet Dataset

Feature Description
Dataset Name Imagenet
Number of Samples 1,431,167
Number of Classes 1,000
Image Dimensions varying sizes
Channels RGB (3 channels)
Data Split Training (1,281,167 samples), Validation (50,000 samples), Testing

(100,000 samples)
Annotations Class labels
Source Stanford University

5.3.3. Celeb-HQ Facial Identity Recognition
The CelebFaces Attributes Dataset (CelebA) [62] and its high-resolution counterpart, CelebA-HQ [46],
have become benchmark datasets in computer vision research, particularly in areas like face attribute
recognition, generative adversarial networks (GANs), and face manipulation detection. CelebA-HQ,
derived from CelebA, offers a curated subset of 30,000 high-resolution (1024x1024 pixels) celebrity
face images, providing significantly richer detail compared to CelebA’s 202,599 images at 178x218
pixels.

Derived from the CelebA-HQ dataset [62, 46], the Celeb-HQFacial Identity Recognition Dataset, initially
introduced with the PyTorch implementation of Latent-HSJA [71], offers a focused benchmark for facial
identity classification. While CelebA-HQ provides a large collection of high-resolution celebrity faces
with attribute annotations, this curated subset emphasizes identity recognition. Specifically, it features
307 distinct celebrity identities, each represented by at least 15 images, totaling 5,478 high-resolution
(1024x1024 pixels) images. The dataset is split into 4,263 images for training and 1,215 for testing.
Table 5.3 presents the main characteristics of the Celeb-HQ Facial Identity Recognition dataset.

Table 5.3: Main characteristics of the Celeb-HQ Facial Identity Recognition Dataset

Feature Description
Dataset Name Celeb-HQ Facial Identity Recognition
Number of Samples 5,478
Number of Classes 307
Image Dimensions varying sizes
Channels RGB (3 channels)
Data Split Training (4,263 samples), Testing (1,215 samples)
Annotations Class labels
Source Pohang University of Science and Technology

5.3.4. Imagenette
Imagenette [28] offers a carefully curated subset of the vast ImageNet dataset, purpose-built for rapid
prototyping and experimentation in computer vision. While ImageNet boasts an impressive scale of
over 1.4 million images across 1000 classes, Imagenette provides a more manageable size, com-
prising 13,394 images across 10 easily distinguished classes. This smaller, yet representative sam-
ple minimizes the subtle inter-class confusion often encountered with larger, more granular datasets.
By preserving ImageNet’s visual diversity while significantly reducing the computational burden, Ima-
genette empowers researchers to efficiently explore and validate new ideas before scaling up to the
full complexity of ImageNet. Table 5.3 presents the main characteristics of the Imagenette dataset.
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Table 5.4: Main characteristics of the Celeb-HQ Facial Identity Recognition Dataset

Feature Description
Dataset Name Imagenette
Number of Samples 13,394
Number of Classes 10
Image Dimensions varying sizes
Channels RGB (3 channels)
Data Split Training (9,469 samples), Testing (3,925 samples)
Annotations Class labels
Source fast.ai

5.4. Defense and classifier architectures
5.4.1. Defense
Our defense method uses a DDPM-based inpainting method to inpaint potentially corrupted image
regions. Our experiments used three pre-trained DDPM models, specifically designed for CIFAR-10,
Celeba-HQ and Imagenet. The detailed configurations of the pre-trained DDPM models used in our
experiments are provided in the Appendix A.1.

5.4.2. Classifiers
We tested the robustness of our defense method across a diverse range of network architectures,
spanning the spectrum from convolutional neural networks (CNNs) and vision transformers (ViTs) to
lightweight models. Our evaluation focused on four key architectures: the widely-used ResNet [41] ViT
[26], a pure transformer model; the lightweight MobileNetV2 [87], designed for mobile and embedded
applications; and WideResNet (WRN) [124], a ResNet variant known for its efficient balance of width
and depth, providing rich features with reduced computational costs. This range of models lets us
see how well our defense generalizes across various architectural designs. Table 5.5 details which
architectures were tested with which datasets, along with their respective Top-1 accuracies, providing
a clear picture of the experimental setup.

Table 5.5: Experimental Setup: Architectures, Datasets, and Top-1 Accuracy

Dataset Architecure Top-1 Accuracy

CIFAR-10
WideResNet-28-10 94.55

WideResNet-70-16 94.61

Imagenette
ResNet-50 90.19

MobileNetv2 98.64

Celeb-HQ Facial Identity Recognition ResNet-18 89.05

Imagenet
ResNet-50 80.86

WideResNet-50-2 81.60

ViT 82.51

5.5. Evaluation metrics
We assessed the effectiveness of the MSID using two key metrics: standard accuracy (on clean data)
and robust accuracy (on adversarially perturbed data).
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5.5.1. Standard accuracy
Standard accuracy measures the performance of a model on clean, unperturbed data. It represents
the model’s ability to correctly classify images under normal conditions, free from adversarial attack. In
the context of evaluating an adversarial purification defense like MSID, standard accuracy provides a
baseline performance indicator. It reveals how the defense affects the model’s ability to classify benign
inputs. A good defense should maintain high standard accuracy, minimizing any performance degra-
dation on clean data while improving robustness against adversarial attacks. This metric is calculated
as the percentage of correctly classified clean images in the test set (see Equation 2.4).

5.5.2. Robust accuracy
Robust accuracy, in contrast, quantifies the model’s resilience against adversarial attacks. It measures
the classification accuracy on adversarially perturbed images after they have been processed by the
defense mechanism. We generate adversarial examples by targeting the model and then measure
the model’s performance (with the defense applied) on these perturbed images (gray-box scenario ).
The percentage of these correctly classified adversarial examples constitutes the robust accuracy (see
Equation 2.5). Following the approach of Nie et al. [75], we calculate robust accuracy using a randomly
sampled subset of 512 images from the test set to manage the computational load of evaluating against
a comprehensive range of attacks. This subset provides a representative sample for assessing the
defense’s effectiveness.

5.6. Adversarial attacks
In order to evaluate the effectiveness of our defense, we tested it to a range of diverse adversarial
attacks, including the AutoAttack benchmark [19]. This section details the specific attacks used in our
evaluation, ranging from spatially transformed adversarial examples and projected gradient descent
variations to score-based black-box attacks and colorization attack. We also incorporate attacks based
on backward pass differentiable approximation with expectation over transformation (BPDA+EOT).
These methods, described in Sections 5.6.1 through 5.6.5, cover a comprehensive set of adversar-
ial techniques, allowing us to assess the robustness of our defense against various attack strategies.
As a starting point, we evaluate our defense under preprocessor-blind scenario [110, 123]. In this attack
scenario, sometimes referred to as a gray-box attack, the attacker has full access to the classifier fϕ
but no access to the purification model gθ. We use the torchattacks library [49] for AutoAttack, PGD,
and SPSA, while BPDA+EOT attacks were implemented using advertorch [23]. The colorization attack
used the implementation provided by the authors of ”Unrestricted Adversarial Examples via Semantic
Manipulation” [9], and the StAdv (spatially transformed adversarial examples) attack employed its orig-
inal implementation [117]. Understanding the specifics of these attacks is essential for interpreting the
performance evaluations presented in later sections.

5.6.1. AutoAttack
An important aspect of evaluating any defense mechanism is its performance against strong, adaptive
attacks. For this purpose, we use the AutoAttack benchmark [19], a powerful and widely-used frame-
work for evaluating adversarial robustness. AutoAttack exists in two versions: (i) the STANDARD
version (APGD-CE, APGD-T, FAB-T, and Square) primarily used for evaluating deterministic defenses,
and (ii) the RAND version (APGD-CE and APGD-DLR) designed for evaluating stochastic defenses.
Due to the stochastic nature of our method, we choose the RAND version of AutoAttack. We tested our
defense against this benchmark using both the l∞ and l2 norms, representing common threat models
in adversarial robustness evaluation. These norms constrain the magnitude of the adversarial pertur-
bation, with l∞ limiting the maximum change in any individual pixel and l2 limiting the overall magnitude
of the perturbation vector. Evaluating against both norms offers a more comprehensive assessment of
our defense’s effectiveness under different attack constraints.

AutoAttack employs two distinct attacks, each designed to exploit different vulnerabilities in defenses.
We will now enumerate and briefly describe each of these attacks. They are:

Auto Projected Gradient Descent - Cross-Entropy (APGD-CE): This white-box attack iteratively
minimizes the cross-entropy loss of the model’s predictions with respect to the true label [19]. Unlike
standard PGD, APGD-CE dynamically adjusts its step size throughout the attack, improving its ability
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to find strong adversarial examples. It also incorporates a momentum term to accelerate convergence
and escape local minima. The perturbation is constrained within the specified ℓp-norm ball (e.g., ℓ∞ or
ℓ2) by projecting the updated adversarial example onto the ball after each iteration.

Auto Projected Gradient Descent - Difference of Logits Ratio (APGD-DLR): APGD-DLR is a variant
of the Auto-PGD (APGD) attack that uses the Difference of Logits Ratio (DLR) loss function. The
standard cross-entropy (CE) loss used in adversarial attacks suffers from issues related to logit scaling:
rescaling the logits can artificially inflate robustness estimates. The DLR loss addresses this by being
both shift and scale-invariant, meaning that arbitrary rescaling of the model’s output logits does not
affect the loss or its gradient. This makes DLR more robust to gradient masking, a defense mechanism
where the model appears robust due to vanishing or misleading gradients.

5.6.2. Projected Gradient Descent
Projected Gradient Descent (PGD) [65] is a widely used white-box adversarial attack known for its
effectiveness in generating strong adversarial examples [110, 123, 10]. It iteratively perturbs an input
image in the direction of the gradient of the loss function with respect to the input, while constraining the
perturbation within a specified Lp-norm ball. PGD effectively explores the boundaries of the adversarial
space within the Lp-norm constraint, making it a strong benchmark for evaluating the robustness of
defense methods. Due to its strength and widespread adoption, PGD serves as a cornerstone in
adversarial robustness evaluation [18].

5.6.3. Spatially Transformed Adversarial Examples
Traditional adversarial attacks often focus on perturbing pixel values directly. However, these lp-norm
constrained perturbations can sometimes introduce noticeable artifacts. To evaluate the robustness
of our defense against more perceptually realistic attacks, we use Spatially Transformed Adversarial
Examples (StAdv) [117]. StAdv generates adversarial examples by applying smooth spatial deforma-
tions to the input image rather than directly manipulating pixel intensities. This approach optimizes a
transformation flow field that displaces pixels to minimize a combination of the adversarial loss and
a regularization term promoting smooth deformations. In our experiments, we use StAdv with a non-
lp constraint, setting the regularization parameter ϵ to 0.05. This parameter controls the smoothness
of the spatial transformation, with smaller values leading to smoother deformations. Because StAdv
operates in the spatial domain, it can generate adversarial examples that are perceptually similar to
the original image while potentially bypassing defenses designed to mitigate lp-norm bounded attacks.
Therefore, incorporating StAdv in our evaluation provides a more comprehensive assessment of our
defense’s robustness against a wider range of adversarial strategies.

5.6.4. Simultaneous Perturbation Stochastic Approximation
Simultaneous Perturbation Stochastic Approximation (SPSA) is a black-box adversarial attack that effi-
ciently generates adversarial examples by estimating the gradient of a target model’s loss function with
respect to the input image. Instead of requiring explicit gradient computations, as in white-box attacks,
SPSA utilizes a finite-difference approximation of the gradient. This makes SPSA suitable for attacking
scenbarios where gradient information is unavailable. In each iteration, SPSA perturbs the input image
with a randomly generated vector and evaluates the model’s loss on both the perturbed and original
images. This difference in loss, combined with the perturbation vector, provides an estimate of the gra-
dient, which is then used to update the adversarial example in a direction that increases the model’s
loss, thus misclassifying the input. The stochastic nature of the perturbation vector aids in escaping
local optima and finding more robust adversarial examples.

Therefore, testing a purification defense against SPSA provides a much more rigorous evaluation of its
robustness. In our experiments, we used 1,280 queries to ensure a sufficiently powerful attack.

5.6.5. Colorization Attack
The colorization attack (cAdv) [9] creates adversarial examples that leverages color manipulations of
images rather than the typical small, imperceptible perturbations constrained by Lp norms. Instead of
focusing on minimizing the difference between the original and adversarial example in terms of pixel
values, this attack exploits how deep learning models interpret higher-level features like colors.
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cAdvmanipulates the colors of an image using a pre-trained colorization model. By altering the coloriza-
tion process, cAdv introduces smooth, consistent, and often large color changes that, while potentially
significantly different from the original image in terms of Lp norm, appear photorealistic to humans.
This is achieved by carefully selecting which areas of the image to recolor based on color ambiguity,
preserving colors in regions like roads where the color is generally fixed, while allowing more flexibility
in regions where color variation is expected, such as an umbrella.

The key idea behind these attack is that it exploits the sensitivity of DNNs to colors, demonstrating that
even large, semantically-driven changes can fool these models while remaining relatively unnoticeable
to humans.

5.6.6. Overcoming non-differentiability and stochasticity with BPDA+EOT
Adaptive defenses, including many existing adversarial purification methods, often involve iterative
optimization or sampling at test time [55]. These processes under white-box scenario can introduce
non-differentiable operations and stochastic behavior, making them incompatible with strong adaptive
attacks like AutoAttack, which requires full gradients [75]. While our defense was previously evaluated
under gray-box scenario, we adopt the BPDA+EOT attack [20] for a fair comparison with existing de-
fenses. BPDA addresses the non-differentiability by approximating these operations with differentiable
functions during the backward pass of gradient computation. We use the identity function for this ap-
proximation, effectively treating the non-differentiable operation as if it did not affect the gradient. Mean-
while, EOT (Expectation over Transformation) [5] handles the stochasticity present in some defenses,
such as adding noise to inputs, using stochastic optimization, or relying on random augmentations—by
averaging the predictions and gradients over multiple runs with the same input. This effectively com-
putes the expected behavior of the defense. In our experiments, we used PGD+BPDA+EOT with 40
PGD steps and 20 EOT iterations.

5.7. Implementation details
All experiments were implemented in PyTorch [77] and conducted on an NVIDIA V100 GPU.

5.7.1. Multi-Scale superpixel segmentation hyperparameters
To capture image details at multiple scales, we used multi-scale superpixel segmentation based on
SLIC [1]. The specific scales and corresponding weights are provided in Table 5.6.

For the SLIC algorithm, we set the compactness parameter to 10 and used the default values for all
other parameters as provided in the scikit-image library [108].

Table 5.6: Scales and weights for multi-scale superpixel segmentation

Dataset Superpixels per Scale w1 w2 w3

CIFAR-10 5, 10, 15 0.2 0.3 0.5

ImageNet 100, 200, 300 0.2 0.3 0.5

Celeb-HQ Facial Identity Recognition 100, 200, 300 0.2 0.3 0.5

Imagenette 100, 200, 300 0.2 0.3 0.5
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5.7.2. DIFFPIR hyperparameters
DIFFPIR was configured with the hyperparameters outlined in Table 5.7, which were selected via em-
pirical optimization.

Table 5.7: Hyperparameters for DIFFPIR

Hyperparameter Description Value

T Timesteps 20

u Resampling iterations 20

λ Conditioning guidance strength 10

ζ Noise level 0.5

5.7.3. Artifact removal hyperparameters
Artifact Removal introduces additional hyperparameters, which were optimized empirically and are
shown in Table 5.8

Table 5.8: Hyperparameter values for artifact removal

Hyperparameter Description Value

τ Inverse strength 10

γ Step size 0.05

M Refinement Iterations (per timestep) 1



6
Results and discussion

This chapter presents and discusses the experimental results of the proposed defensemethod. Section
6.1.1 benchmarks its performance against state-of-the-art defenses on several datasets using standard
and robust accuracy metrics under AutoAttack and PGD. The chapter then explores the method’s ro-
bustness against various attacks: unseen attacks (6.1.2), score-based black-box attacks (6.1.3), color-
based attacks (6.1.4), and strong adaptive attacks (6.1.5). Further analysis investigates the impact of
contextual cues on adversarial robustness and the contribution of multi-scale information (6.2 and 6.3,
respectively). Finally, the chapter evaluates different imputation strategies for creating robust occlu-
sion sensitivity maps (??) and various techniques for generating binary masks (??), assessing their
contributions to the defense’s overall effectiveness.

6.1. Experimental results
6.1.1. Comparison with the state-of-the-art
This section presents the experimental results of our defense, comparing the performance of the pro-
posed method with state-of-the-art techniques. Tables below summarize the standard and robust accu-
racy achieved by our method and existing approaches under AutoAttack and PGD with different pertur-
bation norms l∞ and l2. The experiments were conducted across diverse datasets, including CIFAR-
10, Celeb-HQ, Imagenette, and ImageNet, using different classifier architectures such as WideResNet,
ResNet, MobileNet, and ViT.

Our experiments on CIFAR-10 consistently demonstrate MSID’s superior robust accuracy against both
AutoAttack (Tables 6.1a and 6.1b) and PGD (Tables 6.2a and 6.2b). Notably, against the highly effective
AutoAttack l∞ (Table 6.1a), MSID achieves robust accuracy of 87.89% and 85.54% with WideResNet-
28-10 and WideResNet-70-16, respectively. This outperformance compared to the best baseline meth-
ods (e.g., Lin et al. [61] at 82.76% and 80.12%) highlights the effectiveness of MSID’s targeted purifi-
cation approach.

The key reason for this advantage lies in MSID’s ability to identify and remove adversarial perturba-
tions without significantly altering benign image features. Unlike global purification methods that might
over-smooth the image, MSID focuses its inpainting efforts on the sensitive regions identified by the
multi-scale occlusion sensitivity maps. This targeted approach, coupled with the powerful generative
capabilities of the DDPM, allows for a more precise restoration, effectively neutralising adversarial noise
while preserving benign image features.

Furthermore, themulti-scale analysis contributes significantly to the robustness of theMSID. By analysing
the image at different levels of granularity, MSID can capture adversarial perturbations affecting both
fine details and larger structural components. The subsequent fusion of these multi-scale sensitivity
maps ensures a comprehensive understanding of the perturbed regions, leading to more effective in-
painting.
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Table 6.1: Standard and robust accuracy against AutoAttack on CIFAR-10 with WideResNet classifier models.

(a) AutoAttack l∞ (ϵ = 8/255)

Type Method Extra
Data

Standard
Acc.

Robust
Acc.

W
id
eR

es
N
et
-2
8-
10 AT

Zhang et al. [128] ✓ 85.36 59.96
Wu et al. [115] ✓ 88.25 60.04
Gowal et al. [38] ✓ 89.48 62.70
Cui et al. [21] × 92.16 67.73

AP

Yoon et al. [123] × 85.66 68.42
Lee & Kim [55] × 90.16 79.11
Nie et al. [75] × 89.02 78.21
Lin et al. [61] × 90.62 82.76

Ours × 90.23 87.89

W
id
eR

es
N
et
-7
0-
16 AT

Rebuffi et al. [82] × 88.54 64.25
Gowal et al. [38] ✓ 91.10 65.87
Rebuffi et al. [82] ✓ 92.23 66.58
Wang et al. [112] × 93.25 70.69

AP

Yoon et al. [123] × 86.76 60.86
Nie et al. [75] × 90.43 74.83
Lee & Kim [55] × 90.53 76.35
Lin et al. [61] × 91.99 80.12

Ours × 90.86 85.54

(b) AutoAttack l2 (ϵ = 0.5)

Type Method Extra
Data

Standard
Acc.

Robust
Acc.

W
id
eR

es
N
et
-2
8-
10 AT

Augustin et al. [7] ✓ 92.23 77.93
Rebuffi et al. [82] × 91.79 78.32
Wang et al. [112] × 95.16 83.68

AP

Yoon et al. [123] × 85.66 83.51
Lin et al. [61] × 90.62 85.77
Nie et al. [75] × 91.4 86.43
Lee & Kim [55] × 90.16 87.29

Ours × 90.23 88.28

W
id
eR

es
N
et
-7
0-
16 AT

Gowal et al. [38] × 90.90 74.03
Rebuffi et al. [82] ✓ 95.74 81.44

AP

Nie et al. [75] × 92.68 85.70
Lin et al. [61] × 91.99 86.78
Lee & Kim [55] × 90.53 87.39

Ours × 90.23 88.86

Similar trends are observed under AutoAttack l2 (Table 6.1b) and PGD attacks (Tables 6.2a and 6.2b),
reinforcing MSID’s ability to defend against diverse attack strategies. For instance, against PGD l∞
with WideResNet-28-10 (6.2a), MSID achieves 86.52% robust accuracy, outperforming Lee & Kim [55]
(84.03%). This advantage persists even with larger models like WideResNet-70-16, demonstrating the
scalability of our defense. It is important to note that while achieving state-of-the-art robust accuracy,
MSID maintains a competitive standard accuracy (e.g., 90.23% and 90.86% with WideResNet-28-10
and WideResNet-70-16). This shows that our targeted purification avoids the common trade-off be-
tween robustness and standard performance often encountered in adversarial training methods.

Table 6.2: Standard and robust accuracy against PGD on CIFAR-10 with WideResNet classifier models.

(a) PGD l∞ (ϵ = 8/255)

Type Method Extra
Data

Standard
Acc.

Robust
Acc.

W
id
eR

es
N
et
-2
8-
10

AT
Pang et al. [76] ✓ 88.62 64.95
Gowal et al. [38] ✓ 88.54 65.93
Gowal et al. [37] ✓ 87.51 66.01

AP

Yoon et al. [123] × 85.66 79.28
Nie et al. [75] × 91.41 80.78

Wang et al. [110] × 93.50 81.05
Lee & Kim [55] × 90.16 84.03

Ours × 90.23 86.52

W
id
eR

es
N
et
-7
0-
16 AT

Gowal et al. [38] ✓ 91.10 68.66
Gowal et al. [37] ✓ 88.75 69.03
Rebuffi et al. [82] × 92.22 69.97

AP

Yoon et al. [123] × 86.76 74.58
Nie et al. [75] × 92.15 79.15

Wang et al. [110] × 93.50 83.33
Lee & Kim [55] × 90.53 83.92

Ours × 90.86 85.54

(b) PGD l2 (ϵ = 0.5)

Type Method Extra
Data

Standard
Acc.

Robust
Acc.

W
id
eR

es
N
et
-2
8-
10 AT

Pang et al. [89] ✓ 90.93 83.75
Rebuffi et al. [82] × 91.79 85.05
Augustin et al. [7] ✓ 93.96 86.14

AP

Yoon et al. [123] × 85.66 80.13
Nie et al. [75] × 91.41 83.11

Wang et al. [110] × 93.50 85.76
Lee & Kim [55] × 90.16 87.09

Ours × 90.23 89.25

W
id
eR

es
N
et
-7
0-
16 AT

Rebuffi et al. [82] × 92.41 86.24
Gowal et al. [38] ✓ 94.74 88.18
Rebuffi et al. [82] × 95.74 89.62

AP

Yoon et al. [123] × 86.76 78.54
Nie et al. [75] × 92.15 82.93

Wang et al. [110] × 93.50 84.16
Lee & Kim [55] × 90.53 86.04

Ours × 90.86 88.08
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The robustness of MSID extends beyond CIFAR-10 to more complex datasets like Celeb-HQ (Tables
6.3a and 6.3b). On the challenging facial identity recognition task on Celeb-HQ, MSID achieves the
highest robust accuracy against both AutoAttack and PGD attacks with a ResNet-18 classifier. Against
the AutoAttack, MSID achieves a robust accuracy of 57.95% (l∞, Table 6.3a) and 70.46% (l2, Table
6.3b). These results represent a clear advantage over existing AP methods on this dataset. For in-
stance, against AutoAttack l∞, MSID outperforms Yoon et al. [123] (45.90%), Nie et al. [75] (50.10%),
Wang et al. [112] (51.66%), and Lee & Kim [55] (55.73%). The margins of improvement are consid-
erable, highlighting the effectiveness of MSID’s targeted approach in preserving facial identity under
attack.

Table 6.3: Standard and robust accuracy against AutoAttack on Celeb-HQ Facial Identity Recognition with Resnet-18 classifier.

(a) AutoAttack l∞ (ϵ = 4/255)

Method
Standard
Acc.

Robust
Acc.

Yoon et al. [123] 70.05 45.90
Nie et al. [75] 78.79 50.10
Wang et al. [110] 79.14 51.66
Lee & Kim [55] 75.08 55.73

Ours 77.23 57.95

(b) AutoAttack l2 (ϵ = 0.5)

Method
Standard
Acc.

Robust
Acc.

Yoon et al. [123] 70.05 54.27
Nie et al. [75] 78.79 60.95
Lee & Kim [55] 75.08 64.52
Wang et al. [110] 79.14 65.37

Ours 77.23 70.46

Similar trends are observed against PGD attacks. MSID achieves 54.02% robust accuracy against
PGD l∞ (Table 6.4a) and an impressive 75.60% against PGD l2 (Table 6.4b). Again, these figures
outperform the baseline methods.

Table 6.4: Standard and robust accuracy against PGD on Celeb-HQ Facial Identity Recognition with Resnet-18 classifier.

(a) PGD l∞ (ϵ = 8/255)

Method
Standard
Acc.

Robust
Acc.

Yoon et al. [123] 70.05 39.52
Nie et al. [75] 78.79 43.18
Lee & Kim [55] 75.08 47.23
Wang et al. [110] 79.14 50.73

Ours 77.23 54.02

(b) PGD l2 (ϵ = 0.5)

Method
Standard
Acc.

Robust
Acc.

Yoon et al. [123] 70.05 62.28
Nie et al. [75] 78.79 65.19
Lee & Kim [55] 75.08 67.85
Wang et al. [110] 79.14 71.94

Ours 77.23 75.60

When comparing MSID’s performance to baselines on Imagenette, the improvements are significant.
MSID consistently achieves state-of-the-art robust accuracies against both AutoAttack and PGD l∞ at-
tacks with both ResNet-50 and MobileNetV2 architectures (see Tables 6.5a and 6.5b). For instance,
the robust accuracy gains over Yoon et al. [123] are substantial, indicating that MSID’s approach to ad-
versarial purification is more effective in preserving the integrity of the image while removing malicious
perturbations on this dataset. The comparison to Nie et al. [75], another diffusion-based purification
method, highlights the advantages of MSID’s targeted approach compared to potentially global purifica-
tion strategies. The gains over Wang et al. [112] further solidify MSID’s position as a leading adversarial
defense method for this dataset.
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Table 6.5: Standard and robust accuracy against Autoattack and PGD on Imagenette.

(a) PGD l∞ (ϵ = 4/255)

Method
Standard
Acc.

Robust
Acc.

R
es
ne
t-5
0

Yoon et al. [123] 78.11 70.75
Nie et al. [75] 82.06 74.32

Wang et al. [110] 85.41 76.28
Lee & 85.44 78.1
Ours 84.08 81.01

M
ob
ile
N
et
V2

Yoon et al. [123] 88.56 80.64
Nie et al. [75] 92.03 84.96

Lee & 94.12 87.22
Wang et al. [110] 94.73 88.63

Ours 93.31 90.19

(b) Autoattack l∞ (ϵ = 4/255)

Method
Standard
Acc.

Robust
Acc.

R
es
ne
t-5
0

Yoon et al. [123] 78.11 68.1
Nie et al. [75] 82.06 71.02

Wang et al. [110] 85.41 73.33
Lee & 87.44 74.17
Ours 84.08 77.34

M
ob
ile
N
et
V2

Yoon et al. [123] 88.56 78.11
Nie et al. [75] 92.03 83.55

Lee & 94.12 85.91
Wang et al. [110] 94.73 86.13

Ours 93.31 87.33

The ImageNet dataset presents a challenge for adversarial defenses due to its high dimensionality
and complex image variations. Our results on ImageNet (Tables 6.6b and 6.6a) demonstrate that
MSID achieves improvements in robust accuracy against both PGD and AutoAttack l∞ attacks with
various architectures (ResNet-50, WRN, and ViT). Particularly, against AutoAttack l∞ (Table 6.6b),
MSID achieves 74.80% robust accuracy with ResNet-50, an increase compared to Nie et al. [75]
(66.23%), while also achieving a higher standard accuracy (76.39% vs. 67.79%).

The improvement on ImageNet is a key highlight of MSID. The ability to effectively defend against adver-
sarial attacks on such a complex dataset underscores the robustness and scalability of our approach.
The targeted nature of MSID proves particularly important here, preventing the over-smoothing that
can severely degrade the performance of global purification methods on high-resolution images.

While the robust accuracy achieved with the ViT architecture on ImageNet is slightly lower compared
to the ResNet-based models, it still performs competitively (63.08% against AutoAttack l∞, Table 6.6b).
Nevertheless, the overall performance on ImageNet solidifies MSID’s position as a highly effective
adversarial defense.



6.1. Experimental results 41

Table 6.6: Standard and robust accuracy against PGD and AutoAttack on ImageNet.

(a) PGD l∞ (ϵ = 4/255) with ResNet-50 classifier

Type Method Standard Acc. Robust Acc.

AT
Wong et al. [113] 53.83 28.04
Salman et al. [85] 63.86 39.11

AP

Nie et al. [75] 71.48 50.59
Lee & Kim [55] 70.74 54.73
Wang et al. [110] 70.17 67.06

Ours 76.39 74.60

(b) AutoAttack l∞ (ϵ = 4/255)

Type Method
Standard
Acc.

Robust
Acc.

R
es
N
et
-5
0 AT

Wong et al. [113] 55.62 26.95
Bai et al. [8] 67.30 35.51

Salman et al. [85] 64.02 37.89

AP
Nie et al. [75] 67.79 66.23

Ours 76.39 74.80

W
R
N
-5
0-
2 AT Salman et al. [85] 68.46 39.25

AP
Nie et al.[75] 71.16 64.21

Ours 78.60 75.39

Vi
T

AT Bai et al.[8] 66.50 35.50

AP
Nie et al.[75] 73.63 52.33

Ours 75.11 63.08

In summary, the consistent outperformance of MSID across diverse datasets, attack types, and model
architectures arises from its core design principles:

Targeted Perturbation Removal: Focusing inpainting efforts only on identified perturbed regions pre-
vents the degradation of benign image features and maintains standard accuracy.

Multi-Scale Occlusion Sensitivity Mapping: Captures adversarial perturbations affecting both fine
details and broader structures, leading to more accurate identification of problematic areas.

DDPM Inpainting: Leverages the generative capabilities of diffusion models to realistically restore
perturbed regions, effectively neutralising adversarial noise.

Contextual Awareness: The incorporation of contextual cues during inpainting ensuresmore coherent
and accurate reconstructions.

6.1.2. Defense against unseen attacks
A well-known limitation of AT is its tendency to overfit to the specific attacks used during training, re-
sulting in poor generalization to unseen attacks. Table 6.7 clearly illustrates this issue. Standard AT
methods, trained against a specific attack (e.g., PGD with l∞ norm), perform poorly when evaluated
against different attacks like PGD with l2 norm and StAdv. For instance, the model ”AT with l∞” [53]
achieves a robust accuracy of 49.0% against AutoAttack l∞ but drastically drops to 19.2% and 4.8%
against AutoAttack l2 and StAdv.

In contrast, our method, being an AP technique, demonstrates remarkable robustness across all three
unseen attacks. As shown in Table 6.7, MSID achieves robust accuracies of 85.5%, 84.57%, and
86.5% against AutoAttack l∞, l2, and StAdv. This outperformance compared to AT methods highlights
the inherent generalization capability of purification-based defenses. MSID effectively cleanses the
adversarial perturbations regardless of the specific attack method used to generate them.

Compared to other AP defenses like DiffPure [75] and AToP [61], MSID also demonstrates superior
performance against these attacks, especially on StAdv. The improvements of 45.5%, 50.67%, and
36.9% over the baseline AT methods on l∞, l2, and StAdv, underscore the effectiveness of MSID’s
targeted inpainting approach in handling diverse perturbation patterns. This strong generalization ability
is a precious advantage for deploying robust deep learning models in real-world scenarios where the
nature of potential adversarial attacks might be unknown.
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Table 6.7: Standard accuracy and robust accuracy against AutoAttack l∞ (ϵ = 8/255), l2 (ϵ = 1) and StAdv non-lp (ϵ = 0.05)
threat models on CIFAR-10 with ResNet-50 model.

Method Standard Acc. AA l∞ AA l2 StAdv
Standard Training 94.8 0.0 0.0 0.0
AT with l∞ [53] 86.8 49.0 19.2 4.8
AT with l2 [53] 85.0 39.5 47.8 7.8

AT with StAdv [53] 86.2 0.1 0.2 53.9
AT with all [53] 84.0 25.7 30.5 40.0
PAT-self [53] 82.4 30.2 34.9 46.4

Adv. CRAIG [25] 83.2 40.0 33.9 49.6
DiffPure [75] 88.2 79.57 81.29 68.73
AToP [61] 89.1 83.42 82.44 70.59
Ours 88.7 85.5 84.57 86.5

6.1.3. Defense against score-based black-box attack
Even without direct access to a model or its gradients, attackers can effectively estimate gradients
using a large number of samples. One such method, SPSA [104], approximates gradients through a
finite-difference approach, sampling points near an input. This gradient estimation allows attackers to
craft adversarial perturbations even when model internals are unavailable. To evaluate the robustness
of our defense against such attacks, we tested it against SPSA with an l∞ constraint (ϵ = 8/255)
on CIFAR-10 using WideRestNet-28-10. As Table 6.8 shows, our method achieves state-of-the-art
performance, reaching 86.52% robust accuracy—a mere 0.92% below Wang’s defense [110]. This
indicates that MSID’s purification process is effective even when attackers can only estimate gradients
through sampling, highlighting its practical relevance in scenarios with limited model access.

Table 6.8: Standard accuracy and robust accuracy against SPSA l∞ (ϵ = 8/255) on CIFAR-10 with WideRestNet-28-10.

Method Standard Acc. Robust Acc.
Yoon et al. [123] 86.14 80.80
Wang et al.[110] 93.50 87.44

Ours 90.23 86.52

6.1.4. Defense against color-based adversarial attack
cADV [9] generates adversarial examples by manipulating the color of an image. It leverages a pre-
trained colorization model, guiding it to produce colorizations that misclassify the image while main-
taining a benign appearance. This differs from other attacks that typically add small, imperceptible
perturbations constrained by Lp norms. cADV, however, introduces large, smooth, and semantically
consistent color changes. Instead of minimizing Lp distance, cADV searches the color space for adver-
sarial examples, exploiting the colorization model’s inherent understanding of clean color relationships
and boundaries. Our method demonstrates significant performance against the cAdv attack on both,
CIFAR-10 and Imagenet datasets, as shown in Table 6.9.
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Table 6.9: Robust Accuracy of MSID Against cAdv Attack.

Dataset Model Robust Acc.

CIFAR-10
Resnet-50 75.19
WRN-28-10 74.15
WRN-70-16 72.46

Imagenet Resnet-50 64.84

6.1.5. Defense against strong adaptive attacks
It is important to note that for AP methods that involve optimization loops or non-differentiable oper-
ations, the BPDA attack is widely recognized as the most effective attack [103]. When considering
stochastic defense methods, the BPDA+EOT attack has become the standard benchmark for evaluat-
ing the latest advancements in adversarial purification [123, 42, 55]. Strong adaptive attacks, designed
specifically to bypass a particular defense mechanism, represent the ultimate test of robustness. Table
6.10 presents MSID’s performance against the strong adaptive attack BPDA+EOT, a standard bench-
mark for evaluating stochastic defenses. Our method achieves a robust accuracy of 74.21% against
BPDA 40+EOT on CIFAR-10 with WideResNet-28-10. While not the highest robustness, this perfor-
mance is competitive with state-of-the-art methods like Wang et al. [112] (79.83%) and Yoon et al.
[123] (70.01%), indicating a good level of robustness against sophisticated attacks specifically crafted
to circumvent purification defenses.

Table 6.10: Standard and robust accuracy against BPDA+EOT on CIFAR-10 with WideResNet-28-10.

Method Standard Acc. Robust Acc.

BPDA 50+EOT Hill et al. [42] 84.12 54.9
BPDA 40+EOT Yoon et al. [123] 86.14 70.01
BPDA 40+EOT Wang et al. [110] 93.50 79.83

BPDA 40+EOT Ours 90.23 74.21

6.2. Impact of contextual cues on robustness to adversarial attacks
Table 6.11: Impact of Contextual Cues on Robustness.

Attack Dataset Attack parameters Model Robust Acc.

AutoAttack
CIFAR-10 l∞(ϵ = 8/255) WRN-28-10 46.67
Imagenet l∞(ϵ = 8/255) Resnet-50 57.96

SPSA CIFAR-10 l∞(ϵ = 8/255) WRN-28-10 50.39

PGD
CIFAR-10 l∞(ϵ = 8/255) WRN-28-10 51.95
Imagenet l∞(ϵ = 8/255) Resnet-50 64.84

StAdv CIFAR-10 non-lp(ϵ = 0.05) Resnet-50 52.92

To understand the importance of the contextual cues incorporated into our inpainting process, we con-
ducted an ablation study where these cues were removed. The results, presented in Table 6.11, un-
equivocally demonstrate a significant decrease in robust accuracy across all tested attack types and
datasets when contextual cues are absent. For instance, against AutoAttack l∞ on CIFAR-10, the ro-
bust accuracy drops from our reported results in Table 6.1a to 46.67%. Similarly, on ImageNet, the
robust accuracy against the same attack falls to 57.96%. This drop underscores the important role of



6.3. Analysing the contribution of multi-scale information in occlusion sensitivity mapping 44

providing the DDPMwith surrounding information to enable accurate and semantically coherent inpaint-
ing, ultimately contributing to the defense’s overall effectiveness. Without these cues, the inpainting
process is less informed, potentially restoring the masked regions in a way that does not reflect the
original image.

6.3. Analysing the contribution of multi-scale information in oc-
clusion sensitivity mapping

The number of scales used in our defense directly influences its robust accuracy. We assessed the
impact of varying the number of scales and observed a clear trend (see Figure 6.1). Robust accuracy
increased sharply with each additional scale up to three scales. However, beyond three scales, the
gains in robustness plateaued. Therefore, to balance the computational overhead introduced by incor-
porating more scales against the resulting improvement in robust accuracy, we determined that three
scales provide the optimal trade-off. While adding scales offer negligible robustness, they require a
greater computational load, making three scales the most efficient and effective choice for our defense.
This multi-scale approach achieves greater robustness than a single-scale alternative by capturing both
finer image details and adversarial perturbations This evaluation was carried out on CIFAR-10 using
PGD l∞ attacks with ϵ = 8/255.

Figure 6.1: Impact of single vs multi-scale sensitivity maps on robust accuracy.

6.4. Evaluation of binary mask generation techniques
This section addresses the research question: ”What methods can be used to generate a binary mask
from the fused sensitivity map that accurately isolates regions requiring inpainting for effective adver-
sarial purification in MSID?” As described previously, the goal is to identify the optimal strategy for
converting the continuous sensitivity map into a binary mask, effectively guiding the inpainting process
towards the removal of adversarial perturbations. Two primary methods, thresholding and clustering,
were evaluated and compared for their effectiveness in achieving this objective using PGD attacks with
ϵ = 8/255.
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Figure 6.2: Robust accuracy vs. number of top-r clusters selected for inpainting using k-means clustering. Results are shown
for k = 3 (left), k = 5 (middle), and k = 7 (right). Each plot demonstrates a peak in performance followed by a slight decrease,

indicating the trade-off between removing adversarial perturbations and preserving benign features.

Thresholding: We first evaluated a thresholding approach by sorting pixel sensitivity values in de-
creasing order and selecting the top 5%, 10%, 20%, and 30% as potentially perturbed regions. The
robust accuracy of our defense was then measured for each of these thresholds. Results showed a
linear increase in robust accuracy up to the 20% threshold, followed by a sharp decrease at 30% (see
Figure 6.3). This suggests that while masking a small percentage of the most sensitive pixels effectively
removes adversarial perturbations, masking too large a region negatively impacts performance. This
decrease likely results from the removal of benign image features important for correct classification.
By masking beyond the 20% threshold, the inpainting process not only removes potential adversarial
perturbations, but also eliminates essential contextual information, reducing the classifier’s ability to
make accurate predictions.

Figure 6.3: Robust accuracy vs. threshold percentage for mask generation using sensitivity-based thresholding. The plot
shows that performance peaks at 20% and then decreases, suggesting that masking too many pixels removes important

benign features crucial for accurate classification.

Clustering: Subsequently, we investigated a clustering-based approach using k-means with k values
of 3, 5, and 7. Similar to the thresholding approach, we selected the top-r clusters based on their
centroid sensitivity and calculated the robust accuracy for each configuration. Figure 6.2 presents the
performance of these experiments. Each k value exhibits a peak in robust accuracy followed by a
slight decrease as more clusters are selected for inpainting. This trend mirrors the observations from
the thresholding approach, reinforcing the balance between removing adversarial perturbations and
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preserving benign features. Selecting too many clusters for inpainting results in the loss of crucial
image information, ultimately diminishing the defense’s effectiveness.

When comparing the two approaches, k-means clustering consistently yields better robust accuracy
than thresholding. This superior performance can be attributed to the clustering algorithm’s ability to
capture the inherent structure of important image regions. By grouping pixels based on both sensitivity
and spatial proximity, clustering potentially identifies perturbed regions that a rank-based thresholding
approach might miss. Furthermore, clustering ensures that connected regions, rather than isolated su-
perpixels, are targeted for inpainting, preserving contextual information and minimizing the disruption of
benign features. This characteristic proves essential in maintaining the integrity of the image and facili-
tating accurate classification even after inpainting. Therefore, we conclude that clustering-based mask
generation offers a more robust and effective approach for adversarial purification in MSID compared
to simple thresholding techniques.

6.5. Evaluating imputation strategies for robust occlusion sensitiv-
ity maps

This research question investigated the impact of different imputation strategies on the robustness of
MSID against adversarial attacks, specifically focusing on the generation of the occlusion sensitivity
map. This map identifies important image regions for classification. We hypothesized that the method
used to fill occluded regions during sensitivity analysis would significantly influence the robustness of
the defense. Three imputation strategies were evaluated: (1) Zero-value imputation; (2) Histogram-
based imputation and (3) Blurring-based imputation. These represent a set of approaches, from sim-
ple constant filling to more context-aware methods. Each imputation method was tested on images
perturbed by a PGD attack with ϵ = 8/255.

Our results demonstrate a clear difference in the robustness achieved with different imputationmethods.
Zero-value imputation resulted in a robust accuracy of 79%, while histogram-based imputation achieved
76%. Blurring-based imputation outperformed the others, achieving a robust accuracy of 86%. These
findings are showed in the Figure 6.4.

Figure 6.4: Robust accuracy of MSID under PGD attack (epsilon=8/255) using different imputation strategies during occlusion
sensitivity map generation. Blurring-based imputation demonstrates superior robustness (86%) compared to zero-value (79%)

and histogram-based (76%) imputation.

We think that blurring-based imputation’s superior performance arises from its ability to preserve con-
textual information. The Gaussian blur, unlike the sharp changes introduced by zero-value or even the
potentially harsh constant color fills of histogram-based imputation, hides features rather than erasing
them. This minimizes the introduction of out-of-distribution (OOD) artifacts by maintaining contextual
similarity in occluded areas. By smoothing out sharp transitions and preserving the overall image struc-
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ture, blurring can bring adversarial examples closer to their ground-truth labels, potentially reversing
adversarial properties.

In contrast, zero-value imputation, while simple, creates discontinuities in the image. These artificial
boundaries introduce unnatural features that are not present in the original data distribution. Further-
more, the complete removal of information in the occluded region can lead to a loss of crucial contextual
cues that might be necessary for accurate sensitivity maps generation.

Histogram-based imputation, while attempting to maintain some color consistency, suffers from a simi-
lar, although less extreme issue. While the filled regions are less harsh than zero-value imputation, the
constant color blocks can still introduce unnatural patterns. Additionally, the random sampling from the
histogram, while preserving some color characteristics, fails to capture the spatial structure and texture
of the occluded region, further obstructing accurate sensitivity map generation.

Therefore, our findings suggest that preserving contextual information during occlusion is essential for
generating a robust sensitivity map and consequently, for enhancing the robustness of MSID against
adversarial attacks. Blurring-based imputation, by maintaining this contextual similarity and minimizing
OOD artifacts, provides the most effective strategy for occlusion in this context.
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Limitations and future work

7.1. Limitations
This work presents a novel approach to AP using multi-scale inpainting with DDPMs. Despite the
promising results, several limitations should be acknowledged.

Computational cost: MSID relies on multi-scale superpixel segmentation, occlusion sensitivity map
generation, and iterative DDPM inpainting. These processes, especially the DDPM component, are
computationally expensive, potentially limiting the applicability of MSID in real-time or resource-constrained
environments.

Dependence on pre-trained DDPMs: The effectiveness of MSID is tied to the quality of the pre-
trained DDPM. Performance might vary depending on the dataset and architecture the DDPM was
trained on, potentially requiring retraining or fine-tuning for optimal performance across different tasks.
Furthermore, the availability of pre-trained DDPMs for specific datasets or domains can be a limitation.

Limited evaluation against adaptive attacks: While the current evaluation includes a gray-box sce-
nario (as detailed in Chapter 5) and testing only against BPDA+EOT on CIFAR-10, a more compre-
hensive assessment against a wider set of adaptive attacks is important. The specific mechanisms of
MSID, particularly the occlusion sensitivity maps, could potentially be exploited by adaptive adversaries
to create stronger adversarial examples.

Hyperparameter Sensitivity: MSID introduces several hyperparameters related to superpixel seg-
mentation, occlusion sensitivity analysis, DDPM inpainting, and artifact removal. The optimal values
for these hyperparameters vary across datasets and attack types, requiring careful tuning. A more thor-
ough investigation of hyperparameter sensitivity and potential automated tuning methods could further
enhance the defense.

Limited comparison against diverse defense strategies: This work benchmarks MSID primarily
against DM-based adversarial purification and AT. While demonstrating state-of-the-art performance
within this subset of defenses, a broader evaluation covering other defense strategies, including certi-
fied defenses or non-diffusion based AP is necessary for a more comprehensive assessment of MSID’s
capabilities.

7.2. Future work
This work opens up some interesting research directions. One key area is boosting the speed of our
method. Right now, the DDPM inpainting step is a computational bottleneck. We need to explore faster
ways to sample from DDPMs or even entirely different inpainting methods that are less computationally
intensive without compromising image quality. Improving how we approximate the occlusion sensitivity
maps could also help speed things up. Furthermore, investigating alternative Explainable AI (XAI)
techniques for guiding the inpainting process could lead to more efficient and targeted restorations.

48
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We also need to make MSID more robust against adaptive attacks. Our current testing has not covered
the full spectrum of adversarial attacks, particularly strong adaptive attacks

Setting the right hyperparameters for MSID can be tricky. Automating this process, would make the
method more adaptable to different datasets and tasks.

Finally, we need a more comprehensive comparison of MSID against other defense strategies. This
includes certified defenses and purification methods that do not rely on diffusion models. A more
comprehensive comparison will help us understand MSID’s strengths and weaknesses compared to
other defenses.
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Conclusion

This research paper introduced MSID, a novel adversarial purification defense leveraging the denois-
ing capabilities of DDPMs and the explanatory power of occlusion sensitivity maps. Our approach,
to the best of our knowledge, is the first to apply the use of DDPM inpainting for targeted perturba-
tion removal, effectively neutralizing adversarial triggers while preserving benign image content. By
integrating multi-scale occlusion analysis, MSID accurately identifies image regions that likely contain
adversarial perturbation, guiding the DDPM inpainting process for precise attack mitigation.

Our extensive experiments across diverse datasets (CIFAR-10, Celeba-HQ, Imagenette and ImageNet)
and classifier architectures (ResNet, WideResNet, MobileNet and ViT) demonstrate MSID’s state-of-
the-art performance. MSID surpasses existing AP and AT methods in robust accuracy, achieving
gains against AutoAttack (up to 9.68% on CIFAR-10 and 33.28% on ImageNet) and PGD+EOT (up
to 20.09% on CIFAR-10 and 27.7% on ImageNet). Importantly, MSID shows remarkable effectiveness
against color-based attacks like cADV, achieving 64.84% robust accuracy on ImageNet and 75.19% on
CIFAR-10, highlighting its ability to handle attacks beyond traditional Lp-norm perturbations. Further-
more, MSID demonstrates superior generalization to unseen attacks, outperforming state-of-the-art AT
methods by up to 46.5%.

These findings underscore the potential of integrating XAI techniques with generative models for robust
defense mechanisms. MSID’s targeted inpainting approach offers a promising direction for developing
defenses that are both effective and efficient.

In the following section, we provide answers to the research questions:

How can diffusion-based inpainting be leveraged to develop a more robust defense against
adversarial attacks on image classifiers?

The thesis answers this by proposing MSID, which uses a pre-trained DDPM for inpainting. Themethod
masks regions identified as likely to contain perturbations and then uses the DDPM to inpaint these
regions, effectively restoring the image and removing the adversarial manipulations. The use of inpaint-
ing allows for targeted removal of perturbations while preserving benign image features.

Can a multi-scale approach to occlusion sensitivity mapping improve the identification and
removal of adversarial perturbations?

The multi-scale approach, using superpixels at different scales, allows MSID to capture both fine-
grained and coarse features, leading to more accurate identification of perturbed regions. The results
demonstrate improved robustness compared to a single-scale approach. This targeted masking leads
to more effective inpainting and better overall defense.

What methods can be used to generate a binary mask from the sensitivity map that accurately
isolates regions that require inpainting for effective adversarial purification in MSID?
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Evaluating thresholding and clustering methods for binary mask generation showed that k-means clus-
tering consistently outperformed thresholding (see Figures 6.3 and 6.2). Clustering’s ability to group
pixels based on sensitivity and spatial proximity allows for more accurate identification of potentially
perturbed regions while preserving benign features.

How does the choice of imputation strategy during occlusion sensitivity map generation influ-
ence the robustness of MSID against adversarial attacks?

The testing of different imputation strategies for the generation of occlusion sensitivity maps demon-
strated that blurred-based imputation achieved the highest robust accuracy (86%) compared to zero-
value (79%) and histogram-based (76%) imputation (see Figure 6.4). This superior performance is
attributed to blurring’s preservation of contextual information, minimizing out-of-distribution artifacts.

Does MSID provide better robustness against a wider range of adversarial attacks, including
unseen attacks and color-based attacks, compared to existing state-of-the-art defenses?

The experimental results show that MSID achieves state-of-the-art robust accuracy against various at-
tacks, including AutoAttack, PGD, strong adaptive attacks and unseen attacks, across different datasets
and model architectures. Specifically, it demonstrates improved robustness against color-based at-
tacks (cADV), a weakness of previous diffusion-based methods. The improved performance across a
range of attacks suggests that MSID offers a robust defense mechanism.
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A
Pre-trained Model Details

This appendix details the architectures and training parameters of the pre-trained DDPM models used
in our experiments. We provide configurations for CIFAR-10, Celeba-HQ, ImageNet and ImageNette.
For each dataset, we specify the diffusion parameters, training hyperparameters, and model-specific
settings.

A.1. DDPM Implementations
A.1.1. CIFAR-10
The pre-trained model is available for download at this link.

Table A.1: CIFAR-10 DDPM Diffusion Parameters

Parameter Value Description
Timesteps 1000 Number of diffusion timesteps.
Beta Start 0.0001 Starting value for the noise schedule.
Beta End 0.02 Ending value for the noise schedule.

Beta Schedule linear Type of noise schedule used (linear in this
case).

Model Mean Type eps How the model predicts the mean (epsilon
prediction).

Model Variance Type fixed-large Method for handling the variance during train-
ing.

Loss Type mse Loss function used (mean squared error).

A.1.2. Celeba-HQ
The pre-trained model is available for download at this link.
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Table A.2: CIFAR-10 DDPM Train Parameters

Parameter Value Description
Learning Rate 2e-4 Initial learning rate for the optimizer.
Batch Size 128 Batch size used during training.
Gradient Clipping Norm 1.0 Maximum norm for gradient clipping.
Epochs 2040 Number of training epochs.

Warmup Steps 5000 Number of warmup steps for the learning rate
scheduler.

Use EMA true Whether exponential moving average of
weights is used.

EMA Decay 0.9999 Decay rate for the exponential moving aver-
age.

Table A.3: CIFAR-10 DDPM Model Parameters

Parameter Value Description
Image Size 32 Size of the input image.

Number of Heads 4 Number of attention heads used in the atten-
tion blocks.

Attention Resolutions ”2” Indicates at which image resolutions attention
is applied.

Number of Upsample Heads -1 Use the same number of heads for upsam-
pling as for downsampling.

Use Scale-Shift Norm True Whether to use scale-shift normalization in at-
tention layers.

ResBlock UpDown True Whether to use up/down sampling in residual
blocks.

Use FP16 False Indicates whether to use FP16 precision
Input Channels 3 Number of input channels (for RGB images).

Hidden Channels 128 Number of channels in the initial hidden layer
of the U-Net.

Channel Multipliers [1, 2, 2, 2] Multipliers for the number of channels at each
level of the U-Net.

Number of Residual Blocks 2 Number of residual blocks per U-Net level.

Attention Blocks [false, true, false,
false]

Indicates whether attention is applied at each
level of the U-Net (true for the second level in
this case).

Dropout Rate 0.1 Dropout rate used during training.
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Table A.4: Celeba-HQ DDPM Diffusion Parameters

Parameter Value Description
Timesteps 1000 Number of diffusion timesteps.
Beta Start 0.0001 Starting value for the noise schedule.
Beta End 0.02 Ending value for the noise schedule.

Beta Schedule linear Type of noise schedule used (linear in this
case).

Model Mean Type eps How the model predicts the mean (epsilon
prediction).

Model Variance Type fixed-small Method for handling the variance during train-
ing.

Loss Type mse Loss function used (mean squared error).

Table A.5: Celeba-HQ DDPM Train Parameters

Parameter Value Description
Learning Rate 2e-5 Initial learning rate for the optimizer.
Batch Size 64 Batch size used during training.
Gradient Clipping Norm 1.0 Maximum norm for gradient clipping.
Epochs 1200 Number of training epochs.

Warmup Steps 5000 Number of warmup steps for the learning rate
scheduler.

Use EMA true Whether exponential moving average of
weights is used.

EMA Decay 0.9999 Decay rate for the exponential moving aver-
age.
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Table A.6: Celeba-HQ DDPM Model Parameters

Parameter Value Description
Image Size 256 Size of the input image.

Number of Heads 4 Number of attention heads used in the atten-
tion blocks.

Attention Resolutions ”16” Indicates at which image resolutions attention
is applied.

Number of Upsample Heads -1 Use the same number of heads for upsam-
pling as for downsampling.

Use Scale-Shift Norm True Whether to use scale-shift normalization in at-
tention layers.

ResBlock UpDown True Whether to use up/down sampling in residual
blocks.

Use FP16 False Indicates whether to use FP16 precision
Input Channels 3 Number of input channels (for RGB images).

Hidden Channels 128 Number of channels in the initial hidden layer
of the U-Net.

Channel Multipliers [1, 1, 2, 2, 4, 4] Multipliers for the number of channels at each
level of the U-Net.

Number of Residual Blocks 2 Number of residual blocks per U-Net level.

Attention Blocks [false, false, false,
false, true, false]

Indicates whether attention is applied at each
level of the U-Net (true for the fifth level in this
case).

Dropout Rate 0.0 Dropout rate used during training.
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A.1.3. Imagenet
Given that ImageNette is a subset of ImageNet, these parameters remain valid and are utilized consis-
tently across both datasets. The pre-trained model is available for download at this link.

Table A.7: Imagenet DDPM Model Parameters

Parameter Value Description
Image Size 256 Size of the input image.

Number of Heads 4 Number of attention heads used in the atten-
tion blocks.

Attention Resolutions ”32,16,8” Indicates at which image resolutions attention
is applied.

Number of Upsample Heads -1 Use the same number of heads for upsam-
pling as for downsampling.

Use Scale-Shift Norm True Whether to use scale-shift normalization in at-
tention layers.

ResBlock UpDown True Whether to use up/down sampling in residual
blocks.

Use FP16 False Indicates whether to use FP16 precision
Input Channels 3 Number of input channels (for RGB images).

Hidden Channels 256 Number of channels in the initial hidden layer
of the U-Net.

Channel Multipliers [1, 1, 2, 2, 4, 4] Multipliers for the number of channels at each
level of the U-Net.

Number of Residual Blocks 2 Number of residual blocks per U-Net level.
Dropout Rate 0.0 Dropout rate used during training.

Table A.8: Imagenet DDPM Train Parameters

Parameter Value Description
Learning Rate 1e-4 Initial learning rate for the optimizer.
Batch Size 256 Batch size used during training.
Gradient Clipping Norm 1.0 Maximum norm for gradient clipping.
Epochs 1980 Number of training epochs.

Table A.9: Imagenet Diffusion Parameters

Parameter Value Description
Timesteps 1000 Number of diffusion timesteps.
Beta Start 0.0001 Starting value for the noise schedule.
Beta End 0.02 Ending value for the noise schedule.

Beta Schedule linear Type of noise schedule used (linear in this
case).

Model Mean Type eps How the model predicts the mean (epsilon
prediction).

Model Variance Type fixed-small Method for handling the variance during train-
ing.

Loss Type mse Loss function used (mean squared error).

https://github.com/openai/guided-diffusion


B
Image samples

This appendix provides a visual showcase of the image purification process described in Chapter 4.
Here, we present a collection of examples showing the effects of our method on adversarially perturbed
images from the CIFAR-10, Imagnette and Celeba-HQ datasets. Each row displays the original image,
its corresponding adversarial counterpart (generated using the Autoattack attack), the masked image
highlighting the regions identified for purification, and finally, the resulting purified image after applying
our MSID technique. These images offer insights into the effectiveness of our approach in recovering
the original image content while purifying the adversarial perturbations. This visual inspection allows for
a qualitative assessment of the performance of our method and complements the quantitative results
presented in the main part of the thesis.

Original Image Adversarial Example Masked Image Purified Image
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Original Image Adversarial Example Masked Image Purified Image

Table B.1: Purification of adversarial examples from the CIFAR-10 dataset. The original image is shown alongside its
adversarially perturbed version (generated using the Autoattack attack), the masked image and the final purified image after

applying MSID.

Original Image Adversarial Example Masked Image Purified Image
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Original Image Adversarial Example Masked Image Purified Image
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Original Image Adversarial Example Masked Image Purified Image

Table B.2: Purification of adversarial examples from the Imagenette dataset. The original image is shown alongside its
adversarially perturbed version (generated using the Autoattack attack), the masked image and the final purified image after

applying MSID.



C
Visualisation of occlusion sensitivity

across scales

This appendix provides a visual exploration of the multi-scale sensitivity maps used in the MSID. As
described in Chapter 4, MSID leverages occlusion sensitivity maps at different scales to identify sensi-
tive regions for image classification. Here, we present visualizations of these maps at various levels of
granularity, demonstrating how they capture different aspects of image. Furthermore, we visualize the
fused sensitivity map, which combines these multi-scale maps into a single map, as detailed in Section
4.3.4. This visualization provides a deeper understanding of the hierarchical analysis performed by
MSID. The visualizations illustrate how the fused map integrates information across scales, leading to
a more precise identification of adversarial perturbations while preserving benign image features.

Scale’s 1 map Scale’s 2 map Scale’s 3 map Fused map
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Scale’s 1 map Scale’s 2 map Scale’s 3 map Fused map

Table C.1: Occlusion sensitivity maps generated at different superpixel scales, along with the final fused map. These maps
correspond to the image samples presented in Appendix B.



D
Source Code

This appendix provides the source code for the key components of the MSID presented in Chapter 4.
1 def get_occlusion_map(img, model, n_pixels):
2 """Generates an occlusion sensitivity map.
3

4 Calculates the sensitivity of the model's prediction to the occlusion of
5 individual superpixels in the image.
6

7 Args:
8 img: The input image as a tensor.
9 model: The classifier model.
10 n_pixels: Number of superpixels.
11

12 Returns:
13 A tuple containing the normalized occlusion heatmap and the superpixel segmentation.
14 """
15 # Obtain the baseline prediction and the predicted class label.
16 baseline_prediction , label = get_occlusion_prediction(img, model)
17 baseline_prediction = baseline_prediction[0, label]
18

19 # Convert the input tensor image to a NumPy array.
20 np_img_original = to_np_img(img)
21

22 # Generate superpixel segmentation.
23 superpixels = get_superpixels(np_img_original, n_pixels=n_pixels)
24 unique_superpixels = np.unique(superpixels)
25

26 # Initialize the occlusion sensitivity map.
27 occlusion_heatmap = np.zeros_like(superpixels, dtype=np.float32)
28

29 # Iterate over each superpixel.
30 for superpixel_label in unique_superpixels:
31 np_img = np_img_original.copy()
32

33 # Create a mask for the current superpixel.
34 superpixel_mask = (superpixels == superpixel_label)
35

36 # Extract the pixel values of the current superpixel.
37 superpixel_region = np_img[superpixel_mask]
38

39 # Calculate the imputation value.
40 impute_value = get_impute_value(superpixel_region, type="blur")
41

42 # Occlude the superpixel with the imputed value.
43 np_img[superpixel_mask] = impute_value
44

45 # Convert the NumPy array back to a tensor.
46 tensor_img = to_tensor_img(np_img)
47
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48 # Obtain the prediction for the occluded image.
49 occluded_prediction , _ = get_occlusion_prediction(tensor_img, model)
50 occluded_prediction = occluded_prediction[0, label]
51

52 # Calculate the sensitivity as the difference between baseline and occluded
predictions.

53 sensitivity = baseline_prediction - occluded_prediction
54 sensitivity = sensitivity.cpu().detach().numpy()
55

56 # Update the sensitivity map with the calculated sensitivity.
57 occlusion_heatmap[superpixel_mask] = sensitivity
58

59 # Normalize the heatmap and return it along with the superpixel segmentation.
60 return normalize_heatmap(occlusion_heatmap), superpixels

Listing D.1: Generating Occlusion sensitivity map

Listing D.2: Generating a Multi-Scale Occlusion Sensitivity Map
1 def get_multi_scale_occlusion_map(img, classifier, n_superpixels, weights):
2 """Generates a multi-scale occlusion sensitivity map.
3

4 Combines occlusion heatmaps generated at different superpixel resolutions
5 to capture both coarse and fine-grained sensitivities.
6

7 Args:
8 img: The input image as a tensor.
9 classifier: The classifier.
10 n_superpixels: A list of superpixels amount for each scale (coarse to fine).
11 weights: A list of weights corresponding to each scale.
12

13 Returns:
14 The normalized, refined multi-scale occlusion sensitivity map.
15 """
16

17 # Generate occlusion heatmaps at different scales.
18 occlusion_heatmap_coarse , coarse_superpixels = get_occlusion_heatmap(img, classifier,

n_superpixels[0])
19 occlusion_heatmap_fine_1 , fine_1_superpixels = get_occlusion_heatmap(img, classifier,

n_superpixels[1])
20 occlusion_heatmap_fine_2 , fine_2_superpixels = get_occlusion_heatmap(img, classifier,

n_superpixels[2])
21

22 sensitivity_maps = [occlusion_heatmap_coarse , occlusion_heatmap_fine_1 ,
occlusion_heatmap_fine_2]

23 superpixels = [coarse_superpixels, fine_1_superpixels, fine_2_superpixels]
24

25 unique_superpixels = np.unique(coarse_superpixels)
26 refined_sensitivity = np.zeros_like(coarse_superpixels, dtype=float)
27

28 # Iterate through each coarse superpixel.
29 for sp in unique_superpixels:
30 # Create a mask for the current coarse superpixel.
31 mask = (coarse_superpixels == sp)
32

33 # Initialize the combined sensitivity.
34 sensitivity = 0
35

36 # Iterate through scales (from fine to coarse) and accumulate weighted sensitivities.
37 for i, (sensitivity_map, weight) in enumerate(zip(sensitivity_maps[::-1], weights

[::-1])):
38 # Get the corresponding superpixels at the current scale.
39 fine_superpixels = superpixels[::-1][i] # Accessing scales in reverse order
40 fine_mask = (fine_superpixels == sp) # Not very efficient - consider improving
41

42 # Calculate and accumulate the weighted average sensitivity if the mask is not
empty.

43 if np.sum(fine_mask) > 0:
44 average_sensitivity = np.mean(sensitivity_map[fine_mask])
45 sensitivity += weight * average_sensitivity # Weighted average
46
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47 # Assign the combined sensitivity to the refined map.
48 refined_sensitivity[mask] = sensitivity
49

50 # Normalize the refined sensitivity map.
51 refined_sensitivity = normalize_heatmap(refined_sensitivity)
52

53 return refined_sensitivity

Listing D.3: Generating a Superpixel Mask from the Multi-Scale Occlusion Sensitivity Map
1

2 def get_superpixels_mask(occlusion_heatmap, r_dimensions=2, n_clusters=5, dataset_name=""):
3 """Generates a mask for superpixels based on occlusion sensitivity and clustering.
4

5 Args:
6 occlusion_heatmap: The occlusion sensitivity heatmap.
7 k_dimensions: The number of clusters to select for the mask.
8 n_clusters: The total number of clusters for k-means.
9 dataset_name: The name of the dataset (used for mask resizing).
10

11 Returns:
12 A tensor mask for use in inpainting.
13 """
14 # Apply k-means clustering to the occlusion heatmap.
15 labels, label_centroid_mapping = apply_k_means(occlusion_heatmap, n_clusters)
16

17 # Extract the cluster labels corresponding to the centroids.
18 label_centroid_mapping = [label[0] for label in label_centroid_mapping]
19 label_centroid_mapping = np.array(label_centroid_mapping , dtype=np.int32)
20

21 # Create a mask based on whether superpixels belong to the top-r sensitive clusters.
22 labels_mask = ~np.isin(labels, label_centroid_mapping[:r_dimensions])
23 labels_mask = labels_mask.astype(np.float32)
24

25 # Add contextual cues to the masked region
26 labels_mask = replace_zeros_with_ones(labels_mask)
27

28 # Convert the mask to a PyTorch tensor and move it to the GPU.
29 mask_res = torch.from_numpy(labels_mask).long().cuda()
30

31 # Resize the mask based on the dataset.
32 if dataset_name == "cifar10":
33 mask_res = mask_res.unsqueeze(0).unsqueeze(0).expand(1, 3, 32, 32)
34 else:
35 mask_res = mask_res.unsqueeze(0).unsqueeze(0).expand(1, 3, 256, 256)
36

37 return mask_res
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