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Summary

Endowing machines with social competence is not only a science fiction theme. It is also a
long-held goal in computer science. Machines have changed how we work, communicate,
and do art, science, and engineering, but they have had little effect on one of our core
human needs: social interaction. Although digital communication has changed the way
we interact with others, machines have arguably done little to enhance the quality of
our face-to-face interactions and are seldom seen as tools to help us improve the way we
interact with others. This is in part due to their lack of social competence thus far.

A crucial stepping stone towards social competence and the ability to display empathy
is the ability to assess social experience. Social experience refers to internal states reflecting
an individual’s perception of a social situation, like enjoying a conversation or feeling
attracted to someone they are interacting with. Social experience variables are hard to study
because they are not directly observable and change over time. Researchers must rely on
self-reports or third-party assessments (annotations). Algorithms for assessment of social
experience generally take one of two approaches: 1) Direct modeling of the relationship
between raw/derived signals and experience variables, utilizing sensor readings or outputs
of detectors and feature extractors; and 2) intermediate modeling/detection of discrete
actions performed during interactions (ie. speaking, laughter, gesturing).

In this thesis dissertation, we focus on in-the-wild mingling setting, where subjects
are standing and are free to form and switch conversation groups as they desire. Data
collection and annotation are paid special attention due to their relevance in a nascent
field and the nuance involved in collecting and annotating social signals. Because the goal
is to study machine social perception in real-life settings, interactions are not scripted and
instrumentation is kept to a minimum.

We start with work concerned with the direct assessment of social experience, in this
case of attraction, by exploring the predictive power of body acceleration. By analyzing
accelerometer data from speed dating interactions, we investigate how the intensity and
variations in body movement relate to self-reported attraction levels. This study sheds light
on the predictive power of synchrony, mimicry, and convergence estimates for predicting
attraction, and potentially other constructs related to affiliation.

We then address the detection of speaking, an action of wide interest in social signal pro-
cessing due to the relevance of turn-taking in social experience. We address the limitations
posed by visual cross-contamination in crowded mingling settings. We introduce a model
that employs accelerometer readings and body poses to enhance the robustness of speaking
status detection in a complex scene, with multiple interactions occurring simultaneously.

The dissertation also presents two novel datasets: ConfLab and REWIND, each serving
a unique purpose. ConfLab, collected during a conference, is notable for its annotations
of body joints, and improvements to the sensor setup resulting in increased data fidelity.
Such methodological contributions to enable efficient and high-quality data collection
are increasingly valuable given the scarcity of social interaction datasets, particularly in
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mingling settings. REWIND, gathered at a business networking event, stands out with its
high-quality individual audio recordings, useful for the cross-modal study of multimodal
signals such as speaking or laughter.

In a similar line, we present the Covfee software framework. Covfee challenges existing
annotationmethodologies by introducing and studying interfaces for continuous annotation
for keypoints and actions. This framework was instrumental in efficiently processing the
vast amounts of data collected in studies like ConfLab by streamlining the annotation
process.

Also building on the Covfee framework, the dissertation culminates in an exploration
of laughter annotation across different modalities. By comparing laughter annotations
acquired in different conditions, the research highlights the complexities and nuances
involved in interpreting social signals across different sensory inputs. We challenge the
assumption that laughter intensity should be considered a property of the laughter episode.
Instead, we find evidence that laughter evaluations differ significantly depending on the
modalities available to the observer and that modalities with higher agreement will not
necessarily result in the highest model performance. These results not only contribute to
the study of laughter detection but also provide valuable insights for future research on
multimodal social signal processing.

In summary, this dissertation weaves together a series of methodological contributions
and novel findings, often derived from these new methods, each contributing to further
our understanding of how to best train machines for social understanding and competence.
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Samenvatting

Het toekkenen van machines met sociale vaardigheden en waarnemingsvermogen is niet
alleen een sciencefiction thema maar het is ook een langgekoesterd doel in de informatica.
Machines hebben de manier waarop we werken en communiceren veranderd, maar ook
hoe kunst, wetenschap en techniek bedreven worden. Echter hebben machines weinig
effect gehad op een van onze belangrijkste menselijke behoeften: sociale interactie. Hoewel
digitale communicatie de manier waarop we met anderen omgaan heeft veranderd, hebben
machines weinig gedaan om de kwaliteit van onze persoonlijke interacties te verbeteren.
Machines worden ook zelden gezien als hulpmiddelen om ons te helpen de manier waarop
we met anderen omgaan te verbeteren. Dit is voor grotendeels te wijten aan hun gebrek
aan sociale competentie tot nu toe.

Een cruciale opstap naar sociale competentie en het tonen van empathie is het vermo-
gen om sociale ervaringen te beoordelen. Sociale ervaring verwijst naar interne toestanden
die de perceptie van een individu van een sociale situatie weerspiegelen, zoals het genieten
van een gesprek of het zich aangetrokken voelen tot iemand waarmee ze omgaan. Sociale
ervaringsvariabelen zijn notoir moeilijk te bestuderen omdat ze niet direct waarneembaar
zijn en in de loop van de tijd veranderen. Onderzoekers moeten vertrouwen op zelfrap-
portages of beoordelingen van derden (annotaties). Algoritmen voor de beoordeling van
sociale ervaring hanteren over het algemeen een van de volgende twee benaderingen: 1)
Directe modellering van de relatie tussen ruwe/afgeleide signalen en ervaringsvariabelen,
gebruikmakend van sensormetingen of uitvoer van detectoren en kenmerkextractors; en
2)tussentijdse modellering/detectie van discrete handelingen die worden uitgevoerd tijdens
interacties (zoals bijvoorbeeld spreken, lachen, gebaren).

In dit werk richten we ons op een in-the-wild setting, waarin mensen staan en vrij
zijn om gespreksgroepen te vormen en te wisselen zoals ze dat willen. Er wordt speciale
aandacht besteed aan gegevensverzameling en annotatie vanwege hun relevantie in een
opkomend vakgebied en de subtiliteit die gepaard gaat met het verzamelen en annoteren
van sociale signalen. Omdat het doel is om automatische sociale perceptie te bestuderen in
levensechte omgevingen, zijn interacties niet gescript en wordt gebruik van instrumentatie
tot een minimum beperkt.

We beginnen met onderzoek dat zich richt op de directe beoordeling van sociale erva-
ring, in dit geval aantrekkingskracht, door de voorspellende kracht van lichaamsversnelling
te verkennen. Door versnellingsmetergegevens te analyseren van speeddate-interacties
onderzoeken we hoe de intensiteit en variaties in lichaamsbewegingen verband houden
met zelfgerapporteerde aantrekkingsniveaus. Deze studie werpt licht op de voorspellende
kracht van synchronie, mimicry en convergentieschattingen voor het voorspellen van aan-
trekkingskracht, en mogelijk andere constructen die verband houden met verbondenheid.

Vervolgens richten we ons op het detecteren van spreken, een handeling die breed
interesse wekt in de verwerking van sociale signalen vanwege de relevantie van beurt-
wisselingen in sociale ervaring. We behandelen de beperkingen die worden veroorzaakt
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door visuele kruisbesmetting in drukke informele omgevingen. Er wordt een model geïn-
troduceerd dat gebruik maakt van versnellingsmetergegevens en lichaamshoudingen om
de robuustheid van de detectie van spreekstatus te verbeteren in een complexe omgeving
waar meerdere interacties tegelijkertijd plaatsvinden.

Het proefschrift presenteert ook twee nieuwe datasets: ConfLab en REWIND, elk met
een uniek doel. ConfLab, verzameld tijdens een conferentie, is opmerkelijk vanwege de
annotaties van lichaamsgewrichten en verbeteringen aan de sensoropstelling die leiden tot
een verhoogde betrouwheid van de gegevens. Dergelijke methodologische bijdragen om
efficiënte en kwalitatief hoogwaardige gegevensverzameling mogelijk te maken, worden
steeds waardevoller gezien de schaarste aan datasets over sociale interactie, vooral in infor-
mele settings. REWIND, verzameld tijdens een zakelijk netwerkevenement, onderscheidt
zich door zijn hoogwaardige kwaliteit van individuele audio-opnames, bijzonder nuttig
zijn voor de cross-modale studie van multimodale signalen zoals spreken of lachen.

In dezelfde lijn presenteert het proefschrift het Covfee software framework. Covfee
daagt bestaande annotatiemethodologieën uit door interfaces voor continue annotatie
van sleutelpunten en acties te introduceren en te bestuderen. Dit framework speelde een
cruciale rol bij het efficiënt verwerken van de enorme hoeveelheden gegevens verzameld
in studies zoals ConfLab door het annotatieproces te stroomlijnen.

Ook voortbouweed op het Covfee-framework, bereikt het proefschrift een hoogtepunt
in het onderzoeken van annotatie van lachen over verschillende modaliteiten. Door lachan-
notaties te vergelijken die zijn verkregen onder verschillende omstandigheden, belicht
het onderzoek de complexiteit en nuances die gepaard gaan met het interpreteren van
sociale signalen via verschillende sensorische input. Wij betwisten de aanname dat de
intensiteit van het lachen moet worden beschouwd als een eigenschap van de lachepisode.
In plaats daarvan vinden we bewijs dat lachbeoordelingen aanzienlijk verschillen, afhanke-
lijk van de modaliteiten die beschikbaar zijn voor de waarnemer, en dat de modaliteiten
met een hogere overeenstemming niet noodzakelijkerwijs leiden tot de hoogste model-
prestaties. Deze resultaten dragen niet alleen bij aan het gebied van lachdetectie, maar
bieden ook waardevolle inzichten voor toekomstig onderzoek naar multimodale sociale
signaalverwerking.

Samenvattend verbind dit proefschrift een reeks methodologische bijdragen en nieuwe
bevindingen, vaak afgeleid van deze nieuwe methoden, die elk bijdragen aan een verdere
ontwikkeling van ons begrip van hoe we machines het beste kunnen trainen voor sociaal
begrip en competentie.
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1
Introduction

Social perception includes the ability to assess experience from social signals. Research into
developing machine social perception involves data collection, annotation, modeling, and
analysis stages. Social signals are generally captured via video cameras, microphones, and
wearable sensors. Social experience measures are normally annotated via self-reports or third-
party questionnaires. Regarding modeling, two main approaches can be distinguished. One
involves the detection of social actions such as speaking or laughing as an intermediate step.
A second approach is to directly model the outcome variables from social signals. Finally, the
analysis stage may take various forms but often focuses either on validating models or in
studying social signals with set models. Each of the stages, from data collection to analysis faces
important challenges or opportunities. In this chapter, we 1) dive into the conceptualization
and contextualization of the problem of automatic assessment of social experience; 2) review
and discuss many of the open challenges faced in data collection, annotation, modeling, and
analysis 3) conceptualize each of the chapters of this thesis with respect to these challenges.



1

2 1 Introduction

1.1 Social signal processing, and the qest to un-
derstand humans in interaction

Social signals are everywhere in our social lives: from a baby crying to be fed, to a teenager
flirting to signal attraction, or a grandmother hugging her grandson to display affection.
Some of the first definitions equated social signals to actions occurring in a social context,
with the additional property that they influence the behavior or internal state of others
(ie. they are signals). Social signals, however, are not restricted to atomic, named actions
such as crying or hugging. Factors like physical appearance (ie. attractiveness, or signs of
old age), body pose, and interpersonal distance also communicate social information in
an interaction setting. Definitions inclusive of this breadth include the one by Poggi and
D’Errico, who define a signal as “any perceivable stimulus from which a system can draw
some meaning” [1, p. 189], and a social signal as “a communicative or informative signal
which, either directly or indirectly, provides information about social facts, that is, about
social interactions, social attitudes, social relations and social emotions” [1].

Burgoon et al. [2] identify some consensus characteristics of social signals: a) they are
observable, b) they produce changes in others, and c) these changes are not random, but
follow laws and principles. They define social signal processing as a computing domain
aimed at modeling, analysis and synthesis of social signals in human-human and human-
machine interaction [2]. We will now dive into the details of what social signal processing
means in practice.

1.1.1 The multiple facets of social signal processing
It is important to note that the definition above for social signal processing can be understood
in two ways: a) as a computational methodology (models and analysis techniques), which
can be used to study social signals, and b) as a scientific field, whose object of study is the
computational modeling, analysis, and synthesis of social signals.

Regarding the first, social signals have been studied by many disciplines. Only in the
case of laughter, for example, psychological research studies theories and models related to
its causes, form, functions, and contexts [3–8]. Linguists have been concerned with the
functions and meaning of laughter in dialogue [9–13]. Biology has concerned itself with
how laughter originated and with the issue of nature versus nurture [14–16]. Meanwhile,
neuroscientists are concerned with where and how laughter originates and is perceived in
the brain [17, 18], while medicine has studied the health effects of laughter in the body
[19]. Any of these disciplines concerned with the study of social signals can, and often
do make use of computational modeling and analysis of social signals (ie. social signal
processing) to reach its conclusions.

As a scientific field, social signal processing, widely considered part of computer science
is often concerned with aiding these disciplines or with addressing research questions
belonging to them using its own methods. The application of machine learning enables
computer scientists to study research questions not traditionally considered by other
disciplines concerned with social signals. The behavioral psychologist, for example, rarely
models behavior from raw data directly and instead makes use of a human behavioral
coding step to study discrete actions [20]. This allows the psychologist to study the link
between the occurrence of a behavior (eg. laughter) and another variable of interest (eg.
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the enjoyment of an interaction). In contrast, the social signal processing practitioner will
often be concerned with modeling both variables directly from recordings of social signals
like video, audio, or wearable signals. Psychological research may be used to inspire and
determine their research questions, or to interpret their findings.

The social signal processing field is often understood to have its own goal: aiding human
experience through technology by endowing machines with social intelligence [21]. This
is most evident in the synthesis task, which has as its end goal the development of artificial
agents capable of imitating human behavior [22]. Research concerned with modeling
and analysis is also commonly motivated by the ultimate desire to equip technological
applications with the ability to understand human social signals, and act upon them
[23, 24]. Technological applications may include therapy and care support [25, 26], social
recommender / support systems [27], or artificial agents with a variety of goals [28–34]. In
other words, social signal processing has the goal of studying technological interventions.

In line with the two interpretations above, here we use the term social signal processing
to refer to the modeling, analysis, and synthesis of social signals, regardless of discipline.
Challenges towards these goals are shared by multiple disciplines, and ultimately research
questions, not discipline boundaries, should drive the methods used in any one study.
Given this landscape, contributions to social signal processing can be roughly classified
into two camps:

Methodological contributions , where we seek to improve the methods used in the
study of social signals. This includes but is not limited to: data collection methods,
annotation methods, machine learning methods, and statistical analysis methods.

Social signal facts , where we discover scientific facts related to social signals, possibly
linking them to other variables. Research questions in this camp can often be
considered to belong to other disciplines such as behavioral psychology, due to its
object of study: human thought and behavior.

Although not a rule, it could be said that the field of social signal processing is the one
primarily concerned with methodological contributions. Social signal facts, meanwhile,
are pursued both by computer scientists and practitioners of other disciplines, but social
signal processing is the field best positioned to make use of machine learning for the task.

1.2 Social signals as predictors of social experience
variables

While social signals can be studied in isolation, they are most often studied in relation to
another variable. Demographic variables like personality [35–37], age [38], gender [38],
relationship status [39] or culture [40–42] may come to mind. In particular, a significant
part of social signal processing literature has focused on the link between social signals
and social experience variables.

1.2.1 Social experience variables
We use the term social experience variable loosely to refer to the internal states of the
individual related to their assessment of a social situation. Intuitively, assessing social
experience refers to answering questions such as:
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• is the subject having a good time?

• does the subject like who s/he is talking to?

• are the subjects attracted to each other?

Such target variables align with social signal processing’s vision of aiding humans in
interaction, since the goal of technological interventions may be framed as the optimization
of one of these variables.

Being internal states, social experience variables are not directly observable by the
researcher. Therefore, in practice, social experience is always studied indirectly, through:

Self-reports Subjects provide reports of their experience after an event, usually by filling
in a questionnaire. Despite coming directly from the subject, self-reports cannot be
considered objective. Appraisal theory establishes that the meaning of an event for
an individual is not constant in time [43], as re-appraisals occur when an event is
recalled. The act of providing a report itself constitutes the triggering of an appraisal
process. In other words, social experience is not a constant to be extracted from the
individual, but a changing variable that cannot be measured without side effects.
While these nuances are important to understand, self-reports are widely used in
practice to quantify social experience, as they are the most straightforward way to
obtain experience information directly from subjects. However, self-reporting is
generally limited to summary evaluations of a conversation or interaction (ie. low
temporal resolution) for practical reasons.

Third-party annotations Here the target variable is assessed by an observer, who, di-
rectly or indirectly answers a question such as: does the subject appear to be having a
good time?. This is the prevalent approach taken by the affective computing com-
munity [44], concerned with the modeling, analysis, and synthesis of emotional
expressions. While the correspondence between what is displayed in the body (ie.
affective expressions) and internal states has been a heated topic of debate, it is clear
that third-party annotations are far from direct measurements of internal states. In
addition to the possible dissociation between expression and thought, the measu-
red variable is affected by the perceiver’s biases and their context. Furthermore,
annotations are done on recordings, adding a layer between behavior and observer.
Rather than directly assessing internal states (ie. thoughts or feelings), third-party
annotations are useful for endowing machines with the ability to assess expressions
and behaviors as humans do. Third-party annotations have the advantage (over
self-reporting) that they can be obtained from media at any moment, and at higher
temporal resolutions.

Despite these nuances, we will use the term social experience variables to refer to both of
the above. Social experience variables of interest in social signal processing have included
enjoyment [45, 46], engagement [24, 37, 47–50], involvement [51–54], attraction [55–57]
or affective dimensions [44].
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1.2.2 Levels of analysis
An important dimension, helpful to situate work in social signal processing is that of level
of analysis, used here to refer loosely to the level of abstraction of the variables considered.
At the lowest level, we have raw data like video, audio, or wearable accelerometer readings.
At a higher level there are social experience variables like enjoyment or engagement. At an
intermediate level, we might have social actions, which can be annotated or automatically
detected from raw data, and used to infer social experience variables. In practice, we are
often interested in establishing relationships across these levels: can we detect laughter from
raw data? can laughter occurrences be used to assess enjoyment in an interaction. Skipping
levels is also possible: can we detect enjoyment directly from raw data, without first detecting
actions?

Figure 1.1 is a diagram of these levels. In practice, most social signal modeling and
analysis tends to be bottom-up, by training a model to infer actions or social experience from
raw data and/or derived signals. Some synthesis work can be understood to be top-down,
where the goal is to generate low-level social signals with certain characteristics. There
are no hard rules, however, and contributions within a single level are also possible.

Figure 1.1 highlights the two main approaches to predicting social experience. In the
first, we model the relationship between raw / derived (low-level) signals and experience
variables directly [44, 49, 55, 56, 58]. Input signals are usually raw sensor readings (video,
audio, accelerometer), or the output of detectors (eg. poses, facial keypoints) or feature
extractors. Psychological research provided a reason to believe that it is possible to learn
about social experience from raw social signal readings. This is not only because they hold
information about social actions like laughter. Inter-personal phenomena like mimicry
(the tendency to copy behavior from the interaction partner), have been linked to more
favorable evaluations from an interaction partner [59], attraction [60, 61], higher ratings
of smoothness of the interaction [62] and an increased desire to be liked by an interaction
partner [59, 63]. Different communities have addressed the challenge of designing features
and models capable of capturing these phenomena [64–74].

A second approach, more in line with research in behavioral psychology, is to start
by modeling or acquiring annotations of discrete actions that humans perform in an
interaction, to model experience variables as a function of those actions [75]. In addition to
potentially better performance, using actions as an intermediate step may provide insights
about the physical manifestations of social experience that are not straightforward to reach
with models operating directly on raw data. The use of actions as an intermediate step
requires assumptions about what kinds of actions are relevant for modeling a particular
variable (eg. is yawning relevant to predicting if somebody is enjoying a conversation?).
Although it cannot be assumed that actions are useful in general, certain common social
actions like speaking, patterns in speaking activity (turn-taking), and laughter have been
found to be linked to a wide range of variables, including enjoyment, engagement, and
attraction [45, 75–78].

Within the social signal processing field, the direct modeling of a target variable is a
popular approach. Event-based models that incorporate actions, though far less popular,
have received some attention [45, 79]. In particular, models have been developed to address
speaking status detection [80, 81], laughter [82–84], back-channeling, and other social
actions [85] from multiple modalities. Although they are currently seldom used as part
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Figure 1.1: Levels of analysis in the study of social experience from social signals. Most work in social signal
processing will seek to establish relationships within or between these levels.
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of a larger system, the development of action detectors holds the promise of potentially
replacing manual behavioral coding/annotation in future research on social actions.

1.3 The in-the-wild mingling setting
In section 1.1.1 we talked about social signal processing contributions as being either
related to the study of social phenomena (social signal facts) or methodological. In Section
1.2 we narrowed the scope to the problem of assessing social experience variables from
social signals. A third distinction of importance in social signal processing work is the
setting where social signals are collected. In this section, we introduce the importance of
social interaction setting and further narrow the scope to the main setting of interest in
this work: the in-the-wild mingling setting.

1.3.1 Interaction settings and ecological validity
We use the term setting loosely to describe more than just the location or kind of event
where the data was collected. The setting includes other information of relevance when
analyzing social signals such as: a) was the interaction in dyads, fixed-size groups, or larger
groups? b) did groups interact separately or all in the same space? c) were participants
able to freely switch groups? d) were subjects sitting standing or otherwise? e) were
interactions scripted or naturally occurring? f) did subjects know each other beforehand?

Answers to these questions may involve a significant amount of nuance for any parti-
cular dataset, but they are relevant because they determine the conclusions that can be
drawn from an analysis. Social signal processing work can be found on a variety of settings:
from dyads interacting in a lab, surrounded by instruments, and following a script; to
freely-interacting crowds in a real event, only recorded by overhead cameras. These two
examples highlight an important dimension of social interaction setting: their ecological
validity [86]. This term has been used in psychology to refer to the expectation that “fin-
dings in the laboratory will be able to generalize to the real world outside the laboratory”
[87, p. 466]. What makes an experiment ecologically valid is therefore a function of its
research questions. In in-the-wild settings, where data is not collected in a laboratory, the
term refers to the degree to which the conditions in which the data is collected resemble
conditions occurring in real-life interaction.

The use of a script, constraints on group sizes, and instrumentation are all factors
that may affect the ecological validity of a study. Studies are said to have high ecological
validity when these factors are minimized (conditions are kept as naturalistic as possible).
Some research questions, however, require the use of less ecologically valid settings if,
for example, the interaction must be steered towards a particular goal, or the raw data
of interest requires invasive instrumentation. Because most real-life interactions are not
recorded for research purposes, the fact that subjects know being recorded alone may
affect the ecological validity of a study. This is, however, a necessary evil, as law and ethics
establish that data subjects should be aware when their personal data are recorded.

1.3.2 Study of in-the-wild mingling
A line of work in the social signal processing community (including most of the work in this
thesis) has focused on the in-the-wild mingling setting, also sometimes referred to as cocktail
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(a) SALSA dataset [88] (b) MatchNMingle dataset [89]

(c) REWIND dataset. (d) Conflab dataset.

Figure 1.2: Examples of in-the-wild mingling datasets, where a small crowd interacts freely.

party setting [88, 89]. In this setting, subjects are usually standing and are free to mingle,
that is, to form and switch conversation groups as they desire (Figure 1.2). Since subjects
are given no objective, they are free to follow their own goals and desires when choosing
conversation partners. The formation and evolution of F-formations, spatial arrangements
roughly (but not strictly) corresponding to conversation groups, is characteristic of this
type of setting, and has been one of the main subjects of study in this setting [90–94].

The social signal processing community has further prioritized the ecological validity
in research of mingling settings by collecting datasets in real-life events (not planned
only for data collection) [88–90]. Non-invasive instrumentation has been used; generally
video and optionally wearable devices for recording of body acceleration and proximity
information. Individual audio is most commonly not recorded, due to the technical and
privacy challenges of recording audio for a small crowd [95].

1.4 Limitations and challenges in the automatic
assessment of social experience in the wild

In the previous sections, we narrowed the scope to a particular task (prediction of social
experience variables from social signals) and setting (in-the-wild mingling scenarios).
Now, we focus on the challenges towards assessing social experience variables in mingling
settings. Some challenges are general to the assessment of social experience (across settings),
others are general to the analysis of mingling settings (across tasks), and others are specific
to the assessment of social experience in mingling settings.
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1.4.1 Steps of social signal processing research
Researching how machines answer questions about social experience involves solving
multiple challenges in addition to the modeling; starting with the technical, logistic, and
privacy challenges of acquiring the necessary data. Regarding its process, most work
within social signal processing follows the following steps:

1. Data collection Recording a social scene and (optionally) obtaining self-reports.

2. Annotation This may be a combination of manual and automatic processes. Normally
it involves detecting people in the scene. Often it also includes annotating their
actions, affective displays, or perceived social experience, depending on the goals of
the study. Self-reports obtained in (1) may act as a substitute for annotations but are
generally of much lower time resolution.

3. Modeling Normally, we model a target signal or experience variable as a function
of multiple input signals, usually lower-level social signals (eg. pose information,
speech prosody). Target signals may range from individual, concrete actions like
laughter, to more abstract group constructs like group enjoyment. However, the target
may also be directly recorded by a sensor (eg. body pose, speech intensity). There
need not be distinct targets and inputs, however, since we might be interested in
unsupervised problems.

4. Analysis We perform an analysis using our model. This might range from performance
comparisons to validate model improvements (methodological contributions), to
analyses seeking an understanding of the underlying phenomena (social signal facts)
or the way they are captured in a model.

In the following sections, we address some important limitations and challenges in the
current practice of social signal processing, for each step of this process.

1.4.2 Data collection: limitations and challenges
Collecting data on human behavior is a major undertaking, especially when the goal is
to collect enough data and of sufficient quality, to answer novel research questions in an
ecologically valid setting. Improving along these two dimensions: the quality and quantity,
or scale of the data are the two major challenges faced by data collection practices.

Data fidelity limitations and challenges
The use of non-invasive sensing modalities involves a trade-off, in the form of less direct
access to social signals. In-lab data collection with a few subjects at a time can often use
high-fidelity setups, with high-quality audio, cameras aimed at each subject, and multiple
wearable sensors. In ecologically-valid mingling settings, several simplifications have
become standard practice. Instead of having a camera focused on each subject’s face, ming-
ling settings are recorded via cameras focusing on large parts of the scene. Furthermore,
individual audio is often not recorded, due to the privacy and logistic challenges involved
in recording audio for a small crowd. Lack of access to audio largely excludes the category
of verbal behavior from being annotated and studied in mingling settings. Opportunities
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for the study of verbal behavior and the relationship between verbal and non-verbal beha-
vior are lost. Recently, chest-worn wearable sensors have been used to record individual
acceleration and proximity information. Acceleration signals are useful for the detection
of speaking, with performance superior to that of video. However, proximity information
has not been fully leveraged for the detection of social groups.

This creates challenges in at least three directions:

Person detection and tracking in videos Overhead and side-elevated views have been
used in existing mingling datasets [88, 89, 95]. This has created the challenge of
detecting and tracking people in the scene [96]. Person detection and pose estimation
from frontal views have enjoyed significant success thanks to deep learning models
trained on large image datasets [97–99]. Frontal view pose detectors have been used
to obtain poses used as inputs for modeling and analysis [100]. However, models
trained on frontal viewpoints do not transfer well to overhead views [95]. The smaller
size of mingling datasets makes retraining infeasible. Solving this problem will likely
require a combination of technical solutions (eg. transfer learning to take advantage
of frontal view data) and the annotation of more data of overhead views.

Audio sensing for mingling settings . Wireless microphones, though high-quality, are
hard to scale past a few dozen due to bandwidth constraints. Furthermore, introdu-
cing individual microphones adds an invasive sensor that has to be worn by each
participant in the interaction. Wearable devices are a promising development in
this area. Through custom designs using internal memory and low-power micro-
controllers, these devices can store audio for hours of interaction. To offset privacy
concerns, decimated audio, still useful for the detection of speaking activity, can
be stored instead [101, 102]. Dealing with the significant amount of background
(cocktail party) noise in mingling settings is still an open challenge.

Annotation of social actions from body movement Although the unavailability of
audio excludes the direct annotation of verbal behavior, not all is lost when it comes
to verbal behavior since actions such as speech or laughter have manifestations in
non-verbal behavior that have been annotated from body movement as captured in
video [89, 95, 103]. Although body-movement-based annotations are not a substitute
for audio-based ones in terms of their scope, the possibility of annotating (and
automatically detecting) certain behaviors like speaking or laughter from body
movements alone opens the door for a range of research questions. Both speaking
status and laughter, for example, have been linked to the social experience variables
enjoyment and engagement [45, 75, 76]. It is unclear, however, whether the process
of annotating verbal behavior from non-verbal information is accurate enough to
justify its use.

Wearable sensing and wearable data processing There are a variety of challenges to
address regarding wearable sensing, such as: finding ways to leverage proximity
information for detection of groups. Improving the time and measurement resolution
of wearable sensors is also likely to improve the detection of subtle behaviors. The
ergonomics and battery life of wearable sensors have also been identified as a point
of improvement [104].



1.4 Limitations and challenges in the automatic assessment of social experience

1

11

Privacy, and the challenge of scale
Most currently available mingling datasets correspond to the recording of a single event,
with specific settings and demographics of data subjects. Furthermore, datasets in social
signal processing are multi-purpose, meaning that the same dataset is used to answer
various research questions, usually involving training models for multiple tasks. The study
of social signals in mingling events is therefore limited to a handful of mingling events,
with a few dozen participants each [95]. This makes it impossible to test findings in a wide
variety of mingling contexts. Furthermore, the sub-field is currently not in a position to
generalize its findings to human (sub-)populations due to a combination of large standard
errors and the fact that current datasets are not designed to capture an unbiased sample of a
population. This affects its ability to contribute to the development of psychological theory
(or that of other fields). For the same reasons, the difficulty in collecting new datasets is a
limitation to the study of technological interventions, which would normally require the
study of multiple population samples (under different conditions); large enough to reach
statistical significance on a potential effect of interest.

The terms scale or size of a dataset can be interpreted in multiple ways. We can refer to
the number of events recorded, the duration of the events, or the number of subjects in an
event, among others. The answer to precisely what scale is needed in a dataset is research-
question-specific. However, given the multi-purpose quality of social signal processing
datasets, data collection would benefit from improvements along all mentioned dimensions
of scale. The issue of scale is not unique to mingling settings but can be extended to most
settings studied in the social signal processing community. However, the mingling setting
faces some unique challenges when it comes to scaling the size of its datasets. Privacy
laws, like the well-known General Data Protection Regulation (GDPR) of the European
Union, play a central role in shaping these challenges and the resulting opportunities, and
we address them next.

GDPR defines personal data as “any information relating to an identified or identifiable
natural person” [105]. The use of the term identifiable means that the data does not need
to explicitly contain the name or details of the data subject to be considered personal. Face
shots, videos, and audio recordings, which can be used to identify individuals also fall under
the definition of personal data. Only personal data that “has been rendered anonymous in
such a manner that the individual is no longer identifiable” is no longer considered personal
[105]. Crucially, most collection of personal data for research purposes requires informed
consent by the individual. Meanwhile, non-personal data is not protected by GDPR and
can, in principle be freely recorded and shared (unless in conflict with other laws).

The landscape created by GDPR has created challenges for the scaling of the data
collection process along at least two axes:
Challenges to use of video and audio The GDPR definitions presented above imply

that, in mingling events where the interaction scene is recorded by cameras, all of
the subjects within the recorded area must provide their informed consent. When
recording a real-life event, the opposition of a single participant to be recorded may
pose a challenge, as event organizers may be unwilling to put even one of their
participants in a difficult position.
The recording of audio is similarly nuanced. While personal microphones would
ideally record only the wearer, in practice, in a mingling setting they capture the
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voices (and information relayed through the wearer) from surrounding speakers.
Opportunities exist to reduce cross-contamination from speakers other than the
wearer. This challenge must be addressed through hardware, at the recording stage,
since post-hoc source separation still constitutes the processing of personal data from
all subjects recorded. However, the leakage of personal information from subjects
not part of the study through the words of the wearer is a real possibility.

Challenges with alternative modalities Not all modalities are created equal when it
comes to privacy. While the use of cameras requires consent from all participants
in the frame of the cameras, some wearable signals like acceleration record only
the wearer, and may be used only by some of the participants in the scene. Such
modalities are more suitable for scaling up the number of participants and widening
the range and number of events in which data is collected. This offers enormous
flexibility by avoiding the need for unanimous consent by data subjects. This comes
at a cost, as certain types of analysis (eg. group-level analysis) are impaired by partial
data. Furthermore, excluding video and audio modalities from data collection runs
into the issue of how to annotate behavior. Current video-centric annotation metho-
dologies do not have an effective answer to this question, making video recordings
essential in mingling data collection. The challenge of video-less annotation may
potentially be addressed through a combination of audio and limited pose informa-
tion captured by wearable sensors. Perception and annotation of social behavior
from pose information has already received some attention within the community,
although not motivated from this angle [106–108].

1.4.3 Limitations in annotation of human behavior
Of the steps involved in social signal processing research (Section 1.4.1), the annotation of
human behavior datasets is one of the most demanding of the researcher’s time. Even when
annotations are not performed directly by the researcher, the hurdles involved in finding
and deploying the right annotation tools, finding and organizing suitable annotators, and
conducting and verifying the annotation process make annotation a big undertaking. In the
previous section, we addressed challenges faced at the data collection stage. In this section,
we address the challenges faced during annotation, which currently usually revolves around
the video modality.

The challenge of scale
Annotation of human behavior faces the same challenge as data collection: how to support
the creation of datasets at a larger scale, to cover a larger diversity of subjects, demographics,
and data collection settings. This is equivalent to the challenge of making data annotation
more time-efficient without negatively affecting annotation quality. Some of the concrete
challenges faced are the following:

Subject localization fidelity and time-efficiency Limitations in annotation of ming-
ling datasets start with the issue of (spatially and temporally) localizing subjects in
videos. As mentioned in Section 1.4.2, the ideal is to perform this automatically via
person detectors and pose estimators. Due to the under-performance of overhead-
view detectors and estimators compared to frontal view ones studies currently deal
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with the issue in other ways. Manual pose annotation had, until recently, not been
attempted in mingling datasets [95], due to the amount of labor required using
existing techniques. Instead, researchers have resorted to bounding boxes as the
standard way to localize subjects in mingling datasets. It is clear, however, that
bounding boxes are not as information-rich as pose detections, which can be used as
model inputs in isolation, to develop joint pose-video action detectors, or to obtain
bounding boxes.

Time-efficiency of action annotation The challenges continue when annotating acti-
ons or social experience variables. Here, the annotation process might take a different
form depending on the type of the target variable. Actions are generally represented
as binary time series; either occurring or not at any point in time. Current annotation
techniques consist of the user drawing an interval on top of a timeline, or setting a
binary flag on and off to indicate the time interval of the action. Such approaches to
annotation, however, are most appropriate for the annotation of sparsely occurring
actions in comparatively short videos (common in computer vision, where they ori-
ginated). The process becomes slow and tedious when annotating common actions
such as speaking or gesturing behavior for hour-long interactions, common in social
signal processing datasets [88, 109, 110]. Furthermore, it is hard to estimate the time
necessary for annotation, since the input time may vary widely per annotator.
In contrast to actions, variables like enjoyment, engagement, or affective dimensions
are normally modeled as continuous variables. The issue of their annotation has been
primarily addressed by the affective computing community [111–113]. Dimensions
of affect are commonly annotated via continuous-time annotation, a process where
the media is annotated while being watched by the annotator, usually without pauses.
To this end, the annotator controls a level indicator (with their keyboard, mouse,
touchscreen or even gamepad) to, for example, rate the level of arousal of a target
subject [114–116]. This means that annotations are usually done in real-time, giving
continuous annotation the advantage of being predictable in terms of human labor
time. Continuous annotation does have the notable drawback of being affected
by annotator reaction delay, a topic which has received attention in the affective
computing community [117–119].
Addressing the limitations of current techniques requires research of the annotation
processes themselves. Adapting continuous-time annotation techniques to actions is
particularly promising since it addresses both limitations mentioned. However, the
suitability of these techniques is unverified and the issue of annotator delay must be
addressed for discrete actions.

Lack of modern, web-based annotation platforms Finally, annotation of social inter-
action datasets requires software. Given the relatively niche quality of social in-
teraction datasets in comparison to datasets used in larger fields such as computer
vision, software addressing this issue has experienced a significantly lower degree of
development. This includes software designed for the annotation of long-duration,
non-sparse actions (as explained above), and software for the continuous annotation
of social experience variables. Although software exists that is geared towards the
annotation of human behavior [120, 121], there are two important limitations to
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existing software. The first regards the lack of web and crowd-sourcing support.
This affects the ability to scale annotation processes through access to a large worker
pool. For example, the first continuous annotation tool with web (browser) support
became available only recently [116]. A second limitation regards the flexibility
of current software, which implements specific annotation interfaces but does not
provide a framework for efficient implementation of new techniques or interfaces.
Therefore, experimenting with new annotation tasks and techniques requires the
researcher to start from scratch, and solve many engineering challenges in the pro-
cess [110]. Development of such flexible platforms, however, requires an even larger
initial engineering effort. Design considerations are vast, as both the researcher and
annotator are users of the software and should be satisfied.

The issue of validity
A second latent challenge in the current study of social experience in interaction is the
validation and understanding of current annotation practices. The study of video-based
annotation has already been mentioned in Section 1.4.2. Although video-based annotation
techniques have been used to annotate mingling datasets [89], the process itself has never
been validated or studied. In general, the question of how modality and data recording
quality (which affect access to behavior) affect annotation in terms of validity, inter-
annotator agreement, and model performance is an open one.

A second issue regarding validity concerns third-party annotation (Section 1.2.1). Most
social experience annotations make use of third-party, or observer ratings. However,
the fact that the latent goal of social signal processing is to ultimately improve human
experience raises the question of how much observer ratings can approximate self-ratings.
Despite the widespread use of observer ratings, this question remains largely unexplored.
This problem is ripe with nuance, as appraisal theory would predict that the meaning of
an event for an individual should not be expected to be constant in time. The study of
memory and appraisal of social events is therefore likely to play a key role in providing an
answer to this question.

1.4.4 Modelling and analysis challenges
As explained in Section 1.2, approaches towards assessing human experience in interaction
can be classified into two camps: the direct assessment from raw data, and assessment
through the intermediate step of detecting social actions (eg. laughter). Each of these
approaches faces its own set of challenges. Here, we elaborate on some of these challenges
and the opportunities they represent.

Subtlety, occlusion, and cross-contamination
As with annotation (Section 1.4.3), the detection of social actions involves challenges that
are specific to human behavior data. Following, we elaborate on three of these challenges:

The subtlety of social actions One challenge in action recognition of social actions
regards the subtle nature of most social actions. While datasets for action recognition
in computer vision traditionally contain clear and distinct actions such as sports
activities, social signal processing is interested in detecting subtle social cues. Actions
as subtle as eyebrow frowns convey social information in interaction [122, 123].
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Even laughter, misunderstood popularly to be always loud and clear, occurs most
commonly with low intensity in conversations [22]. This means that methods that
work well for generic action recognition tasks do not necessarily work well for
detecting social actions, and are rarely tested on social action recognition tasks. At
the same time, methods designed specifically for the detection of social actions are
generally evaluated on fewer datasets and actions, often a single one.

Occlusion and cross-contamination in videos In-the-wild mingling datasets, where
videos are often recorded via overhead or side-elevated views, additionally present
the challenge of significant occlusion of the target subjects. Occlusion may take
different forms. Subjects’ faces, often informative of social actions, may be occluded
by their own body (self-occlusion) when the subjects face away from the camera.
Occlusion by other subjects is also possible. This second type of occlusion can also be
understood as cross-contamination: the contamination of one subject’s signals with
another subject’s signals. This can hurt action detectors, especially when detecting
social actions that can be expected to be inversely correlated, such as speaking status
(where most often one subject speaks while the other(s) listen).
Wearable modalities that record only (or mainly) the wearer such as acceleration, in
addition to their privacy-related advantages (Section 1.4.2) also have the advantage
of not being affected by occlusion and cross-contamination. Using these modalities
in isolation or together with video is an opportunity for creating models robust to
these factors.
The problem can also be addressed by enhancing the robustness of video methods to
cross-contamination and occlusion. Although bounding boxes are the traditional
way to localize subjects in videos, poses provide a richer description of the subject’s
bodies which can be used towards this goal (Section 1.4.3). Pose information has been
used in conjunction with video to filter the information input to action detectors
[124–126]. However, this has been done in other settings, and research is needed to
understand the possible benefits of these methods in the mingling setting.

The multi-modality challenge
The multi-modality of most mingling datasets creates the challenge of leveraging those
modalities for better prediction performance. Here we highlight two important challenges
in the design of multimodal systems:

The fusion challenge While videos are high-dimensional, the dimensionality of mo-
dalities such as acceleration is generally orders of magnitude lower, for the same
temporal window size. This poses a challenge for early fusion approaches, for these
two modalities. Perhaps for this reason, feature-level and late fusion are much more
common in current literature [83, 89]. In general, late and feature-level fusion appro-
aches have been enough to observe improvements frommulti-modality [80, 127, 128],
but taking full advantage of certain modalities like acceleration could require smarter,
possibly earlier fusion approaches.

Leveraging pre-training A lot has been attempted in machine learning literature regar-
ding multi-modal fusion, both in deep learning architectures [129] and traditional
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classifiers [130]. In deep learning applied to social signal processing in particular, it
is often necessary to use pre-trained weights to achieve competitive performances,
due to the relatively small size of the training datasets. This imposes an additional
constraint on a multimodal architecture. Opportunities exist to research multimo-
dal architectures that take advantage of pre-trained weights from single-modality
models.

Modelling group information
Mingling settings contain multiple simultaneous, and dynamically changing conversation
groups. The social signals and experience of subjects interacting within the same group
have a high degree of inter-dependence [131]. The dynamics of turn-taking in groups are
highly rule-bound, with most of the time one person speaking while the interlocutors
listen. This inter-dependence between social signals has been studied for many years. The
phenomenon of interpersonal synchrony, used to refer to individuals’ temporal coordination
during social interaction has received considerable attention in social signal processing,
with efforts to define it [132], measure it [25, 133], and relate it to higher level variables
like success in cooperation [134, 135], cohesion [136], affect [66, 137], attraction [56] or
relationship quality [138]. The related phenomenon of mimicry, the tendency to copy the
actions of the interaction partner, has received more attention in psychological research
[139], where it has been linked to similar outcomes [59, 140–142]. Most work modeling
these phenomena has made use of manually engineered features designed to capture aspects
of the phenomena (eg. time-lagged correlations may be used to capture mimicry).

Modeling synchrony or mimicry is only one way to utilize group information. Social
signals frommultiple individuals can be aggregated inmanyways depending on themodel’s
objective. Information from interlocutors, for example, can be leveraged to improve the
prediction of individual behavior. Groups themselves can also be modeled and analyzed.
Here, we elaborate on some of the challenges related to the use of group information in
the modeling of social experience variables:

Leveraging group information Most modalities used to record social signals in ming-
ling settings are noisy and unreliable. Video is affected by occlusion and cross-
contamination. Audio is affected by background and cocktail party noise. Accele-
ration sensors are usually noisy. Redundancy and robustness against these factors
could potentially be achieved via the use of social signals from all individuals in a
conversation to predict one individual’s actions or social experience, thanks to the
significant degree of interdependence between interlocutors’ signals and behaviors.
Actions that follow rule-bound dynamics, such as speaking, or which are frequently
mimicked, such as laughter, are the most likely to benefit from the use of group
information. It is unclear, however, how information from multiple subjects should
be modeled in a way that accounts for the underlying dynamics of group behavior.
This is further complicated by the differing group sizes in a mingling setting. This
has been addressed by the training of group-size-specific models. An open chal-
lenge exists in understanding whether models that learn across group sizes could be
preferable.

Modelling synchrony It is hard to argue for the explicit modeling of synchrony as an
intermediate step in systems whose only goal is the assessment of social experience.
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In contrast to actions, synchrony is hard to interpret, hard to define precisely, and is
usually considered high dimensional [132]. The study of synchrony, however, can
be considered the study of social signals themselves; specifically, of the temporal
inter-relatedness between signals originating from different subjects in conversation.
There is, therefore, hardly a subject more central to the social signal processing field.
Despite this, little is known about the most suitable way to model synchrony. This has
resulted in studies making use of a variety of techniques to capture synchrony, and
little effort to validate or compare existing methods [132]. This is not straightforward,
as synchrony cannot be annotated and is instead assessed indirectly through outcome
variables such as affect [66, 137] or attraction [56]. Furthermore, the relationship
between synchrony and such outcome variables is not always clearly established. In
the case of attraction, previous work shows conflicting evidence of a relationship
between different types of synchrony and attraction [56]. Finally, the possible
application of deep learning methods to the modeling of synchrony has received
remarkably little attention [143].

Modelling group-level constructs Until now, we have talked of social experience as
being inherently individual. Research, however, has also paid some attention to
the modeling of group constructs, understood to belong to the group rather than
the individual [144]. Group involvement [53] and cohesion [74] are examples. The
modeling of such constructs involves bringing together information from individual
subjects in a way that aligns with a definition for the construct, usually based on
psychological theory.

1.5 Thesis contributions
The goal of this thesis is to contribute towards the improvement of machine assessment of
social experience in interactions (Section 1.2), with an emphasis on the in-the-wild mingling
sitting (Section 1.3). This involves addressing many of the limitations and challenges
elaborated in Section 1.4. In the following chapters, we present the following contributions:

Exploration of the link between body acceleration and attraction (Chapter 2) . We
present a study of attraction in the dyadic speed date setting. The study used accelero-
meter information (from chest-worn accelerometers) from 398 dyadic speed dates to
analyze the relationship between body movement and self-reported affiliative goals
related to attraction. The ratings, collected after a 3-minute interaction, indicated
the degree to which subjects wanted to see their partner again, wanted to become
friends, were romantically attracted, or were sexually attracted. We hypothesized
and tested whether the mean intensity and mean changes in the intensity of a per-
son’s body movement (increase or decrease throughout the interaction) correlate to
these attraction ratings. Through machine learning experiments designed to capture
individual and pairwise body movement information, we investigated the predictive
power of body movement information toward attraction estimation. In particular,
the pairwise features used in our study were designed to capture synchrony, mimicry,
and convergence information. Our work is therefore also a contribution towards
understanding the predictive power of the synchrony between social signals.
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Speaking status detection through feature filtering (Chapter 3) presents a contri-
bution towards detecting individual speaking status in crowded scenes. Based
on the observation that video shots of mingling settings contain significant cross-
contamination from subjects other than the target, we present and study a model
aimed at increased robustness against cross-contamination. We did this in two ways:
the use of accelerometers as an alternative modality and a filtering method using
body poses to exclude contaminated regions. These were incorporated into a multi-
modal model via late fusion. We test the performance of uni-modal models. Through
a new measure of cross-contamination obtained directly from pose information, we
analyzed the model’s performance at different levels of cross-contamination.

Chapters 2 and 3 were possible thanks to the considerable effort spent by researchers in
collecting and annotating the datasets used for modeling and analysis. The considerations
and trade-offs involved in collecting such datasets should not be underestimated (Section
1.4.2). The following two chapters of this thesis present two mingling datasets addressing
challenges in the data collection stage.

ConfLab: data collection for analysis of mingling settings in the wild (Chapter 4)
. presents a new data collection concept, dataset, and benchmark for machine analysis
of free-standing social interactions. The dataset is unique among mingling datasets
for being collected at a conference and for having been annotated for body joints.
In this chapter, we introduce the design decisions and considerations around the
dataset’s creation, which include balancing privacy and sensor fidelity. We introduce
three baseline tasks addressing key challenges in the analysis of mingling settings:
body joint detection from overhead camera views, pose-based no-audio speaker
detection, and F-formation detection from orientation information.

REWIND dataset: a mingling dataset with high-quality individual audio (Chapter 5)
presents a mingling dataset collected during a business networking event. The parti-
cularity of this dataset with respect to previous work is that it contains high-quality
individual audio recordings for 32 subjects in addition to video, pose, and acceleration
data. This opens the door to the annotation of verbal behavior and the study of
relationships between verbal and non-verbal behavior. (Section 1.4.2). In this chapter
we present the dataset and benchmark tasks of speaking status detection from body
movement (as captured by video, poses and acceleration data). We also discuss in
more detail the opportunities brought about by the availability of audio.

While ConfLab is relevant for the research possibilities created by the data itself, a good
part of the relevance of this project came from the methodological contributions to the data
collection and annotation processes that made ConfLab possible and addressed some of the
limitations in current practices (Section 1.4.2, 1.4.3). Pose annotations in a dataset the size of
ConfLab were made possible by developing new, time-efficient video annotation techniques
and an annotation framework for continuous annotation, the process of annotating data
while it’s being watched.

Covfee: a web software framework for continuous annotation (Chapter 6) Herewe
present a software framework that both a) implements novel continuous annota-
tion techniques for keypoints and actions, used in the crowd-sourced annotation of



1.5 Thesis contributions

1

19

ConfLab, and b) lowers the bar for experimentation with new kinds of annotation
techniques and interfaces. In addition to the framework, we present the two specific
techniques used for continuous annotation of keypoints and actions in ConfLab. We
present results and analysis of two case studies evaluating these techniques. In the
case of continuous keypoint annotation, we ask questions about its efficacy in terms
of inter-rater agreement and annotation time. The Covfee framework addresses
some of the key challenges faced when annotating a human behavior dataset, and
when studying annotation processes. (Section 1.4.3).

Exploration of differences in the annotation of laughter across modalities (Chapter 7)
focuses on an often-overlooked problem: the effect of the availability of different mo-
dalities during annotation. We focus on the video-only condition, due to its relevance
in the annotation of in-the-wild mingling datasets. We ask whether annotations
of laughter are congruent across modalities, and compare the effect that labeling
modality has on machine learning model performance. We do this for models for
laughter detection, intensity estimation, and segmentation, three tasks common
in previous studies of laughter. Our goal is to inform the future study of laughter,
through an improved understanding of the consequences of annotating laughter
from a particular modality.

Figure 1.3 situates the contributions of this thesis in terms of levels of analysis of
social interaction. The box indicates where the primary dependent or predicted variable
of interest resides in this hierarchy. Incoming arrows indicate the source of the input or
independent variables. For chapters presenting datasets (yellow) the location of the box
reflect the type of data in the dataset (raw signals and annotations) and the arrow the
benchmark task in the dataset paper. For Chapter 6 (Covfee annotation framework) the
box reflects the levels that can be studied using the framework.

Figure 1.3: Contributions in this thesis situated with respect to the levels of analysis discussed in this chapter.
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2
Individual and joint body

movement assessed by
wearable sensing as a

predictor of attraction in
speed dates

Interpersonal attraction is known to motivate behavioral responses in the person experiencing
this subjective phenomenon. Such responses may involve the imitation of behavior, as in
mirroring or mimicry of postures or gestures, which are associated with the desire to be liked
by an interlocutor. Speed dating provides a unique opportunity for the study of such behavioral
manifestations of interpersonal attraction through the elimination of barriers to initiating
communication while maintaining significant ecological validity. In this paper, we investigate
the relationship between body movement, measured via accelerometer sensors, and self-reports
or ratings of attraction and affiliation in a dataset of 399 speed dates between 72 subjects.
Through machine learning experiments, we found that both features derived from a single
individual’s body movement and features designed to measure aspects of synchrony and
convergence of the couple’s body movement signals were predictive of different attraction
ratings. Our statistical analysis revealed that the overall increase or decrease in an individual’s
body movement throughout an interaction is a potential indicator of friendly intentions,
possibly related to the desire to affiliate.
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2.1 Introduction
Increased eye contact, smiling, laughter. It’s not hard to find these behaviors portrayed as
manifestations of attraction in popular culture. Research has shown that it is with good
reason, as many of these behaviors, associated also with communicating trust, have been
related by meta-analyses to self-reported attraction [60]. Less prevalent in popular culture
but similarly researched throughout decades in social psychology are the phenomena of
synchrony and mimicry as manifestations of attraction. Recently, computational social
science has contributed its share of research in these areas [132].

A complete computational study of the manifestations of attraction in human behavior
must necessarily encompass multiple layers, starting with the definition of the phenome-
non, including the collection or procurement of suitable measurements, and the selection
and interpretation of a computational model. As with many studies interested in such
hypothetical constructs, subjectivity and interpersonal differences in the understanding of a
phenomenon necessarily play a role in the analysis and interpretation of results. The use of
machine learning models adds statistical power, normally at the expense of interpretability,
and specially so for very high-dimensional data.

The advances in sensing technologies and the possibilities of sensing human behavior
have brought interest in the automatic assessment of human behavior in the social signal
processing community [96] originated in computer science. Many of the computational
studies of attraction have been motivated by this goal. One reason is the possibility of
building tools that can help people modify their behavior in their relationships via automatic
feedback. Modern wearable devices make possible the measurement and provision of
real-time feedback during interactions. Behavioral insights are also applicable in the
development of more human-like virtual agents or robots and in science, in the development
of tools that improve the time and possibly quality of psychological and sociological
research.

Our line of work aims to investigate how we can automatically estimate interpersonal
attraction by quantifying the body movement of the subjects involved, using wearable
sensors. In a previous paper predicting the outcome of speed dates using joint body
movement features [145], we have shown that it is possible to do so above chance level using
features calculated using both participants’ body movements. We proposed interpretable
movement and coordination features inspired by previous literature that can be extracted
from a single body-worn accelerometer.

In this paper, we take a broader approach by comparing, through statistical tests
and machine learning experiments, the predictive power of individual body movement
features (derived from a single person’s movement) with that of joint movement features
(derived from both people in the interaction) for the prediction of the attraction self-
reports in our dataset. We hypothesize and test whether the mean intensity and mean
changes in the intensity of a person’s body movement (increase or decrease throughout
the interaction) significantly correlate with our attraction labels. Features obtained from a
single individual’s movement are compared with the previously proposed joint features,
designed to capture different aspects of interpersonal coordination, to assess the predictive
power of individual and joint body movement. Furthermore, we significantly expand the
background literature that supports our joint body movement features and test for the
occurrence of convergence or divergence of body movement in our short date interactions,
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to determine whether this phenomenon could be observed at all in our subjects. Finally, we
performed an ablation study to understand the relative importance of the different types of
features when used in isolation.

In section 2.2, we start by presenting our review of literature on attraction and inter-
personal body movement phenomena including synchrony, mimicry, and convergence. In
section 2.3 we present the dataset used to test our hypotheses, as well as the individual and
joint body movement features proposed. Finally, we present our results and discussion on
the relationship between body movement and individual attraction. We test the hypothesis
that an increase or decrease in overall body movement throughout a short interaction can
be related to self-reported attraction scores. In the computational stage, we used individual
body movement features to directly predict the ratings of attraction. We also investigated
the automatic prediction of joint attraction usingmatch labels extracted from the individual
ratings. In this case, we used joint features obtained from the acceleration signals of both
interactants.

2.2 Attraction and body movement
The following sections review works in psychology and computer science that address
attraction and the phenomena of synchrony, mimicry, and convergence (with a focus on
body movement) and their possible role as manifestations of attraction in face-to-face
interactions.

2.2.1 Interpersonal attraction
Despite the large body of work on the subject, attraction remains notoriously hard to
define. The way attraction is treated in recent research does not deviate greatly from the
situation in 1969 [146], where most research considers attraction as an attitude, defined as a
“readiness to respond toward a particular object favorably or unfavorably”, or a “tendency or
predisposition to evaluate an object in a certain way”. Attraction is thus generally conflated
with a positive attitude, and the most common technique to assess an individual’s attitude
remains self-report. The lack of consensus is not limited to the question of how to define
and measure attraction. Montoya [147] lists several other contentious topics that have
resulted in a “fragmented field, one that proceeds without a unifying theoretical model”.

Multiple works have explored the possibility of attraction as a multi-dimensional
phenomenon [146–148] that cannot be summarized in a scale from negative to positive
attitude. Montoya [147] present a two-dimensional model of attraction, with an affective
and a behavioral component that are the consequence of an assessment of a target’s
willingness and capacity to facilitate the individual’s goals and interests. The affective
component reflects the “quality of one’s emotional response towards another”, while the
behavioral component “reflects one’s tendency to act in a particular way toward another”.
Although in many cases both components are said to align, there are occasions in which
they diverge. Attraction is said to differ from love, friendship, attachment, and other related
constructs in that it is an “immediate evaluation of a target person”, that characterizes
interpersonal experiences in general.

Among computational studies, attraction has been conflated with interest. Gatica-Perez
defines the term interest as “people’s internal states related to the degree of engagement
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displayed, consciously or not, during social interaction” [149]. He also notes that this
engagement may arise from different factors such as interest in the topic of a conversation,
attraction to the other person, or social rapport. In this work, we make use of the terms
attraction and interest interchangeably, as expressing a desire to maintain or increase
contact with another person and encompassing friendly, romantic, and sexual intentions.

A big part of the work on attraction has been done in speed date settings, where
self-reported attraction can be obtained from questionnaires filled in by participants [150].
Previous work investigated romantic, friendly, and business interest between partners by
extracting four types of social signal measures from audio: activity, engagement, emphasis,
and mirroring and successfully predicted each type of interest using these features [151].
Prosodic, dialogue, and lexical features extracted from audio recordings have also been
used to predict both flirtation intention and perception [152].

Research also has explored the differentmechanisms and strategies usedwhen searching
for short-term and long-term partners [153], which unsurprisingly differ between men and
women. It has been noted that men tend to relax their standards further than women when
seeking short-term mates and tend to have higher preferences for physical attractiveness in
short-term than long-term mates [154]. Courtship behavior such as flipping of the hair and
moving the shoulders has been observed more particularly in women, while men tended
to cross and uncross their legs more often [155].

Previous work [55] found that positional features extracted from video such as position,
distance, movement, and synchrony are indicators of attraction. Their results also indicated
that separating male and female training data increased performance on the task. Cabrera-
Quiros et al. attempted to classify attraction levels between participants using statistical
features extracted from accelerometer data [89]. For them, separating male and female
data did not improve prediction performance.

2.2.2 Individual body movement and attraction
Numerous factors determine our body movement during an interaction. While some of
them can be related to variables accessible to measurement, like our own speech output
[156, 157] or environmental stimuli like music, many are understood to be modulated by
our internal states.

Although to the best of our knowledge the direct relationship between attraction
and intensity of body movement has not been studied in a speed dating setting, a link
between the two can be made through physiological arousal. Arousal levels have been
studied as a correlate of attraction with significant results. Most studies in this area
manipulate arousal via physical activity [158, 159] or by startling subjects [160], finding
that increased physiological arousal resulted in higher attraction ratings when compared
to baseline arousal. While these results would suggest that arousal is the cause of increased
attraction, and not conversely, the direction of the relationship is not important as it relates
to predictive performance.

2.2.3 Synchrony, mimicry, convergence and their role in at-
traction

The behavior of our interlocutor is another factor that influences our body movement in an
interaction [139]. Numerous terms have been used in literature to refer to the dependence
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in the behavioral signals of dyadic partners, such as synchrony [66, 132], mimicry [61],
coordination [64, 161, 162] and chameleon effect [139].

Delaherche defines synchrony as the “dynamic and reciprocal adaptation of the temporal
structure of behaviors between interactive partners”, where the important element is “the
timing, rather than the nature of the behaviors” [132]. Interactional mimicry, on the other
hand, has a slightly more precise definition: “when a behavior is repeated by an interaction
partner within a short window of time, typically no longer than three to five seconds”
[139, 163].

However, there is no consensus for the previous or any definition of synchrony. Bernieri
defines coordination as “the degree to which the behaviors in an interaction are nonrandom,
patterned or synchronized in both form and timing” [164], where synchrony describes the
timing dimension. Other authors, however, have followed even less inclusive definitions.
Paxton defines synchrony as a special case of coordination, where the same behavior is
performed at the same time, thus conflating it with behavioral mimicry [165].

Although mimicry may be of speech, facial expressions, head movement, laughter,
emotional responses, and other observables (ie. the behavior we observe in others) [137, 166–
170], some of which cannot be easily delimited in time, we are interested in body movement
mimicry, also termed behavioral mimicry, behavioral matching or chameleon effect [63].
This includes the repetition of the same gestures (eg. hair touching), movement of the
trunk (eg. leaning forward), and the use of similar postures.

We abide by the definition by Delaherche [132], and consider mimicry to overlap
with synchrony, and coordination to be an umbrella term including both phenomena
and referring to all “nonrandom and patterned behaviors during a social interaction”
[161, 162]. Although episodes of body movement mimicry can be considered episodes of
synchrony under the definition presented, insofar as repetition of the same action implies
some degree of synchrony, this repetition might be performed in a highly uncoordinated
manner (eg. waiting too long or too little to reciprocate a handshake may be perceived as
awkward). We consider that the measurement of the kind of coordination that facilitates
social interaction requires access to contextual variables, and cannot be agnostic to the
nature of the actions. Like most empirical studies, we adopt a more functional approach
with measures of coordination that include aspects of both synchrony and mimicry and
can be defined for behavioral time series, such as mutual information.

Synchrony has been studied especially in its link to affect, where a positive association
has been found [66]. Previous work found that temporal coordination of same-sex dyads
changed depending on whether they described liking, disliking, or being unacquainted with
each other [171]. Synchrony has been found to relate to multiple individual outcomes like
reduced anxiety and a tendency to self-identify in terms of relationships with others; as well
as interpersonal outcomes like increased harmonious feelings and prosocial behavior [162].
Other studies have found that synchrony could relate to communication competence [172];
that synchrony decreases significantly during arguments [69], that more synchronous
groups are perceived as more united [173] and that synchrony occurs in the psychotherapy
setting [174] and could positively affect ratings of the bond with the therapist [175].

Mimicry, on the other hand, has been linked repeatedly to rapport and linking, increased
mimicry leading to more favorable evaluations from an interaction partner [59] and to
higher ratings of smoothness of the interaction [62]. Furthermore, having an affiliation
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goal was found to increase non-conscious mimicry; and people who unsuccessfully affiliate
in an interaction were found to mimic more, providing evidence for mimicry being used
as a tool to achieve affiliative goals [59, 63]. Computational studies have estimated team
cohesion in meeting settings using audio-visual cues and mimicry features [74, 176] with
performance significantly better than random.

In the courtship setting, a meta-analysis found mimicry of nonverbal behavior to be
associated with self-reported attraction [60]. In a similar context, it has been found that
nonverbal mimicry is positively associated to a romantic interest in an interlocutor [61],
that people who are involved in a romantic relationship mimic an attractive opposite-sex
other to a lesser extent than people not in a relationship, and that they mimic less the closer
they are to their current partner [39]. Beyond mimicry of nonverbals, similar associations
have been found for language similarity between partners [177]. A study with speed dates
[140] found that men evaluated the interaction more positively when they were mimicked
by their female partner, while also increasing their ratings of the sexual attractiveness of the
woman. In a study on four-minute speed dates, authors found no evidence that attraction
ratings can be predicted by mimicry of certain coded behaviors (smiling, laughing, head
shaking, hand gestures, face touching). The study did find evidence that synchrony in
physiological signals like heart rate and skin conductance predict attraction [178]. Evidence
for physiological synchrony has been found in other contexts too [179]. A more recent
study [180] found that coupling in body swaying during speed dates predicted interest in a
long-term relationship.

2.2.4 Measuring synchrony, mimicry and convergence
When it comes to measuring synchrony and mimicry, it is clear that it is hard to separate
these two phenomena from one another. Microanalysis from videos consists in the fine-
grained coding of the timing of particular within-action moments, which can be used to
measure differences in timing, related to synchrony. However, this technique is expensive
in terms of human effort [64]. The coding of actions or behaviors has been prevalent in
the literature as a way of quantifying action imitation or mimicry [39, 61, 140], which
also enables the analysis of leading and following behaviors and roles [181]. However,
behavioral coding is also expensive and cannot be used for the study of synchrony without
fine-grained temporal resolution or lower-level annotations (ie. microanalysis). Therefore,
many studies have resorted to the use of motion energy analysis [65, 66] from videos,
wearable accelerometers or motion tracking methods [67–69]. All of these methods result
in time series that act as proxies for the motion of a particular body part or as an average
of body movement energy.

Multiple methods attempt to derive a synchrony measure from such time series using,
for example, windowed correlations between them, possibly with different time lags [68].
It is clear, however, that correlation-based measures capture elements of both synchrony
and mimicry, as both the nature and the timing of actions can affect them. The length and
delay between windows are critical in this process. Schoenherr [70] compared different
such time series analysis methods present in literature, including global (whole time-series)
Pearson correlations and windowed correlations. The authors experimented with different
ways of summarizing these outputs into scalar synchrony measures and found that these
measures were only partially correlated to one another. Furthermore, they did not find
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evidence of a common factor, concluding that these measures capture different aspects of
synchrony.

Some recent studies using acceleration signals used cross-recurrence quantification
analysis (CRQA) [71, 72]. This method allows researchers to measure the extent to which
two streams of information exhibit similar patterns in time while answering questions
about the characteristic time lags in the interaction [165]. Computational methods for the
discovery of mimicry episodes have also been presented [73].

Datasets have been created for the study of mimicry, although in very different and
specific settings like political discussions, role-playing games, and negotiations [182, 183].

The definition of the interpersonal convergence is somewhat more clear. We abide by its
most common definition as an increase in similarity, according to somemeasure of similarity
between features of interest [184, 185]. A study with conversations lasting between 15
and 20 minutes found evidence for the occurrence of pitch convergence and its relation
to perceived attractiveness, likability, and conversation quality [186, 187]. Convergence
has also been observed in the amount of laughter in a conversation [188] and the use of
iconic gestures [189]. Ogata [190] coined the term coevolution to refer to joint changes in
body movement, and found it to be more prevalent in face-to-face than in non-face-to-face
interaction. A similar study used the term synchrony [191].

In the speech community, the related phenomenon of entrainment, which can be
understood to include both synchrony and convergence, has been established and studied
in different acoustic-prosodic features such as intensity, pitch and jitter [184, 192], as well
as turn-taking features [193] and gap lengths [185] while being related to different social
outcomes [194].

Synchrony relates to convergence in that it can be the object of convergence [137], that
is, individuals may become more coupled in time as an interaction progresses. Convergence
is not limited to synchrony, as it can affect the nature of the behaviors (i.e. mimicry) or
modulate how they are performed (e.g. their intensity). In some cases such as entrainment
to external stimuli [195], synchrony and convergence may be tightly linked.

Moulder [133] wrote about the importance of using surrogate data when establishing
the occurrence of synchrony, to avoid observing pseudo-synchrony, the amount of spurious
synchrony expected between two individuals who are not interacting. A simple surrogate
data generation method may consist of calculating synchrony between non-interacting
pairs to serve as a baseline or control. These ideas are necessary for studies of synchrony
[65, 66] and further apply to the study of convergence.

In conclusion, there is enough evidence in previous literature to support a link between
attraction and body movement, possibly mediated by the known link between mimicry
and rapport. It is however unclear whether this link is limited to mimicry or if features
capturing more general coordination or convergence phenomena may also be informative.
The role of individual body movement in isolation as an indication of attraction to the
conversational partner remains unexplored. Furthermore, previous work does not elucidate
what kinds of attraction can be predicted from wearable body movement signals and little is
known about gender differences in the link between overall body movement (as measured
by wearables) and attraction.
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2.3 Dataset and methods
In our experiments, we made use of the MatchNMingle dataset, a multimodal and multi-
sensor dataset recorded to be used in research about automatic analysis of social signals
and interactions for both social and data sciences [89]. The data was collected in an indoor
in-the-wild setting. It was attempted to keep the social interactions between participants
as natural as possible.

Figure 2.1: Speed dating participants wearing accelerometer devices sat opposite to each other during speed dates.
[89]

2.3.1 Experiment context
The MatchNMingle dataset was recorded over three days in a local bar. Each day had
different participants. The event started with a speed dating round where participants of
the opposite sex had a three-minute date with each other, followed by a mingling event.
In this study, only the data from the speed dating part of the event was used. Figure 2.1
shows several pictures of the speed daters.

Participants were recruited from a university, fitting the criteria of being single, hete-
rosexual, and between 18 and 30 years old. A total of 92 participants attended the event,
with an equal number of men and women. The majority of the participants did not know
each other. Before the event, participants were asked to wear sensors around their necks
to record tri-axial acceleration and proximity, as a requisite for participation. The accelero-
meters recorded at a frequency of 20Hz. Participants were also made aware that they were
being recorded via cameras installed on a frame above the interaction area. The recorded
video data is not used in this study.

After each three-minute date with a participant of the opposite sex, participants were
given 1 minute to fill a booklet with a questionnaire about their date partner indicating
their interest in each other. Responses for these questionnaires constitute the ground truth
for the tasks in this study.

The collection of the MatchNMingle dataset took place over three days. 16 male and 16
female subjects participated on the first day, each involved in 14 speed dates. In the second
and third days, 15 males and 15 females took part each day, with each person participating
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in 15 dates. This resulted in a total of 674 speed dates. However, due to malfunctioning
wearable devices, some participants did not have valid acceleration data and the data from
their speed date interactions had to be discarded. From the 92 participants in the event, 72
had valid data. Furthermore, a few interactions were removed because booklet responses
were unreadable. This reduced the number of speed dates in the dataset from 674 to 399.
In the final dataset, each subject is present in 11.1 speed dates on average, with a minimum
of 9 and a maximum of 14 speed dates for any one subject. Each of these dates became an
example in our dataset.

2.3.2 Defining the ground truth
The questionnaire that participants filled out after their dates consisted of the following
questions with responses on a 7-point Likert scale (low = 1, high = 7):

1. How much would you like to see this person again?

2. How would you rate this person as a potential friend?

3. How would you rate this person as a short-term sexual partner?

4. How would you rate this person as a long-term romantic partner?

These questions were chosen because, in line with a general notion of attraction as
interest in the interlocutor in a goal-oriented manner, they cover the most common ways in
which subjects may be interested in each other in the context of an informal speed date.
Concretely, the first question captures a general notion of interest by wanting to see the
other person at least one more time. This interest could be towards any of the three goals
implicit in the next three questions. Question 2 explicitly asks for interest in a friendship.
This type of interest has been linked to rapport, with it incorporating feelings of friendship
and caring, and the notion of being in sync [196]. Romantic and Sexual ratings, on the
other hand, are directly related to partner choice, where a range of factors like similarity,
reciprocity, physical attractiveness, and security offered by the partner are known to play
a role in the assessments [197].

In Figure 2.2, we show the correlations between the raw Likert-scale ratings of the
same interaction, where the goal was to understand overall gender-related differences in
the way males and females treated the ratings, given that large gender-based differences in
partner choice are reported in literature [197]. The first plot shows correlation between
the four different ratings (questions) given by males for the same interaction; the second
between ratings given by females, and the third between the ratings of the males and the
ratings of the females (ie. a positive value means that men and women tended to agree
in their ratings of how much they liked each other; a negative value that ratings were
often opposite). Males made a big distinction between the Friendly label and the rest of the
labels, but SeeAgain, Romantic, and Sexual have similarly higher levels of correlation. On
the other hand, females tended to form two clusters, with Friendly and SeeAgain ratings
being one (labeled similarly) and Romantic and Sexual labels being another.

Correlations between male and female responses are low, highlighting the importance
of analyzing attraction first as an individual construct, as there is seldom agreement on
attraction. Interestingly, only correlations involving the Sexual rating were significant.
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Male Sexual ratings correlate negatively with all female ratings except for the Friendly
intention. For females, their Sexual ratings correlate negatively with male Sexual and
Friendly ratings.

Figure 2.2: Spearman correlations of speed date responses (Likert scale from 1 to 7). (Left): Male ratings. (Center):
Female ratings. (Right): Male and female ratings.

Each of these ratings was used to define different tasks for the interest prediction
problem as See Again, Friendly, Sexual or Romantic, which consist in predicting the cor-
responding label. For a more straightforward interpretation of the results, we treated the
problem as binary classification. Responses to one question were binarized by assigning a
positive label to the ratings equal to or above the median (per gender) of all ratings given
for that question, and a negative label otherwise. In other words, the median of the ratings
was used as the threshold for binarization. The threshold was different per gender because
in the experiments we also predicted separately for males and females and the distributions
of scores were very different between them. Figure 2.3 shows the distribution of booklet
responses and the corresponding median thresholds used for binarization. Additionally,
interactions were labeled as a match when both speed daters had a positive label for the
interaction.

Figure 2.3: Distribution of the speed date responses for the four questions asked, for the 399 interactions in the
dataset.
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2.3.3 Feature extraction
Our method aims to model the coordination of behavior between two people in an inter-
action using nonverbal behavioral features extracted from accelerometer readings. We
describe the feature extraction process in detail below.

Preprocessing
The accelerometer data consists of 3-dimensional readings recorded at 20 Hz with the
X-axis capturing the left-right movements; the Y-axis up-down movements and Z axis
forward-backwardmovements. Initially, each axis of each person’s recordings is normalized
by subtracting its mean and dividing by its standard deviation. This is done to reduce the
effect of gravity and interpersonal differences of movement intensity in the sensor readings,
and follows previous work [198]. These three normalized signals are augmented with the
absolute value signal of each axis, and the magnitude of the acceleration, computed as√
(𝑥2 +𝑦2 + 𝑧2) for a total of 7 signals.
Each of these 7 signals was divided into n-second windows using a sliding-window

approach, with n/2 second shifts between each window. Since the optimal window size to
capture relevant behavior is unknown, we chose to extract windows for multiple values of
n: 1, 3, 5, and 10 seconds; all of which are included.

Similar to [198], statistical (mean, variance) and spectral (power spectral density)
features are extracted from each window. Power spectral density (PSD) per window is
computed using 6 logarithmically-spaced bins between 0-10 Hz, to increase the resolution
at low frequencies, which contain most of the energy of human movement.

Each bin gives information about the characteristics of the person’s behavior at that
time window. Therefore, each bin is treated as a single feature. Combining these features
results in 8 feature dimensions per window.

Computing these 8 features for each of the 7 signal types and for 4 different window
sizes results in 224 low-level signals that are further used to extract behavioral coordination
features, detailed in the following subsection.

An illustration of the pre-processing steps is shown in Figure 2.4.
The aforementioned low-level signals are used to extract more complex body movement

features that are grouped into two categories: individual and pairwise features.

Individual Features
For experiments using the body movement of a single individual as input, we used two
simple features that quantify how low-level body movement signals change during the
interaction.

Time-correlation One time-correlation feature was computed as the Pearson correlation
coefficient (Pearson’s 𝑟 ) computed between one of the low-level signals (eg. PSD bin 3 of
the X axis) and time. These capture the general direction of change of the low-level signal
throughout the interaction. For example, a positive coefficient for the mean magnitude
of acceleration would indicate an increase in body movement intensity throughout the
interaction.
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Figure 2.4: Pre-processing step: Using a sliding window approach, the signal is divided into samples from which
the statistical and spectral features are extracted.

Split difference One split difference feature was computed as the difference between
the mean of the low-level signal in the last third and the first third of the interaction. These
features similarly capture changes in the underlying low-level signals, by comparing them
at the beginning and end of the interaction.

Pairwise Features
The following measures aim to quantify body movement behavior between two subjects.
The first three measures were created to capture different types of coordination between
the movement of the two people in the dyad, especially synchrony and convergence. The
next two features were designed to measure convergence (or divergence), the tendency
of body movement to become more or less similar during the interaction. Note that, as
for the individual features, all of the following joint features are computed for the 224
multi-scale low-level signals (see Section 2.3.3. When present in this section, 𝑋 and 𝑌 refer
to a corresponding low-level signal (eg. the mean of the X axis of acceleration, calculated
using a sliding window of 3 seconds); 𝑋 for one subject, and 𝑌 for the other subject in the
interaction.

Correlation Linear correlation scores have been used in the literature as a measure of
similarity of overall body motion as well as motion of specific body parts such as the hands
or head of two people [66, 138, 199–201].

The linear correlation between two people’s body movement signals is expected to
result in a score closer to 1.0 the more similar the movement of the two people, hence
capturing mimicry in particular but also being affected by the precise timing of the behavior.
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Correlation with a time lag has also been used to measure the linear relationship
between a follower and a leader’s movement [199, 200]. The following computes the
correlation between 𝑋 and 𝑌 signals at a positive lag of 𝜏 samples:

𝜌𝑥𝑦 =
∑𝑁−𝜏

𝑖=1 (𝑥𝑖 − 𝜇𝑥 )(𝑦𝑖+𝜏 − 𝜇𝑦 )
𝜎 (𝑋 )𝜎 (𝑌 ) (2.1)

where 𝑥𝑖 and 𝑦𝑖 are corresponding samples, 𝜇𝑥 and 𝜇𝑦 the means of the signals and
𝜎 (𝑋 ) is the standard deviation of 𝑋 .

Using time lags enables capturing the leader-follower relationship of two people in a
conversation. In an example case of measuring the correlation between persons A and B’s
movement, if a higher score is obtained when person B’s signal is positively lagged, this
indicates that person B is leading the interaction.

Following the literature, we use +/- 1 time step lags, and no lag for direct correlations.

Distance This movement similarity measure is inspired by the work of Nanninga [74]
and adapted for movement data.

The goal is to capture when one person imitates their partner’s behavior. Figure 2.5
illustrates how this feature is computed. Each sample window of Person A’s signal is
compared with the consecutive window of Person B’s signal. To compare these windows,
the distance between low-level features of these windows is computed, resulting in distance
scores 𝐷 = [𝑑0, 𝑑1, ...𝑑𝑛] for the entire interaction.

From these distance scores, minimum (𝑚𝑖𝑛(𝐷)), maximum (𝑚𝑎𝑥(𝐷)), mean (𝑚𝑒𝑎𝑛(𝐷))
and variance (𝑣𝑎𝑟(𝐷)) are computed and used as features. Since this feature is asymmetrical,
the reverse is also computed.

Figure 2.5: Distance features. Each time sample is compared with the other signal’s preceding time sample.

(Normalized) Mutual Information Mutual information computed between the random
variables corresponding to two movement signals has also been used in the literature to
capture the dependence between two people’s behavior [198, 202]. In our case, it captures
the dependence of two people’s behavior on each other. It quantifies howmuch information
can be obtained about one variable by observing the other variable. Mutual information is
calculated as follows:

𝐼 (𝑋 ;𝑌 ) = 𝐻 (𝑋 ) +𝐻 (𝑌 ) −𝐻 (𝑋,𝑌 ) (2.2)

where 𝐻 (𝑋 ) and 𝐻 (𝑌 ) represent the entropy of random variables 𝑋 and 𝑌 and 𝐻 (𝑋,𝑌 )
represents their joint entropy. As the calculation of entropy requires knowledge of the
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underlying probability distributions, we approximated 𝑃 (𝑋 ), 𝑃 (𝑌 ) and 𝑃 (𝑋,𝑌 ) using cate-
gorical distributions by calculating 10 bin histograms for the marginal distributions, and a
10×10 histogram for the joint distribution.

Additionally, normalized mutual information is computed by dividing by
√
𝐻 (𝑋 )𝐻 (𝑌 )

to obtain a score between 0 and 1. A higher score is expected when two people have an
influence on each other’s behavior.

While the three previous features attempt to measure elements of coordination, the next
two sections describe features that aim to capture the degree of convergence or divergence
of body characteristics during the short interaction.

Time-correlation Time-correlation features try to capture if the difference between
two people’s behavior increases or decreases over time [74, 186]. In order to compute it,
the corresponding windows of two participants’ signals are compared with each other.
To measure the similarity at each time step, the distance between these corresponding
samples’ low-level features is computed as illustrated in Figure 2.6, resulting in distance
scores𝐷 = [𝑑1, 𝑑2, ..., 𝑑𝑛], for each sample. After that, the correlation of these scores with time
is computed to understand if they increase or decrease using Pearson correlation formula
(eq. 2.1), and a correlation coefficient is obtained. Since the goal is to capture convergence, a
decreasing distance indicates converging behavior. Therefore, the correlation coefficient is
expected to be more negative for converging interactions where participants show similar
behavior over the interaction.

Figure 2.6: Time-correlation feature. Each time sample is compared with the other person’s corresponding time
sample. These distance scores are further correlated with time to extract a convergence score.

We further incorporated a second type of time-correlation feature inspired in previous
work [74], where they were found to be effective at measuring para-linguistic mimicry in
meetings. In this case, the first two minutes of the date interaction are taken as a learning
period in which the baseline level of one participant is modeled and the last minute of the
second participant (analysis window) is compared to this learned baseline. To understand if
the second person’s behavior converges to the behavior exhibited by the first person during
the learning period, the 𝑁 low-level features in the analysis window are compared to the
learning period’s low-level features. We compared features by subtracting their means,
resulting in distance scores 𝐷 = [𝑑1, 𝑑2, ..., 𝑑𝑁 ], for each window in the last one minute of
interaction as illustrated in Figure 2.7. The correlation of scores 𝐷 with time was then
computed using Pearson correlation. A negative correlation coefficient indicates a behavior
that becomes more similar to the other person’s baseline. Since this feature is asymmetrical,
it was computed for both possible combinations.

The rationale for including these features is the capturing of a baseline level of body
movement of one participant for a long period (the 2 min learning period) compared to
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other features (which compare individual windows) to measure the tendency of the other
participant to approach or reject this baseline level.

Figure 2.7: Convergence features with a learning period. Each window in the last 1-minute period was compared
with the other person’s first 2 minutes by computing a distance score between mean sample features.

Split-difference Split-difference features are inspired by the work of [186]. The idea
is to measure the similarity of two people’s behavior at the start and end of their date
interaction and compare these similarities. It is expected that behavior will be more similar
at the end of the interaction if convergence occurs. To capture this, the first and second
half of the signals are taken as illustrated in figure 2.8. The similarity 𝑑0 between the first
half’s features of the two persons is computed. An equivalent similarity 𝑑0 is calculated
for the second half. One feature corresponds to the difference between these similarities:
𝑐 = 𝑑1 −𝑑0. This difference is expected to be negative when convergence occurs.

Figure 2.8: Split-difference feature. The difference between both persons’ features is computed for each half of
the interaction.

Table 2.1 summarizes all the features used in our experiments, along with their di-
mensionality. Joint features are separated into those measuring coordination and those
measuring convergence of behavior as explained in this section.

2.3.4 Dimensionality reduction
After extracting the features, they were processed to reduce the dimensionality of the
feature space. We applied principal component analysis (PCA) and the top principal
components preserving 95% of the variance were kept. Features were then normalized to
have zero mean and unit standard deviation, as is standard practice for classification.
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Table 2.1: Summary of the individual and joint features used to predict attraction ratings. Total indicates the size
of each feature vector or number of individual features.

Type Category Feature type Total

Indiv. - Time Correlation [Sec. 2.3.3] 224
Split-difference [Sec. 2.3.3] 224

Joint
Coordination

Correlation [Sec. 2.3.3] 672
Distance [Sec. 2.3.3] 1792
Mutual Information [Sec. 2.3.3] 336

Convergence Time Correlation [Sec. 2.3.3] 784
Split-difference [Sec. 2.3.3] 224

2.4 Results
Our experiments can be separated into three parts. First, we investigate the relationship
between body movement intensity and attraction at the individual level through a cor-
relation analysis. Second, we attempt the automatic prediction of the individual binary
attraction levels using a set of convergence features extracted only from individual body
movements. Finally, we investigate the automatic prediction of the mutual attraction labels
using features designed to capture synchrony and convergence, thus derived from both
individuals’ time series during these interactions.

2.4.1 Body movement and attraction
We start by investigating the relationship between overall body motion and attraction,
starting with a simple hypothesis: the intensity of overall body motion in the interaction is
linked to attraction. The magnitude of the accelerometer signal (see 2.3.3) was normalized
per participant by dividing by the participant’s mean magnitude over all its interactions.
This is expected to capture relative changes in individual body movement and remove
interpersonal differences in body motion energy.

Table 2.2 shows the results of correlating the average intensity of the accelerometer
readings with the questionnaire responses (7-point scale) for males and females separately.
Spearman’s r was used to avoid excessive influence from individuals with extreme body
movement energies. No significant correlations were found, and in fact all correlation
coefficients were negative, suggesting a weak opposite relation.

For the previous calculations, body movement energy was averaged for an interaction,
meaning that we did not capture the effect of the interaction on the body movement
intensity of participants (increasing or decreasing). Our next hypothesis tests whether net
increases in body movement indicate heightened interest, possibly through an increasingly
animated conversation. To quantify this we calculated correlations between body move-
ment intensity throughout the interaction and time. Most correlations were significant
(𝛼 = 0.05), indicating a substantial change in body movement throughout the interaction.
For females, from the total of 398 interactions, 32 interactions had a significant increase,
and 204 had a significant decrease in body movement. For males, 43 coefficients were
positive, and 198 were negative. The fact that participants were seated and changed seats
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Table 2.2: Correlations between mean intensity of body movement and the attraction ratings did not produce any
evidence of increased or decreased body movement being linked to attraction.

Attraction Males Females
Spearman’s r p-value Spearman’s r p-value

SeeAgain -0.041 .41 -0.098 .05
Friendly -0.005 .92 -0.050 .32
Romantic -0.062 .21 -0.022 .66
Sexual -0.077 .12 -0.057 .26

between interactions is the most likely cause of the high number of interactions with
decreasing movement intensity. Even though the analyzed interactions start a few seconds
after participants have seated and greeted each other, it is possible that this moment of
higher arousal influences the rest of the interaction, and that participants take more time
to reach a state closer to their baseline. The same is not true for the end of the interaction.
The recording ended right before a bell rang during the event, indicating participants to
switch partners.

We used these correlation coefficients as a variable quantifying the effect of the interac-
tion in body movement. Table 2.3 shows the results of correlations between corresponding
r values and speed date responses. In this case three of the correlations were found sig-
nificant. Interestingly, for all labels correlations are positive for males and negative for
females. The strongest significance was found for the Friendly and SeeAgain labels for
both males and females. A possible explanation for this last fact is that high rapport drives
these changes in overall body movement. A stronger link of high rapport to the Friendly
ratings, in comparison with Sexual and Romantic ratings where other aspects like physical
attractiveness play a big role, would explain the differences in significance. SeeAgain ratings
are inherently more ambiguous and the analysis of section 2.3.2 indicates that males and
females tended towards different interpretations. Note however that all coefficients are
below 0.5. The rapport link would imply that high rapport is associated with increases in
male body movement (or less steep decreases given that most of the r values were negative)
and with stronger decreases in female body movement throughout the interaction.

Table 2.3: Correlations between the individual time-correlation scores and attraction labels. An asterisk (*) marks
significant correlations (𝛼 = 0.05)

Attraction Males Females
Spearman’s r p-value Spearman’s r p-value

SeeAgain 0.084 .093 -0.107 *.032
Friendly 0.106 *.035 -0.112 *.026
Romantic 0.068 .18 -0.047 .35
Sexual 0.078 .12 -0.034 .49
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Automatic prediction of individual interest
We predicted individual interest based on an individual’s accelerometer features (extracted
as per section 2.3.3) and the joint movement features extracted from both speed daters. In
these experiments, we train a classifier to predict attraction from male to female and from
female to male. A logistic regressor (linear model) with L2 regularization was chosen as
the classifier for the task.

The model was evaluated via 10-fold cross-validation. To avoid having dates from
the same subject in train and test sets, the cross-validation split was done via a leave-n-
subjects-out approach. When male labels are predicted, the dates from a number of males
(three subjects for most folds) are separated as test set in such a way that their dates are
not present in the training set. The equivalent happens when female labels are predicted. A
nested cross-validation loop within each fold was used to tune the regularization parameter.
To obtain a measure that is unaffected by the class imbalance, the Area under the Receiver
Operator Characteristic (ROC-AUC) was used as the performance measure.

Performances for different attraction type predictions were compared to a random
baseline classifier (expected AUC of 0.5), via a statistical test on the 100 classification scores
obtained from running 10-fold cross-validation 10 times (10x10-fold cross-validation). P-
values were obtained by using the correction to the paired Student t-test initially proposed
by Nadeau and Bengio [203] and recommended [204] for enhancing replicability of the
p-values obtained from 10x10-fold cross validation classifier scores. Obtained results are
shown in Table 2.4. Note that AUC scores lower or equal to 0.5 indicate that the classifier
could not discriminate between the two classes above chance.

Table 2.4: Mean AUC scores obtained in individual interest prediction tasks via 10x10-fold cross-validation.
P-values are for the probability of observing more extreme cross-validation scores under a true mean of 0.5 AUC,
calculated using the Nadeau and Bengio correction to the paired Student-t test for comparing classifiers [203].

Individual Features Joint Features
Males Females Males Females

Attraction AUC p-value AUC p-value AUC p-value AUC p-value
SeeAgain 0.482 .35 0.588 *.008 0.508 .73 0.584 *.012
Friendly 0.482 .27 0.555 .06 0.510 .76 0.608 *.0002
Romantic 0.493 .71 0.483 .22 0.601 *.005 0.519 .49
Sexual 0.501 .97 0.574 *.011 0.573 .06 0.531 .34

2.4.2 Joint body movement and attraction
This section focuses on joint movement measures (calculated from both subjects’ movement
signals) and their relation with mutual ratings of attraction. As before, this is done through
both statistical results and classification experiments.

Convergence of body movement
Following previous literature which explored the phenomenon of convergence in features
of speech in dyadic conversation [186] we investigated whether we can find evidence
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of convergence of body movement between interacting partners. Previous work found
important evidence that several pitch features converge globally throughout a conversation,
independent of the perceived attractiveness or likability of the interlocutor.

We hypothesized that during the 3-minute dates, the participants’ movement characte-
ristics converge or diverge due to the effect of the social interaction. To test our hypothesis
we compared the convergence scores of interacting and non-interacting pairs. We created
non-interacting feature pairs by randomly matching input signals from males to females
who were not conversing together. Convergence scores were calculated for real and artifi-
cial non-interacting pairs as described in section 2.3.3. However, for these experiments we
used only the time-correlation and split-difference convergence features due to their easy
interpretation and because they capture the complete temporal extent of the interaction.
We used only the convergence features extracted using windows of 3 seconds because
since convergence features are correlations with time, scores for different window sizes
are expected to be highly correlated.

It was clear however that there is no significant difference in convergence of body
movement magnitude. Not only did we find no significant difference between the means
of interacting and non-interacting pairs (𝑃 = 0.97), but more significantly converging and
diverging interactions were found for randomlymatched pairs than in the actual interaction.
Most of the convergence behavior can thus be attributed to an overall reduction in body
movement rather than to the effect of the social interaction.

Given these results, we performed a more complete analysis by using similar one-
tailed t-tests (𝛼 = 0.05) for the rest of the time-correlation and split-difference convergence
features, this time for all the Power Spectral Density bins, and variance. However, from
the total of 112 features only three of these tests were significant, less than expected by
chance. We found thus no evidence of a difference in the mean of convergence features
between interacting and non-interacting pairs.

Automatic prediction of mutual attraction
In these experiments, we train a classifier to predict the mutual attraction or match binary
labels using the joint movement features presented in section 2.3.3. The goal is to test the
predictive power of body movement in interactions where both participants rated each
other above average in a particular item. Note that because match labels were obtained as
the intersection (logical and) of the individual labels (Section 2.3.2), the dataset is more
unbalanced in these tasks. Furthermore, because match labels come from both subjects, we
did not perform cross-validation splits at the person level. Instead, we used a traditional
split at the example (speed date) level.

Table 2.5: Mean AUC scores from 10x10-fold cross-validation for mutual interest prediction tasks. P-values are
for the right tail of the t-distribution. A random classifier has an AUC of 0.5.

Label AUC p-value
See-Again 0.553 (0.011) .06
Friendly 0.562 (0.011) *.02
Romantic 0.495 (0.016) .88
Sexual 0.551 (0.015) .12
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Figure 2.9: Results of the ablation study for individual interest prediction tasks with different sets of features. The
bars indicate the mean and standard deviation of the AUC scores from 10x10-fold cross-validation. An asterisk
indicates performance significantly better than the random baseline classifier.

As before, we use a logistic regressor with L2 regularization trained and evaluated
via 10x10-fold cross-validation using the AUC score as the evaluation metric. Obtained
classification scores are shown in Table 2.5. In this case, although three of the mean scores
are above 0.55, more than in the individual tasks for males and females, only predictions of
the Friendly labels reached significance and Romantic attraction was the hardest to predict.
We found thus no clear evidence that predicting matches in this way can be done with better
performance. This could suggest that mutual attraction is less characteristically expressed
in body movement. However, the lower performance could partly come from the lower
number of positive labels (25% on average). Imbalance is however hard to avoid as it is a
feature of the interactions themselves, where matches are much more rare than one-sided
attraction. Experiments with balanced class weights in our Logistic Regressor, a technique
that can offset class imbalance, delivered performance statistically indistinguishable from
the results in Table 2.5 for all four labels.

2.4.3 Ablation study: feature type importance
In this section, we present the results of an ablation study to understand the relative
importance of the different types of features (Table 2.1) in our method. The goal is to
understand how different sets of engineered features affected the results in previous sections.
We focus on individual interest prediction using joint features, where we had 5 different
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feature sets designed to capture different aspects of coordination.
The results of the ablation study are shown in Figure 2.9. The experimental setup and

evaluation were the same as detailed in section 2.4.1. It stands out from these results that
convergence-related features (time-correlation and split difference) were in general the
most relevant. These results indicate that features capturing synchrony and mimicry were
barely predictive of attraction in isolation, and for males in particular, these coordination
features held no discriminative power. Note that it is still possible that interactions between
features are discriminative, but we limited the ablation study to the individual feature sets.

2.5 Discussion
Our experiments with individual body movement revealed (Table 2.4) that the attraction
of a participant can be predicted only by their movement features, with performance
significantly better than random guessing. These results suggest that female attraction
is more easily revealed by their body movement than male attraction. The statistical
analysis (Table 2.3) suggests a possible explanation: although we found no significant
correlation between average acceleration intensity and attraction, women were found to
significantly decrease their body movement the more positively they rated their interaction
partner in the SeeAgain and Friendly categories. For men, all correlation coefficients were
positive, which suggests that an increase or a less steep decrease in body movement reveals
heightened attraction. This relation, opposite to that of females, was only significant for
the Friendly rating.

Experiments with joint features designed to capture aspects of synchrony and conver-
gence resulted in better performance in the prediction of individual attraction. Our results
indicate that performance in the detection of attraction depends not only on the type of
attraction but also on the gender of the target subject. In general, for females, we found
stronger evidence that SeeAgain and Friendly ratings were linked to body movement, and
less so for Sexual and Romantic ratings. For males, the opposite was true in the case of joint
body movement (Romantic and Sexual labels were the better predicted). This separation
cuts along the distinction made by participants in their ratings (Figure 2.2). Males made
a big distinction between the Friendly ratings and the rest of the ratings, but SeeAgain,
Romantic, and Sexual have similarly higher levels of correlation. Females, on the other
hand, tended to form two clusters, with Friendly and SeeAgain ratings being one (labeled
similarly) and Romantic and Sexual ratings being another.

Different interaction dynamics likely play a role in explaining these general trends. Our
results suggest that interactions in which the female seeks friendship or the male seeks
romantic or sexual goals have a characteristic signature in body movement. This could be
caused by the interested participant (or both of them) making an effort to affiliate with
their partner. Body movement phenomena like mimicry are known to be effective tools for
seeking affiliation and increasing rapport [59, 139].

The better performance of joint features compared to individual ones in predicting
individual attraction indicates again that individual experience of attraction has a strong
manifestation in the joint interaction, although this general trend could be a result of our
particular choice of features.

In attempting to understand the relative importance of the many joint features that
we used, the ablation study of Section 2.4.3 showed convergence features to be the most
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important, indicating that mimicry and synchrony are less relevant to attraction compared
to the less dynamic convergence features. This may appear odd in the light of the results
of section 2.4.2 which established that there was no evidence of convergence taking place
above chance levels. However, changes in overall body movement levels, or interactions
between them captured by the classifier may hold the discriminative power. The statistical
results of section 2.4.2 only show that the dyads in our dataset did not converge more often
than expected by chance.

Prediction of mutual attraction delivered results significantly better than random for the
Friendly labels (Table 2.5). Note that mutual labels have a logical relation to individual labels
in that they must both be positive for a positive mutual or match label. Therefore, the fact
that Friendly scores in the joint tasks are between the (low) scores obtained individually for
males and the high scores obtained for females (Table 2.4), would seem to suggest that cases
of one-sided female friendliness are easier to detect than when such friendly intentions
are mutual. We think however that there is not enough evidence to reach this conclusion,
since the greater data imbalance in the mutual tasks could explain having lower results in
the mutual tasks.

The fact that no significant difference in convergence could be observed between
interacting and non-interacting pairs could be an indication that convergence in overall
body movement does not occur over these short timespans, or is much weaker than other
factors like the significant average decrease in body movement that we measured during
most interactions. However, this evidence is far from conclusive given the simplicity of
the sensing modality, which only has access to the acceleration of a single body part (the
chest), and is limited to a setting where participants are seated. Another possibility is that
convergence manifests itself as an increase in the time-synchrony of behavior (ie. is tightly
linked to synchrony), and not in the intensity or style of the movements. This would not
be captured by the Time-correlation and Split-difference features, which perform a rough
aggregation over the complete interaction.

An analysis directly correlating different joint features with the label of each task
revealed that the types of features with the highest correlation coefficients vary with
different tasks. Correlation features computed over the Z-axis were found to be often
negatively correlated with Friendly attraction as opposed to the expectation of positive
correlation that would indicate mimicry. Because the Z-axis of the accelerometers captured
the forward-backward acceleration of the body, low feature values can be produced by
a person’s backward and partner’s forward movement occurring simultaneously. This
could indicate that a different kind of synchrony is at play. On the other hand, most of
the correlation features extracted from PSD bins had significant positive correlations with
the Friendly and Sexual attraction ratings, indicating that coupling in the frequency of
movement could be a correlate of these ratings.

It was also found that Mutual Information features tended to have a high positive
correlation with only the SeeAgain and Friendly labels whereas the Mimicry features
correlated more often with the Romantic and Sexual tasks, offering a possible explanation
for the differences in the computational results.

The fact that we found no common features correlating significantly across all of
the four ratings tends to indicate that different types of attraction manifest in different
behavioral characteristics.
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In conclusion, our computational analysis showed that it is possible to predict speed
date ratings and the derived matches using individual and joint behavioral coordination
features derived from a single body-worn accelerometer. Features engineered to capture
synchrony and convergence characteristics succeeded in predicting three of the mutual
attraction levels and distinct individual attraction labels for males and females. Our results
indicate that subtle social manifestations of attraction can be captured by wearable devices.
This calls for similar studies using more complete body movement sensing. More complex
wearable sensors, however, risk interferingwith the interactions or limiting bodymovement.
Alternative setups such as video recordings followed by joint position estimation algorithms
are worth consideration.

Another limitation of our study is the treatment of the labels since the combination of
the ratings of both partners can have a large effect on the dynamics of the interaction. An
interaction where both partners have friendly intentions, for example, can be very different
from one where one of them has sexual intentions instead. Not looking at the interaction
between labels can therefore be limiting. However, classifying label combinations rather
than single labels is impractical with our relatively small dataset.

The development of the computational study of phenomena such as synchrony and
convergence via proxies, and their relation with constructs like attraction faces the funda-
mental problem of lack of suitable, large-scale, ecologically valid datasets. The dataset used
in this study is a step in the right direction but larger wearable sensing or video datasets
would allow us to more conclusively answer questions related to interpersonal gender, age,
and culture-related differences in the manifestation of attraction.
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3
No-audio speaking status

detection in crowded
settings via visual

pose-based filtering and
wearable acceleration

Recognizing who is speaking in a crowded scene is a key challenge towards understanding
the social interactions within it. Detecting speaking status from body movement alone opens
the door to analyzing social scenes in which personal audio is not obtainable. Video and
wearable sensors make it possible to recognize speaking in an unobtrusive, privacy-preserving
way. When considering the video modality, in such action recognition problems, a bounding
box is traditionally used to localize and segment out the target subject, to then recognize the
action taking place within it. However, cross-contamination, occlusion, and the articulated
nature of the human body make this approach challenging in a crowded scene. Here, we
leverage articulated body poses for subject localization, and in the subsequent speech detection
stage. We show that selecting local features around pose keypoints increases generalization
performance while significantly reducing the number of local features considered, making
for a more efficient method. We investigate the role of cross-contamination in this effect. We
additionally use acceleration measured through wearable sensors for the same task and present
a multimodal approach combining both methods.
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Figure 3.1: Example of a free-standing crowded scene from our dataset.

3.1 Introduction
Detection of speaking activity in free-standing social settings is a core need in building
systems capable of detecting and understanding the social interactions developing in a
scene. The analysis of a complex conversational scene where dozens of people stand, walk,
form groups, and converse freely (see figure 3.1) is of interest in the fields of computa-
tional social science and social signal processing. Speaking status is key because of its
utility in downstream tasks, where speaking predictions can be used, for example, in the
quantification of individual and group measures of conversation quality like involvement
[52], satisfaction [77] or affect [76], and in the forecasting of future events like speaking,
gesturing and changes in position and orientation [131].

Analyzing unconstrained social scenes requires systems capable of efficient speaking
status detection, due to the large number of people in the scene and the extent of natural
human interactions. Although recording audio from the participants is the obvious choice
for measuring speaking status, this modality is especially hard to acquire in a crowded
conversational scene. Obtaining consent from participants can be challenging due to
privacy concerns (from access to the content of conversations), personal discomfort from
wearing a microphone, or concerns about the social acceptability of the device [205].
Furthermore, high-quality audio recording equipment can be hard to scale to study large
crowds. Low-cost wearable devices like sociometric badges [88] have been proposed
as a more cost-effective alternative. However, these devices suffer from audio quality
issues stemming from the noisy setting, the low quality, and the omnidirectionality of the
microphones [88], while still requiring subjects to wear an audio-recording device. These
limitations have caused that most datasets created for the study of free-standing crowds
do not contain personal audio, nor information about the speaking status of subjects [89].

The possibility of detecting speaking from body movement alone, without access to the



3.1 Introduction

3

47

audio, offers a privacy-sensitive solution to these problems. It has long been established
that hand and head gestures frequently synchronize with speech [156, 206, 207] while
being salient cues with recognizable motion characteristics across people. While the
characteristics of speech-related gestures are to some extent modulated by culture, the
link between speech and gesture appears universally early in life and there are no reports
of a culture where a tight link does not exist [42]. Video cameras are a convenient way
to observe these gestures but their visibility is affected by factors such as occlusion and
cross-contamination. We consider cross-contamination to include any case where the
bodies of other people in the scene are visible within the bounding box, or area considered
by the recognition system and occlusion when parts of the body of the target subject
are occluded, possibly by their own body [89]. These factors are made worse when the
subject of interest is localized using a bounding box [89] due to the difficulty of accurately
segmenting a person’s body. Cross-contamination is especially problematic when it comes
from the target’s interlocutor(s), as they are likely to be speaking when the target is
listening, pushing the prediction towards a false positive.

Given recent significant advances in visual pose estimation [97, 208, 209] it is natural
to use pose information to alleviate these issues. Accurate poses allow for more precise
localization and filtering of the information that is input to the recognition stage. This
work concentrates on using pose in a speaking status detection system. We focus on the
classification of short windows of interaction using a state-of-the-art feature aggregation
pipeline and explore how pose can be used to efficiently filter local features, resulting in a
smaller, less noisy set of features, which can result in feature representation of reduced
dimensionality without loss in performance.

Furthermore, wearable accelerometers can capture more subtle body movements in 3D
space while not being affected by cross-contamination and occlusion and while maintaining
the privacy of the conversation. Previous work has shown the utility of these signals in the
detection of different actions occurring in a social setting, including, speaking, gesturing,
and drinking [80, 81, 85, 128, 210]. We explore the addition of the acceleration modality
for detecting speech activity.

Our contributions are the following:

• We collected an in-the-wild dataset with video and individual audio and body-worn
accelerometer readings, in a crowded setting. We localized people in the scene via
pose estimation. In contrast with previous work relying on visual annotations of
speaking status [89], we obtained our ground truth automatically from high-quality
voice recordings.

• We propose a method for speaking status detection that selects local features around
pose keypoints, based on automatically-extracted body poses. We show through
evaluation on our dataset that focusing on upper body keypoints, and head and hand
keypoints in particular increases speaking status detection performance while decre-
asing the number of considered features, resulting in a faster and better-performing
method. We reinforce our conclusions through evaluation on a second voice activity
detection dataset with mild cross-contamination and a frontal view of subjects.
We show that performance improvements come from increased robustness against
cross-contamination and analyze the complementarity between visual and accelera-
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tion modalities. Through sensitivity analysis of hyper-parameters, we found that the
dimensionality of the representation can be reduced five-fold (w.r.t. previous work)
in the aggregation stage with a mild performance gain.

• We propose a method for multimodal prediction by late-fusing scores obtained from
an acceleration stream, and analyze the situations in which modality information is
redundant and complimentary.

3.2 Related work
3.2.1 Visual detection of actions
The action recognition field in computer vision has long studied the problem of recognizing
human actions in videos. Traditional approaches include the extraction of dense trajectories
[211], including their spatiotemporal descriptors, followed by an encoding method that
transforms the trajectories from a video into a single high-dimensional video-level repre-
sentation [212]. Fisher Vectors is the most prevalent and well-studied of such encoding
methods due to its superior performance [213–215]. Improved dense trajectories [216]
correct for camera motion and use bounding box human detections to filter out surrounding
trajectories.

More recent approaches use the power of convolutional neural networks (CNNs). Two-
stream networks feed static frames from the video into an appearance stream and optical
flow computed between frames into a motion stream, the scores of which are fused for
classification, effectively creating a separation between static and motion information [217].
Recently, 3D CNNs [218, 219] have gotten increased attention. Pre-training techniques
using large datasets have demonstrated performance improvements over 2D CNNs and
traditional approaches [220]. The more recent (2+1)D CNNs cover a middle ground by
factorizing 3D convolutional filters into 2D spatial and 1D temporal convolutions [221],
with however similar performance.

Although both 3D and (2+1)D CNNs deliver state-of-the-art results in most action
recognition benchmarks, they are notorious for requiring training in large-scale datasets to
achieve such performance. While using pre-trained models is possible for smaller datasets,
the significant domain shifts between the kind of actions and viewpoints considered in
large-scale datasets and a target dataset may make a model trained from scratch preferable.
Despite the improvements in CNN efficiency, improved dense trajectories have featured
close to state-of-the-art performance in the recent Charades dataset of everyday human
activities [222, 223] while remaining competitive in traditional action recognition datasets
among methods with no pre-training [220].

The development of faster and more accurate pose estimation and tracking systems
capable of detecting the poses in a video at close to real-time [97, 98, 208, 209] has resulted
in increased interest in pose-based action recognition systems. Previous work has assigned
trajectories to joints, to later learn a separate bag-of-words per joint [126]. However, the
method is designed and tested with frontal views of a single actor and therefore does not
perform any filtering. While learning separate representation per joint works in such cases,
it is impractical in a crowded setting where most joints are very frequently occluded.

Previous work [224] extracts RGB and optical flow patches around each pose keypoint
and feeds them into one appearance and one motion CNN, effectively a two-stream network
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Figure 3.2: Overview of our work, from data collection to speaking status detection.

per keypoint. Similarly, Pishchulin experimented with multiple ways of combining ground
truth pose and dense trajectory information, including filtering trajectories using square
regions around pose keypoints [225]. Experiments were performed on a dataset with over
800 human activities. Performance improvements were highly dependent on the specific
action being detected. No further details are given about the way trajectories were filtered.

3.2.2 No-audio speech detection
Despite the significant amount of work on generic action recognition and localization,
interest in the problem of detecting the speaker in a conversation has been limited.

The most closely related vision works have addressed the problem of detecting speaking
status from body movement information alone [226], introducing the dataset called Realvad
for this purpose [227]. This dataset consists of a single-camera frontal recording of a panel
discussion where 9 subjects take turns speaking. Even though this dataset does not contain
a free conversation, it does capture a real event where the subject’s body movement is
clearly visible. This dataset also has some cross-contamination, due to views of subjects
overlapping with each other, albeit much less and less variable than in our free-standing
conversation setting with multiple angles. The methods presented use domain adaptation
to adapt CNN-extracted features of one speaker to another, using bounding boxes to localize
and crop out the subject regions.

Related problems have also received some attention. One of them is the problem of
speaker naming in movies [228, 229], where the goal is to localize and identify the speaking
character in a movie or video. However, an important difference is that in movie naming
the algorithm has access to the audio, and movie scenes tend to have clear frontal views of
speakers, making it possible to rely on face detection and tracking [228].

On the other hand, acceleration readings have been used successfully for the assessment
of human actions, more commonly for the recognition of daily activities like walking or
running, but also for social actions including speech. Wang surveyed state-of-the-art deep
learning approaches for sensor-based activity recognition, including accelerometers [230].
A study using chest-worn accelerometers established their ability to recognize actions like
gesturing, laughing, and speaking in a free-standing social setting similar to ours [85]. The
best results were found for the recognition of speaking, with more recent work improving
on the methods used [81].
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3.2.3 Multimodal speech detection
Work on multimodal speaking gesture detection [80] is the most closely related to ours
in method, presenting a multimodal method for gesture and speaking status detection in
a crowded scene. The video-based method is inspired by Multiple Instance Learning for
trajectory aggregation and classification and combined with an acceleration modality via
late fusion. However, this study relies on human-annotated bounding boxes and speaking
status annotations, and does not focus on solving the issue of cross-contamination.

Multimodal approaches in similar settings have found that a single accelerometer
offers performance competitive with trajectory-based video recognition of speaking status
[80, 128]. This work also found evidence that these modalities may complement each other
and that a method will benefit from access to both.

3.2.4 Summary
The main challenges in detecting speaking status from body movement in a crowded
scene using existing methods are the subtlety (low intensity and visual saliency) of the
movements involved (compared to the movements present in most action recognition
datasets) and cross-contamination from other people in the scene. A smaller set of previous
works looking specifically at speaking status detection without audio [80, 81, 226, 227]
have addressed the first of these problems. However, to the best of our knowledge, the
second problem remains unaddressed. In this paper, we attempt to understand and tackle
this problem via existing action recognition methods using accelerometers and video data.

3.3 Approach
In this section, we justify and detail our decisions on the method using both the video
and acceleration modalities. An overview of our approach, including data collection and
processing is shown in figure 3.2.

3.3.1 Voice activity detection from video
We start by describing the processing done on the video modality, including the process
used to extract pose tracks from videos of human interaction.

Pose estimation
Accurate pose detection is central to our approach, which relies on it for local feature
selection. Given the extent of previous works on pose estimation, we evaluated existing
approaches in our scenario, which includes seldom-considered challenges including the
crowdedness of the scene and the elevated angle of the camera. We considered two of the
most well-known and maintained pose estimation methods: Openpose [97], a bottom-up
approach based on part affinity fields; and AlphaPose, a top-down approach [98]. Both
methods achieve competitive results in well-known pose estimation benchmarks like MPII
Human Pose [231] and MS COCO Keypoints. Both methods delivered acceptable results
in our videos, with some keypoints being more reliable than others. We decided to use
Openpose (BODY25 model) due to its ability to consistently detect head and chest keypoints
which we could use for person detection and tracking. Its real-time speed independent of
the number of people in the frame was an extra advantage.
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Pose tracking
Because most pose estimation algorithms, including OpenPose, work independently on
individual frames, we needed a way to associate poses across frames. While this problem
has been investigated in previous work, we found the existing PoseFlow [208] to be too
computationally expensive for our use case, due to the large number of people in the scene.
We therefore implemented a semi-automatic method to obtain tracks from individual frame
detections. We opted for a computationally lighter method based on the observation that
the chest keypoint was reliably detected and localized across frames.

Our method’s objective is to create pose tracks by associating the chest keypoint across
frames. Concretely, for each frame 𝑛 of the video, the pose detector outputs a set of poses
given by𝑄𝑛 = {𝑃𝑛,1, 𝑃𝑛,2, 𝑃𝑛,𝑀𝑛−1, 𝑃𝑛,𝑀𝑛}, where𝑀𝑛 is the number of people detected in frame
𝑛. A pose track 𝐽 is a sequence of consecutive poses given by 𝐽 = {𝑃𝑖𝐽 ,… , 𝑃𝑓𝐽 }, starting at
frame 𝑖𝐽 and ending at frame 𝑓𝐽 .

With the same goal of a fast method, we decided on a step-wise approach, where the
goal is to match poses in 𝑄𝑛 from frame 𝑛 to tracks consisting of poses from all frames up
to 𝑛−1. Specifically, we solve the assignment problem between two sets of poses: 𝑄𝑛 and
{𝑃𝑓𝐽 |𝐽 ∈ 𝑇𝑛 and 𝑛 − 𝑓𝐽 < 𝑅𝑡ℎ}, for 𝑛 = 1,2, ...,𝑁 . This is repeated in order for 𝑛 = 1,… ,𝑁 . In
other words, we compare poses in 𝑄𝑛 with the head of existing tracks whose last pose is
not older than 𝑅𝑡ℎ frames, where 𝑅𝑡ℎ is an integer parameter.

The assignment problem is defined by a distance calculation. We defined the distance
between two poses as the Euclidean distance between their chest keypoints 𝐷(𝑃𝐴, 𝑃𝐵) =
||𝑃𝑃𝑃 𝑐ℎ𝑒𝑠𝑡

𝐴 −𝑃𝑃𝑃 𝑐ℎ𝑒𝑠𝑡
𝐵 ||. We solve the assignment problem via the Hungarian algorithm. We add a

maximum distance threshold 𝐷𝑡ℎ for assignment, such that if 𝐷(𝑃𝐴, 𝑃𝐵) > 𝐷𝑡ℎ, then 𝑃𝐴 and
𝑃𝐵 cannot be assigned to each other. Assigned keypoints are added to the corresponding
track and unassigned keypoints are assigned to a new track. When a new pose in frame 𝑛
is matched to a pose in a frame between 𝑛−30,… , 𝑛−2 (ie. a pose not in frame 𝑛−1), we
imputed the keypoints via linear interpolation to maintain the continuity of the track.

Parameters 𝑅𝑡ℎ = 50 and 𝐷𝑡ℎ = 30 frames were set based on experiments on a subset of
the tracks. This approach resulted in high-quality tracks, with only a few person switches
due to subjects walking in front of one another. We found the one-second threshold to work
well in eliminating issues of consistency across frames without introducing significant
errors.

Because our goal was to obtain high-quality tracks to reliably test our recognition
method (see next sections), we manually inspected the dataset for track switches and
corrected them by splitting the tracks. We further assigned tracks to the corresponding ID
of the participant to be able to associate with the personal acceleration readings.

Dense trajectories
Research in psychology and social signal processing has shown that body gestures, especi-
ally hand gestures, are closely synchronized with speech [156, 232]. Because of the difficulty
of accessing facial information in our setting, our method aims to capture primarily such
gestures and overall body movement. For our video-based detection method, we relied
on dense trajectories due to their ability to track such salient movements. Additionally,
the relatively small size and non-standard viewpoint of our dataset make a more simple
method trained from scratch preferable to a method based on pre-trained CNNs. Given the
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Figure 3.3: Dense trajectories are created by sampling interest points from multiple scales. These are tracked by
following the optical flow fields over 𝐿 frames. Finally, features are extracted to describe the volume around the
trajectory. [211]

absence of camera motion in our videos, we used the original dense trajectories [211], and
not improved trajectories [216].

Dense trajectories [211] were proposed in action recognition literature for the classifi-
cation of short videos labeled with the action being performed in them. Dense trajectories
are extracted by sampling feature points and tracking them for the following frames using
optical flow. Feature points are sampled on a grid spaced by 𝑊 = 5 pixels in 8 spatial
scales spaced by a factor of 1/√2. Points are then tracked using a dense optical flow
field. This is done for 𝐿 = 15 frames to avoid drift from longer trajectories. The spatio-
temporal volume in a neighborhood of size 𝑁 = 32 pixels around the trajectory is then
described using histograms of gradients (HOG), histograms of optical flow (HOF) and
motion boundary histograms (MBF) features extracted from cells dividing the volume in a
grid of size 𝑛𝜆 ×𝑛𝜆 ×𝑛𝜏 = 2×2×3 (see figure 3.3). While HOG features are predominantly
visual, HOF features capture more temporal information. Motion boundary histograms
capture both visual and temporal information.

The mentioned dense trajectory parameters: length 𝐿, step size 𝑊 , neighborhood
size 𝑛𝜆 , 𝑛𝜏 were set to their default values, which are replicated in most previous action
recognition literature using trajectories and shown to be close to optimal on different
datasets [211]. The final dense trajectory descriptor is the concatenation of the trajectory
(size 30), HOG (size 96), HOF (size 108), and MBH (size 192) vectors for a total of 𝐷 = 426
dimensions describing a video segment.

Pose-based filtering of dense trajectories
The goal of our filtering method is to reduce the effect of spurious trajectories due to
cross-contamination by people other than the target subject. At the same time, we do not
attempt to precisely segment the subject. While precise segmentations would be ideal,
person instance segmentation methods [99] add significant computational complexity and
in preliminary experiments had worse performance in detecting joints in our dataset.

First, due to the frequent occlusion of lower-body keypoints as a result of the crowd
density and viewing angle, we only consider 8 upper-body keypoints (see figure 3.4). We
obtain a single head keypoint by averaging the eyes, nose, and ears keypoints output by
the pose estimator. We pick trajectories starting within a radius of these 8 keypoints, and
filter out the rest. Because the estimated trajectories accumulate errors [211], their initial
position (first point) is the most reliable in terms of matching the position of a possibly
salient point.
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Figure 3.4: Our video-based approach selects trajectories around pose keypoints.

Wefilter such that trajectory 𝑥 originating at𝑜𝑜𝑜𝑥 = (𝑜�̂�𝑥 , 𝑜�̂�𝑥 ) starting at frame 𝑛 is compared
to the target’s pose joint keypoints of the same frame 𝑃𝑛 = {𝑝𝑝𝑝𝑛,1, ...,𝐩𝑛,𝑗 , ...,𝑝𝑝𝑝𝑛,8};𝑝𝑝𝑝𝑛,𝑗 =
(𝑝�̂�𝑛,𝑗 , 𝑝�̂�𝑛,𝑗 ) of frame 𝑛. Trajectory 𝑥 is selected if ||𝑜𝑜𝑜𝑥 ,𝑝𝑝𝑝𝑛,𝑗 || < 𝑅𝑛,𝑗 for any joint 𝑗. We also
compare 𝑥 with poses in 𝑃𝑛−1 and 𝑃𝑛+1 using the same criterion. We found comparing with
3 frames to add significant robustness against inconsistent keypoint detections (common
due to the frame-wise pose estimation). Using larger comparison windows tended to add
increasingly more noise.

In our data, participants vary greatly in pixel size depending on their distance relative
to the camera. To account for this, we scale 𝑅𝑛,𝑗 according to the distance from the camera
of the particular keypoint, ie. 𝑅𝑛,𝑗 = 𝑅𝑗 ∗ 𝑆(𝑝𝑛,𝑗 ), where 𝑆 computes a scaling factor that
depends on the position of the point and 𝑅𝑗 are hyperparameters.

We obtain the scaling factor 𝑆 via the camera-to-ground plane homography. We
compute the transformation 𝐴 between the ground plane and the image plane using marks
placed at known distances on the floor plane during data collection. This allows us to
approximate a scale ratio between point 𝑝𝑛,𝑗 and a reference point 𝑝𝑟 in the image plane
as ||𝐴(𝑝𝑛,𝑗 ),𝐴(𝑝𝑛,𝑗 +Δ𝑝)||/||𝐴(𝑝𝑟 ),𝐴(𝑝𝑟 +Δ𝑝)|| where Δ𝑝 is an arbitrarily small displacement
vector.

Extracting Fisher vector representation
The chosen trajectories from different joints must be aggregated into a video-level repre-
sentation. We use Fisher vectors [215], the state-of-the-art method for dense trajectory
aggregation. Fisher vectors, and in particular their improved variant [214] have been
found to perform remarkably well in large-scale datasets of daily activities like the recent
Charades [222, 233].

Fisher vectors provide a compact feature representation from an arbitrary number of
dense trajectories. Let 𝑋 = {x𝑡 , 𝑡 = 1...𝑇} be the set of 𝑇 dense trajectories of dimensionality
𝐷 = 426 selected from keypoint regions and 𝑢𝜆𝜆𝜆 be the probability density function with
parameters 𝜆𝜆𝜆. The Fisher score is defined as the gradient of the log-likelihood over 𝑋𝑋𝑋 , with
respect to the model parameters:

𝐺𝑋
𝜆𝐺𝑋
𝜆𝐺𝑋
𝜆 = 1

𝑇 ∇𝜆𝜆𝜆 log𝑢𝜆𝜆𝜆(𝑋𝑋𝑋 ) (3.1)

The Fisher vector is a normalized version of the Fisher score:

𝑋𝑋𝑋𝜆𝜆𝜆 = 𝐿𝜆𝐺𝑋
𝜆𝐿𝜆𝐺𝑋
𝜆𝐿𝜆𝐺𝑋
𝜆 (3.2)
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where normalization by 𝐿𝜆𝐿𝜆𝐿𝜆 corresponds to the whitening of the dimensions, where a
generative model can take the place of 𝑢𝜆 . Normally a Gaussian mixture model (GMM)
with 𝐾 components and diagonal covariance matrices is used. The parameters 𝜆𝜆𝜆 of a GMM
are 𝜆𝜆𝜆 = {𝑤𝑖 ,𝜇𝜇𝜇𝑖 ,𝜎𝜎𝜎2

𝑖 , 𝑖 = 1,… ,𝐾}, where 𝑤𝑖 , 𝜇𝜇𝜇𝑖 and 𝜎𝜎𝜎2
𝑖 are the mixture weight, mean vector

and diagonal of the covariance matrix of Gaussian 𝑖. However, only mean and standard
deviation are used because mixture weights add little additional information [214]. Under
the assumption of independence of local descriptors:

𝐺𝑋
𝜆𝐺𝑋
𝜆𝐺𝑋
𝜆 = 1

𝑇
𝑇
∑
𝑡=1

∇𝜆𝜆𝜆 log𝑢𝜆𝜆𝜆(𝑥𝑥𝑥 𝑡 ) (3.3)

Let 𝛾𝑡 (𝑖) be the soft assignment of descriptor 𝑥𝑥𝑥 𝑡 to Gaussian 𝑖:

𝛾𝑡 (𝑖) =
𝑤𝑖𝑢𝑖(𝑥𝑥𝑥 𝑡 )

∑𝐾
𝑗=1𝑤𝑗𝑢𝑖(𝑥𝑥𝑥 𝑡 )

(3.4)

Calculation of the gradients leads to:

𝑋𝑋𝑋𝜇,𝑖 =
1

𝑇 √𝑤𝑖

𝑇
∑
𝑡=1

𝛾𝑡 (𝑖)(
𝑥𝑥𝑥 𝑡 −𝜇𝜇𝜇𝑖
𝜎𝜎𝜎 𝑖 ) (3.5)

𝑋𝑋𝑋𝜎,𝑖 =
1

𝑇 √2𝑤𝑖

𝑇
∑
𝑡=1

𝛾𝑡 (𝑖)[
(𝑥𝑥𝑥 𝑡 −𝜇𝜇𝜇𝑖)2

𝜎𝜎𝜎2
𝑖

−1] (3.6)

where the division between vectors is term-by-term. The Fisher Vector aggregates all
gradients into a vector of 2𝐾𝐷 dimensions. For 𝐾 = 256 (used in previous work [214]), this
is a 218112-dimensional vector. Finally, Fisher vectors are normalized by dividing by their
L2 norm and then power-normalized with 𝑓 (𝑧) = 𝑠𝑖𝑔𝑛(𝑧)

√
|𝑧|. These techniques have been

shown to increase the ability of the Fisher Vector to detect subtle elements, and reduce the
sparsity of Fisher vectors [214] respectively.

A kernel on these gradients is defined as:

𝐾 (𝑋,𝑌 ) = 𝐺𝑋 ′
𝜆 𝐹−1𝜆 𝐺𝑌

𝜆 = 𝐺𝑋 ′
𝜆 𝐿′−1𝜆 𝐿−1𝜆 𝐺𝑌

𝜆 (3.7)

where 𝐹𝜆 is symmetric and positive definite, and generally approximated such that
normalization by 𝐿𝜆 corresponds to a simple whitening of the dimensions.

Linear methods (traditionally linear SVM) are standard for the classification of the FVs
[30,38] because learning a linear classifier on the FVs is equivalent to learning a classifier
using the Fisher kernel (kernel trick) and linear methods have delivered good results in
previous work [33].

3.3.2 Voice activity estimation from wearable acceleration
Due to the good results obtained by deep methods in sensor-based activity recognition
[230], we use a one-dimensional CNN for acceleration-based detection. Just as previous
work which makes use of relatively shallow CNNs for detecting actions from a single-
accelerometer [234, 235] we use a flattened version of the two-dimensional AlexNet [236],
where we preserve the ratios between the number of channels. Figure 3.5 shows the
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architecture. Input data has 3 channels corresponding to axes X, Y, and Z of the acceleration
signal. Filter sizes are 5 for the first convolutional layer and 3 for the other layers, with unit
padding. As with AlexNet, the first, second, and last layers are followed by a max-pooling
layer with kernel size 3 and stride of 2.

Figure 3.5: Architecture of the 1D-CNN used.

The input to the CNN is pre-processed by subtracting the mean and dividing by the
standard deviation, for each axis, to reduce the effect of gravity and device miscalibration.

3.3.3 Multimodal fusion
The unimodal classifiers described above provide a posterior probability of the voice activity.
We combine both modalities via late fusion to obtain multimodal scores. We opt for this
approach because we expect acceleration to be complimentary to video in many cases
when gestures or other vocalization-associated body movements are hard to observe due
to occlusion or orientation. While the acceleration signal encodes chest motion specifically,
Fisher Vectors encodes a mixture of visual and motion information from different body
parts.

3.4 Datasets
We used two datasets with available speaking status annotations to validate our approach.
The two datasets differ in having significantly distinct views of the subjects and in the
setting in which they were collected. Both datasets, however, share the issue of cross-
contamination in the video modality. The first dataset has an elevated side-view of subjects
and was collected by us by recording an in-the-wild mingling event, which also included
accelerometer sensors. This dataset has free interaction between 43 recorded participants,
and therefore frequent turn-taking. The second dataset, Realvad was published as part
of a paper analyzing no-audio speaking status detection [227]. It was collected during a
panel session where participants took turns speaking, and has therefore less frequent turn
changes.

3.4.1 Free standing dataset
Detection of speaking status in the wild requires the collection of a dataset in which
social interaction occurs with as little intervention as possible. To this end, our dataset
was collected during a special event organized by a business networking group. Most
participants in the event meet regularly and many but not all of them knew each other.
Participants were informed beforehand that this particular meeting would be recorded. As
they arrived to the event, they were asked for consent after being further informed about
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the data collection. They were allowed to choose which sensors to wear (microphone,
accelerometer, or both) or to not participate in the data collection. They were informed
about a clearly-delimited video zone where they would be recorded by our video cameras.
Of about 100 attendees, 43 consented to wearing sensors. This process was approved by
the ethics board of the university beforehand.

During the event, most of the interaction consisted of free-standing conversation.
Participants were free to move around and talk as they pleased, and they were video-
recorded when inside the video zone. Because most participants were acquainted with each
other and this was a special event commemorating an anniversary of their organization,
conversations were mostly friendly and sporadic.

Participants.
43 participants took part in the data collection. Of them, 20 were male and 23 female.

Sensor setup.
We collected data using the following sensors:

• A custom-made wearable accelerometer sensor hung around the neck and rested on
the chest like a smart ID badge.

• Lavalier microphones attached to the face to record speaking activity. Microphones
were attached to a Sennheiser SK2000 transmitter. Audio was recorded at 48kHz.

• 12 overhead cameras and four side-elevated cameras were placed above and in the
corners of a video zone. In this work, we only make use of the side elevated cameras.

Because many participants chose to only wear one of the sensors or to not enter
the video zone, and because of the malfunction of some of our wearable devices, not all
modalities were available for all participants. Table 3.1 shows the dataset statistics, where
17 out of a possible 43 participants had data from both modalities available to them. This
highlights the challenges with capturing in-the-wild data where participants can choose
what data to provide. However, we can be more confident of the realism of the data
compared to more controlled settings.

Data Analysis
The main goal of this work is to investigate the feasibility of a multimodal approach
for speaking status detection in crowded settings, where the video stream is based on
pose estimation and the wearable acceleration stream is a complementary modality. In
this section, we detail the data preparation process, including obtaining speaking status
annotations, detecting and tracking poses, and creating the dataset of speaking and non-
speaking examples.

Our recordings included periods in which the participants were expected to attend to
a speaker or listen to a performance. We used the video modality to manually find and
eliminate such segments, as they deviate from our setting of interest.
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Figure 3.6: Example of our speaking status detections showing the audio waveform and VAD binary predictions
for two data segments. In the first case, the speaker takes few pauses, in the second it is back-channeling to its
interlocutor.

Table 3.1: Statistics of our speaking status dataset. The number of positive examples appears in parentheses.

Modalities Participants Num. Examples Hours
Video 24 18639 (10635) 15.53
Video & Acceleration 17 12309 (7695) 10.26

3.4.2 Automatic speaking status annotation
Due to the availability of high-quality audio recordings of our subjects, we first explored
the automatic annotation of speaking activity via voice activity detection (VAD) algorithms.
Due to the closeness to the mouth of our head-worn microphones, there was a significant
difference in energy between the speech of the speaker and background speech. The
presence of background noise, however, poses a challenge for VAD.

We first investigated the feasibility of using pre-trained neural models, trained on both
the AMI dataset, and the more diverse and challenging DIHARD dataset [237], through the
pyannote.audio package [238, 239]. However, we found these methods to be too sensitive
for our use case, detecting most background speech with high confidence.

Therefore, we relied on the rVAD method for robust voice activity detection [240].
rVAD relies on pitch detection, applies several de-noising passes, and directly accounts for
signal energy differences in segmentation of the speech signal. We used the full version of
the rVAD detector to produce binary speaking status outputs for our participant recordings
at 100Hz. We found this method to reliably segment speaker voice activity from background
noises. Figure 3.6 shows an example of two output segmentations.

3.4.3 Realvad dataset
We also test on the Realvad dataset presented in [227]. Although this dataset has sig-
nificantly less cross-contamination, we are also interested in testing our approach on a
dataset where body parts are more consistently visible, to better understand their relative
importance as indicators of speaking. Furthermore, frontal shots like those in Realvad are
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common, and we wish to understand how the performance of the method changes under
such condition.

3.4.4 Data pre-processing
For our experiments, we split the obtained tracks and accelerometer readings in 3-second
segments, each constituting one data sample. We did so because previous work has found
windows of 3s to be maximally informative in speaking status detection tasks [81]. We
labeled examples using a threshold on the fraction of positive VAD labels in the segment.
Rather than using majority voting (0.5 threshold), we opted for a more aggressive threshold
of 0.25 that would label most examples with speech activity as positives, which resulted in
a more balanced dataset. Table 3.1 shows the label statistics.

3.5 Experiments
We extract dense trajectories with a length of 𝐿 = 15 and a sampling stride of𝑊 = 5. These
settings were found to be optimal in the original paper on dense trajectories [211] and
have been used as standard in more recent work [212, 216].

We train the GMM using a sample of 100000 trajectories, to which we apply Principal
Component Analysis (PCA) preserving 95% of the variance and whitening. We set 𝐾 = 256
components for the GMM and apply power normalization (𝛼 = 0.5) and L2 normalization
to the Fisher vectors. All of these parameters and transformations were found to be
optimal across a variety of datasets in previous work on best practices for training Fisher
vector models [214]. We perform classification using a linear SVM with an L2 regularizer,
following the same literature [214]. Training was done via stochastic gradient descent
(SGD). The optimal regularization parameter was found via cross-validation.

We tuned the hyperparameters 𝑅𝑗 of our pose-aligned trajectories approach via experi-
ments on a small subset of data. Intuitively, these parameters determine the radius around
each body keypoint from which trajectories are sampled. For simplicity, we considered
𝑅𝑗 = 𝑅∀𝑗 (ie. the same radius is considered around every keypoint) and tested a set of 5
parameter settings (which we determined visually from data samples) on the held-out set
via 4-fold cross-validation, which led us to a setting for 𝑅.

For the acceleration stream, we train the network using a binary cross-entropy loss
and the Adam optimizer. Late fusion is performed by training a logistic regressor without
regularization on the output scores of both modalities.

We evaluate all models via 10-fold cross-validation. How the data is split is relevant
in our case. A person-level cross-validation split would be ideal to avoid significant
dependencies between examples in the training and test sets. Due to the low number of
participants, however, we opted for a split where every person-camera combination is
considered one group, such that examples of the same person viewed from the same camera
are always put together in either the train or the test set.

We use the area under the ROC curve (AUC) as the main evaluation metric as it quanti-
fies the ability of the method to separate positive and negative labels in the output space
while being robust against dataset imbalance. We use Platt scaling to obtain probability
scores from the SVM outputs.
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Table 3.2: Results of 10-fold cross-validated experiments comparing our pose-based selection method with other
methods based on dense trajectories. FV stands for Fisher Vectors.

Method Trajectories / example AUC
FV - Full 1550.18 (1069.01) 0.686 (0.015)
FV - Sampled 527.71 (345.93) 0.678 (0.019)
FV - UpperBody 619.67 (519.31) 0.713 (0.016)
FV - HandsAndHead 522.98 (458.82) 0.715 (0.020)

3.5.1 Pose-based filtering
We start by analyzing the effect that pose-aligned trajectory selection has on speaking
status detection. Previous work [80] has shown that hands and arms produce informative
trajectories for speaking status detection. We hypothesized that selecting trajectories
around skeleton keypoints will result in a more informative, less noisy set of trajectories
that will achieve greater generalization.

To test the improvement obtained from trajectory selection, we compared our method
with a traditional bounding box approach. A sample’s bounding box was obtained from
the pose tracks by computing the smallest box that contains the subject’s skeleton. For
consistency, we computed bounding boxes for the upper body only, given the frequent
occlusion of the lower body. A padding scaled using 𝐴 (see section 3.3.1) was added such
that the subjects’ upper body would be contained in the bounding box.

Table 3.2 shows the results and the number of trajectories used by each method. It
indicates that our method improves over the baseline despite using only a subset of trajec-
tories. We test two variants of our method. In the first one (FV - UpperBody) we extract
trajectories around all upper body keypoints as presented in section 3.3.1. In the second
(FV - HandsAndHead) we select trajectories only around the head keypoint, and both wrist
keypoints. Interestingly, this last method delivers the best results, while using only 34% of
the original trajectories on average. Both methods improve over the baseline (FV-Full) by a
significant margin. As an extra reference, we add a FV-Sampled method which corresponds
to random sampling of the trajectories with probability 𝑝 = 0.34, such that each example
has on average the same number as selected by our method.

Role of cross-contamination
Since the initial motivation of our method is to avoid cross-contamination in a crowded
setting, we further investigated its role in our results. To this end, we gave every example
a cross-contamination score. First, for a target bounding box 𝐵 in frame 𝑛, we compute its
cross-contamination score as:

𝐶𝐶𝑛
𝐵 = ∑𝑖 𝐼 𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛(𝐵,𝐵𝑛𝑖 )

𝐴𝑟𝑒𝑎(𝐵)
where 𝐵𝑛𝑖 is the bounding box of pose 𝑖 in frame 𝑛. The score is the ratio between the
intersection of the target pose’s bounding box with all other detected poses’ bounding
boxes and the area of the target bounding box. To obtain an example-level score we took
the median of its frame scores to remove the effect of outliers due to differences in the
estimated poses.
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Figure 3.7: Left: AUC scores as a function of the cross-contamination score. Right: change in AUC scores with
the number of trajectories in the example.

Figure 3.8: Some examples of cross-contamination.

While this is not a perfect measure of cross-contamination, in our experiments we
found this measure to consistently assign high scores to segments in which the target
was significantly occluded by another person, and decrease with less severe cases of
cross-contamination.

Figure 3.7 shows the results of plotting the ROC AUC score as a function of the cross-
contamination score. Here, it can be seen that our method is especially stable regardless of
cross-contamination level, while a bounding box is inevitably affected by it. Interestingly,
the model considering only hands and head is significantly more robust than the one
considering all upper body keypoints. The number of trajectories in the example is also
shown to have an influence, with examples with few trajectories being more frequently
misclassified.

Figure 3.8 shows some examples of segments with high cross-contamination scores
where the target subject’s interlocutor occludes the subject’s body. Points indicate the
origin of a trajectory, with green points indicating trajectories selected by our method and
white ones being discarded. In the third case, our method avoids significant contamination
from the target’s interlocutor due to occlusion.

Role of body parts and descriptors
In this section, we evaluate the relative importance of different body parts in the results
obtained, using our dataset and the Realvad dataset. Because of the results of the previous
section, indicating that the method works equally well with only hand and head keypoints,
we evaluate only on these keypoints.
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Table 3.3: AUC results of 10-fold cross-validated experiments comparing the effect of using only information from
hand or head keypoints. excl. indicates that examples without the corresponding body part have been excluded
from the computation.

Descriptors
Dataset Body part Trajectory HOG HOF MBH All

FreeStanding

Head .6751 .6958 .6556 .7018 .7438
Head (excl.) .6407 .7056 .6580 .7138 .7467
Hands .5835 .5927 .5974 .6123 .5865
Hands (excl.) .5620 .5288 .5755 .5842 .6015
Hands&Head .6834 .6965 .6680 .7163 .7372
Hands&Head (excl.) .6648 .7138 .6717 .7177 .7484

Realvad
Head .7980 .7464 .8115 .8521 .8017
Hands .8230 .7681 .8334 .8332 .8475
Hands&Head .8650 .7876 .8537 .8970 .8743

Table 3.3 shows the results of an ablation study where we remove features from either
the hands or the head. We also reduce the descriptor set by only taking HOG, HOF or
MBH descriptors for all trajectories. This effectively reduces the dimensionality of the
Fisher vectors. We are most interested in the method’s performance when all features
are used. The method using only head trajectories had in some cases better performance.
The differences between head-only and head-and-hands methods are however statistically
insignificant. The results did show that the hand movement information is less important,
with a nearly 10% difference in most cases.

The situation differs for the Realvad dataset, where both hands and head are similarly
informative. The higher scores compared to the freestanding dataset can be explained
by the setting, where people are sitting and relatively close to the camera. Interestingly,
the classifier with only MBH features performed better than when all features were used,
possibly due to the influence of MBH features from the head. Inspection of the data revealed
a possible reason for hands and head having similar influence: in Realvad listeners tended
to keep their hands on their laps (or otherwise completely still) most of the time, while the
current speaker would frequently make hand gestures. Overall, however, it stands out that
head movements are a strong predictor across both datasets.

Therefore, we conclude that the success of the filtering approach is driven mainly by
information fromhead trajectories. This can be explained by the fact that in our freestanding
dataset hands are more frequently occluded, especially behind the body depending on the
person’s orientation. To understand how occlusion of the hands affects the results, we also
computed AUC scores excluding examples where the hands and/or head are not visible.
These results are indicated with excl. in table 3.3 and they show that the performance
improvement is mild even when considering only examples where the body part is visible.
This strongly suggests that the head area contains most of the information relevant to
speaking status detection.
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Figure 3.9: AUC scores using different GMM sizes.

Table 3.4: Results of 10-fold cross-validated experiments comparing our 1-D CNN acceleration-based method
with previous work.

Method AUC
PSD + Logistic Regression 0.698 (0.025)
1D-CNN 0.738 (0.029)

Sensitivity analysis of parameters
We perform a sensitivity analysis to understand the importance of different hyperparame-
ters in model performance. We keep the dense trajectory hyperparameters fixed following
the standards of previous literature, which have found them to be close to optimal for
different datasets. We focus on the filtering and Fisher vector hyperparameters. We start
by experimenting with the GMM size 𝐾 .

Figure 3.9 shows the AUC scores obtained for different numbers of components in the
GMM. We show GMM sizes between 4 and 16 because this is where we could observe
the most variation. GMM sizes greater than 16 resulted in no significant increase in
performance, indicating that the method can be simplified further by using a GMM smaller
than the standard 256. This indicates that features likely follow a distribution with few
modes. This can be the case in our dataset due to its uniform setting, in contrast with
the diversity of settings, backgrounds, subjects, and even video qualities present in action
recognition datasets.

3.5.2 Multimodal speaking status detection
Table 3.4 shows the results of our speaking status detection method compared with previous
work. We compare with a baseline consisting of augmenting the acceleration signal with the
magnitude and absolute value of each axis, followed by the computation of a power spectral
density (PSD), binned into 8 logarithmically spaced bins. We follow the implementation
detailed in previous work, including classification using a logistic regressor [81]. We did
not compare with the personalized models proposed in such work due to the very low
number of participants in our dataset. The logistic regressor hyperparameter 𝐶 was tuned
in a nested cross-validation loop.
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Table 3.5: Results of 10-fold cross-validated experiments on our multimodal fusion approach.

Method AUC
FV - HandsAndHead 0.720 (0.031)
1-D CNN 0.738 (0.029)
Multimodal 0.763 (0.027)

The results in table 3.4 indicate that our 1-D CNN outperforms previous work. This is
no surprise given that a CNN can learn complex features directly from the signal.

Table 3.5 shows the results of our multimodal approach with late fusion. These experi-
ments are run only on the subset of the examples with both video and accelerometer data.
Results suggest that both modalities indeed have a high degree of complementarity.

3.6 Limitations and future work
There are several limitations of our work that we consider important to discuss.

First and foremost, although we showed that automatic pose estimation methods are
viable for person localization, it is also true that the extracted poses are not always reliable.
The camera angle, illumination, and occlusion can significantly affect the quality of the pose
estimation step. Our approach is not robust against mistakes by the pose estimator. This
can potentially be improved through trajectory weighting instead of selection. In weighting,
trajectories close to skeleton keypoints are weighted more than trajectories far from the
keypoints. In this way, when few of the visible body keypoints are found by the pose
estimator, the method falls back to considering most trajectories with similar importance.
However, this method has the disadvantage of introducing some noise trajectories which
could potentially offset its benefits. We are similarly interested in the utility of person
instance segmentation methods in this step, but improvements in the quality and speed of
such methods are necessary.

Second, our method requires the extraction of dense trajectories. While dense trajecto-
ries are still an excellent option due to their speed, performance, and easy parallelization
of both extraction and processing with methods like Fisher Vectors, they have some clear
drawbacks against neural-based approaches like their large and variable space require-
ments, and the inability to learn their parameters. Although not the primary goal of our
work, we observed that one drawback of dense trajectories in this task in particular comes
from the filtering of trajectories that are too static. This is necessary with dense trajectories
to prevent an explosion in the number of trajectories but means that subtle cues related to
speaking, like slight head or mouth movements, might be filtered out, leaving the method
with no information in cases when there is no long-range movement of the limbs or body.
For these reasons, we are interested in future work which combines these ideas with neural
approaches, in an attempt to understand the importance of such subtle cues.

Regarding the acceleration modality, due to the low dimensionality of the input, we
think there is little benefit to be obtained from larger models. We believe future research
on using this modality for speaking status detection should explore using more and higher
frequency sensors. Research suggests that wrist and chest-worn sensors can be informative



3

64 3 No-audio speaking status detection via pose-based filtering and wearable acceleration

of speaking status while remaining relatively unobtrusive and privacy-preserving. Regar-
ding modality fusion, we are interested in exploring smarter fusion approaches based on
the observation that acceleration should have more influence in the prediction when the
information available to the video stream is low.

3.7 Conclusions
In this work, we presented a multimodal method combining wearable sensors with a
pose-based video approach for speaking status detection in crowded settings, where the
video modality can be severely affected by occlusion and cross-contamination.

Using a dataset collected in the wild and annotated automatically for speaking status
using high-quality voice recordings, we showed that pose detections from a state-of-the-art
method are not only viable for person detection and tracking in a crowded scene, but that
leveraging pose information in the action recognition stage improved performance while at
the same time reducing the number of local features considered by the action recognition
stage. This indicates a less noisy, more informative representation. The analysis of our
method revealed that it is in cases of occlusion that our method improves over the holistic
approach, underscoring the advantage of using poses for person localization in a crowded
scene.

Finally, the significantly improved performance of the multimodal approach indicated
that the video and acceleration modalities were complimentary.

We hope these results will help inspire and adapt similar approaches for improving the
quality and speed with which machines can understand a crowded scene while reducing
human and computational time expenses.
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4
ConfLab: a data collection

concept, dataset, and
benchmark for machine

analysis of free-standing
social interactions in the

wild

Recording the dynamics of unscripted human interactions in the wild is challenging due to
the delicate trade-offs between several factors: participant privacy, ecological validity, data
fidelity, and logistical overheads. To address these, following a datasets for the community
by the community ethos, we propose the Conference Living Lab (ConfLab): a new concept
for multimodal multisensor data collection of in-the-wild free-standing social conversations.
For the first instantiation of ConfLab described here, we organized a real-life professional
networking event at a major international conference. Involving 48 conference attendees, the
dataset captures a diverse mix of status, acquaintance, and networking motivations. Our
capture setup improves upon the data fidelity of prior in-the-wild datasets while retaining
privacy sensitivity: 8 videos (1920 × 1080,60 fps) from a non-invasive overhead view, and
custom wearable sensors with onboard recording of body motion (full 9-axis IMU), privacy-
preserving low-frequency audio (1250 Hz), and Bluetooth-based proximity. Additionally, we
developed custom solutions for distributed hardware synchronization at acquisition and time-
efficient continuous annotation of body keypoints and actions at high sampling rates. Our
benchmarks showcase some of the open research tasks related to in-the-wild privacy-preserving
social data analysis: keypoints detection from overhead camera views, skeleton-based no-audio
speaker detection, and F-formation detection.
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Figure 4.1: Snapshot of the interaction area from our cameras. We annotated only cameras highlighted with
red borders (high scene overlap). For a clearer visual impression of the scene, we omit cameras 1 (few people
recorded) and 5 (failed early in the event). Faces blurred to preserve privacy.

4.1 Introduction
A crucial challenge towards developing artificial socially intelligent systems is understan-
ding how real-life situational contexts affect social human behavior [241]. Social science
findings indeed show that the dynamics of how we conduct daily interactions vary signi-
ficantly depending on the social situation [242–244]. Unfortunately, such dynamics are
not adequately captured by many data collection setups where role-played or scripted
scenarios are typical [245].

In this paper, we address the problem of collecting a privacy-sensitive dataset of unscrip-
ted social dynamics of real-life relationships where encounters can influence someone’s
daily life. We argue that doing so requires recording these exchanges in the natural eco-
logy, requiring an approach different from the typical setup of locally organized studies.
Specifically, we focus on free-standing interactions within the setting of an international
conference (see Figure 4.1).

Recording an international community in its natural habitat is characterized by several
intersecting challenges: an intrinsic trade-off exists between data fidelity, ecological validity,
and privacy preservation. For ecological validity, a non-invasive capture setup is essential
for mitigating any influence on behavior naturalness [247–249]. The most common solution
involves mounting cameras from aerial perspectives such as top-down [89, 90] and elevated-
side views [88, 94, 250]. Now elevated-side views make it easy to capture sensitive personal
information such as faces, which leads to several ethical concerns. For instance, capturing
faces has been related to harmful downstream surveillance applications [251]. Besides,
state-of-the-art (SOTA) body-keypoint estimation techniques perform poorly on aerial
perspectives [89, 252], making the extraction of automatic pose annotations challenging

Figure 4.2: Frequency of newcomer/veteran participants (left) and re-
ported research interests (right).

Figure 4.3: Keypoint detection using pre-
trained RSN [246]. Additional SOTA re-
sults are in Appendix 4.F.1
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(Figure 4.3). To avoid such issues, some researchers have turned to more privacy-preserving
wearable sensors shown to benefit many behavior analysis tasks [81, 198, 249].

In all, the closest related datasets (see Table 4.1) suffer from several technical limitations
precluding the analysis and modeling of fine-grained social behavior: (i) lack of articulated
pose annotations; (ii) a limited number of people in the scene, preventing complex interac-
tions such as group splitting/merging behaviors, and (iii) an inadequate data sampling-rate
and synchronization-latency to study time-sensitive social phenomena [253, Sec. 3.3].

To address all these limitations, we propose the Conference Living Lab (ConfLab): a
new concept for multimodal multisensor data collection of ecologically valid social settings.
From the first instantiation of ConfLab, we provide a high-fidelity dataset of 48 participants
at a professional networking event.

Methodological Contributions: We describe a data collection design that captures a
diverse mix of real levels of seniority, acquaintance, affiliation, and motivation to network
(see Figure 4.2). This was achieved by organizing ConfLab as part of a major internatio-
nal scientific conference. ConfLab had these goals: (i) a data collection effort following
a by the community for the community ethos: the more volunteers, the more data, (ii)
volunteers who potentially use the data can experience first-hand potential privacy and
ethical considerations related to sharing their own data, (iii) in light of recent data sourcing
issues [251, 254], we incorporated privacy and invasiveness considerations directly into
the decision-making process regarding sensor type, positioning, and sample-rates.

Technical Contributions: (i) aerial-view articulated pose: our annotations of 17 full-
body keypoints enable improvements in (a) pose estimation and tracking, (b) pose-based
recognition of social actions (under-explored in the top-down perspective), (c) pose-based
F-formation estimation (has not been possible from prior work [90, 91, 255, 256]), and (d)
the direct study of interaction dynamics using full body poses (previously limited to lab
settings [257]). (ii) subtle body dynamics: we are the first to use a full 9-axis Inertial
Measurement Unit (IMU) enabling a richer representation of behavior at higher sample
rates; previous rates were found to be insufficient for downstream tasks [81]. (iii) enabling
finer temporal-scale research questions: a sub-second crossmodal latency of ∼ 13 ms
along with higher sampling rate of features (60 fps video, 56 Hz IMU) opens the gateway
for the in-the-wild study of nuanced time-sensitive social behaviors like mimicry and
synchrony.

4.2 Related work
Early datasets of in-the-wild social events either spanned only a few minutes (e.g. Coffee
Break [94]), or were recorded at such a large distance from the participants that performing
robust, automated person detection or tracking with SOTA approaches was non-trivial (e.g.
Idiap Poster Data [90]). More recently, two different strategies have emerged to circumvent
such issues.

One approach involves fully instrumented labs with a high-resolution multi-camera
setup for video and audio data. Here automatic detectors [257, 259, 260] could be applied to
obtain poses. This circumvents the cost- and labor-intensive process of manually labeling
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Table 4.1: Comparison of ConfLab with prior datasets of free-standing conversation groups in in-the-wild social
interaction settings. N: number of people in the recorded scene. Conflab is the first and only social interaction
dataset that offers skeletal keypoints and speaking status at high annotation resolution, as well as hardware
synchronized camera and multimodal wearable signals at high resolution.

Dataset N Video Manual Annotations Wearable Signals Synchronization

Cocktail [250]† 7 512×384 F-formations
(20 and 30 min, 1/5 Hz) None Unknown

CoffeeBreak [94] 14 1440×1080 F-formations
(130 frames in two sequences) None None

IDIAP [90] > 50
180 min;
654×439
20 fps

F-formations
(82 independent frames) None None

SALSA [88]† 18
60 min;
1024×768
15 fps

Bounding boxes (30 min)
Head & body ori. (30 min)
F-formations (60 min)
(all 1/3 Hz)

Audio MFCCs (30 Hz)
Acceleration (20 Hz)
IR proximity (1 Hz)

Post-hoc infrared
event-based

MnM [89]† 32
30 min;

1920×1080
30 fps

Bounding boxes (30 min, 1 Hz ‡ )
F-formations (10 min, 1 Hz )
Actions (45 min, 1 Hz‡)

Accelerometer (20 Hz)
Radio proximity (1 Hz)

Wearable sync via
gossiping protocol;
Manual inter-modal
sync @1 Hz res.

ConfLab 48
∼ 45 min;
1920×1080
𝟔𝟎 fps

𝟏𝟕 keypoints (𝟏𝟔 min, 𝟔𝟎 Hz)
F-formations (16 min, 1 Hz)
Speaking status (𝟏𝟔 min, 𝟔𝟎 Hz)

Low-freq. audio (𝟏𝟐𝟓𝟎 Hz)
BT proximity (𝟓 Hz)
𝟗-axis IMU (𝟓𝟔 Hz)

Hardware sync at
acquisition, max
latency ∼ 𝟏𝟑 ms [253]

† Includes self-assessed personality ratings ‡ Upsampled to 20 Hz using Vatic [258] BT: Bluetooth IMU: Inertial
Measurement Unit

head poses, at the cost of less portable sensing setups. Notable examples of such in-the-lab
studies include seated scenarios, such as the AMI meeting corpus [109], and more recently
standing scenarios like the Panoptic Dataset [257]. Both enable the learning of multimodal
behavioral dynamics. However, the dynamics of seated, scripted, or role-playing scenarios
are different from that of an unconstrained social setting such as ours. In contrast, ConfLab
moves out of the lab with a more modular and portable multimodal, multisensor solution
that scales easily in the wild.

Another approach exploited wearable sensor data to allow for multimodal proces-
sing—sensors included 3 or 6 DOF inertial measurement units (IMU); infrared, Bluetooth,
or radio sensors to measure proximity; or microphones for speech behavior [88, 89]. While
proximity has been used as a proxy of face-to-face interaction [88, 261–264], recent findings
highlight significant problems with such an assumption [265]. Such errors can have a
significant impact on the machine-perceived experience of an individual, precluding the
development of personalized technology. Chalcedony badges used by [89] show more
promising results with a radio-based proximity sensor and accelerometer [266], but such
data remains insufficient for more downstream tasks due to the relatively low sample
(20Hz) and annotation (1Hz) frequency [81]. In light of these challenges in wearable sen-
sing, ConfLab features custom-developed Midge sensors that enable more flexible and
fine-grained on-device recording. At the same time, ConfLab enables researchers in the
wearable and ubiquitous computing communities to investigate the benefit of exploiting
wearable and multimodal data.

Furthermore, while both SALSA [88] and MatchNMingle [89] capture a multimodal
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dataset of a large group of individuals involved in mingling behavior, the inter-modal
synchronization is only guaranteed at 1/3 Hz and 1 Hz, respectively. Prior works coped with
lower tolerances by computing summary statistics over input windows [80, 81, 128]. While
1 Hz can capture some conversation dynamics [267], it is insufficient to study fine-grained
social phenomena such as back-channeling or mimicry that involve far lower latencies
[253, Sec. 3.3]. ConfLab provides data streams with higher sampling rates, synchronized at
acquisition with our method shown to yield a 13 ms latency at worst [253] (see Sec. 4.3).
Table 4.1 summarizes the differences between ConfLab and other related datasets.

4.3 Data acqisition
In this section we describe the considerations, design, and supporting community engage-
ment activities for the first instantiation of ConfLab at ACM Multimedia 2019 (MM’19), to
serve as a template and case study for other similar efforts.

Ecological Validity and Recruitment An often-overlooked but crucial aspect of in-
the-wild data collection is the design and ecological validity of the interaction setting
[247–249]. To capture natural interactions in a professional setting and encourage mixed
levels of status, acquaintance, and motivations to network, we co-designed a networking
event with the MM’19 organizers called Meet the Chairs! Our event website (https://
conflab.ewi.tudelft.nl/) served to inform participants about the goals of a community-
created dataset, and transparently describe the data collection process (Figure 4.4). During
the conference, participants were recruited via word-of-mouth marketing, social media,
conference announcements, and the event website. As an additional incentive beyond
interacting with the Chairs and participating in a community-driven data endeavor, we
provided attendees with post-hoc insights into their networking behavior from the collected
wearable sensors data. See Supplementary material for a sample participant report.

Privacy and Ethics The collection and sharing of ConfLab is GDPR compliant. The da-
taset design and process were approved by the Human Research Ethics Committee (HREC)
at our institution (TU Delft) and by the conference location’s national authorities (France).
When registering, all participants provided consent for the recording and sharing of their
data. (See the Datasheet in the Appendix for the consent form.) Given the involvement of
private human data, ConfLab is only available for academic research purposes under an
End User License Agreement. Such an as open as possible and as closed as necessary ethos

Figure 4.4: Screenshots from the ConfLab: Meet the Chairs! event website Figure 4.5: The Midge
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Figure 4.6: Comparing the top-down (top-left, camera 4) and elevated-side camera views (rest). Note how the
top-down view is better at mitigating the capture of faces and suffers from fewer occlusions. This allows for a
clearer capture of gestures and lower extremities for the most number of people while also preserving privacy.

for open science acknowledges the limitation that personal data places on open sharing
[268, 269].

Data capture setup Our goal while designing the capture setup was to find the best
trade-off between maximizing data fidelity and interfering with the naturalness of the
interaction (ecological validity) or violating participant privacy (ethical considerations).
Through discussions with the HREC and General Chairs of MM’19 we decided to mitigate
the capture of faces, which constitute one of the most sensitive personally-identifiable
features. Avoiding the inclusion of faces serves two purposes. First, it safeguards against
misuse in downstream tasks with potential negative societal impacts such as harmful
surveillance. Such issues have led to the retraction of some person re-identification datasets
[251]. Second, it protects the participants who are part of a real research community; since
the dataset does not involve role-playing or scripted conversations, the dataset contains
their actual behavior. Consequently, we chose an aerial perspective for the video modality
(see Figuur 4.6). The 10 m × 5 m interaction area was recorded by 14 GoPro Hero 7 Black
cameras (60fps, 1080p, Linear, NTSC) [270]. 10 of these were placed directly overhead at
a height of ∼ 3.5 m at 1 m intervals, with 4 cameras at the corners providing an elevated-
side-view perspective. (The HREC has suggested not sharing the elevated-side-view videos
due to the presence of faces.) For capturing multimodal data streams, we designed a
custom wearable multi-sensor pack called the Midge1 (see Figure 4.5 for a design render),
based on the open-source Rhythm Badge designed for office environments [102]. We
improved upon the Rhythm Badge to achieve more fine-grained and flexible data capture
(see Appendix 4.D). We designed the Midge in a conference badge form factor for seamless
integration. Unlike smartphones, wearable badges allow for a simple grab-and-go setup and
do not suffer from sensor/firmware differences across models. Popular human behavior
datasets are synchronized by maximizing similarity scores around manually identified
common events, such as infrared camera detections [88], or speech plosives [271]. While
recordings in lab settings can allow for fully wired recording setups, recording in the
1Documentation and schematics: https://github.com/TUDelft-SPC-Lab/spcl_midge_hardware
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wild requires a distributed wireless solution. We developed a solution to synchronize the
cameras and wearable sensors directly at acquisition while significantly lowering the cost
of the recording setup [253], making it easier for others to replicate our capture setup. See
Appendix 4.D for synchronization and calibration details, and Appendix 4.B for images of
the setup.

Data association and participant protocol One consideration for multimodal data
recording is the data association problem—how can pixels corresponding to an individual
be linked to their other data streams? To this end, we designed a participant registration
protocol. Arriving participants were greeted and fitted with a Midge. The ID of the Midge
acted as the participant’s identifier. One team member took a picture of the participant
while ensuring that both the face of the participant and the ID on the Midge were visible.
In practice, it is preferable to avoid this step by using a fully automated multimodal
association approach. However, this remains an open research challenge [272, 273]. During
the event, participants mingled freely—they were allowed to carry bags or use mobile
phones. Conference volunteers helped to fetch drinks for participants. Participants could
leave before the end of the one-hour session.

Replicating Data Collection Setup and Community Engagement After the event,
we gave a tutorial at MM’19 [274] to demonstrate how our collection setup could be
replicated, and to invite conference attendees and event participants to reflect on the
broader considerations surrounding privacy-preserving data capture, sharing, and future
directions such initiatives could take.

4.4 Data annotation
Continuous keypoint annotation Existing datasets of in-the-wild social interactions
have mainly focused on localizing subjects via bounding boxes [88, 89]. However, richer
information about the social dynamics such as gestures and changes in orientation cannot
be retrieved from bounding boxes alone and necessitates the labeling of multiple skeletal
keypoints. The typical approach to keypoint annotation involves using tools such as Vatic
[258] or CVAT [275] to manually label every 𝑁 frames followed by interpolating over
the rest of the frames. This one-frame-at-a-time annotation procedure makes obtaining
keypoint annotations a labor- and cost-intensive process. Moreover, interpolation fails to
capture the finer temporal dynamics of the underlying behavior, and reduces the benefits of
higher-framerate video capture. Limited by existing tools, no related dataset of in-the-wild
human behavior has included time-continuous pose or speaking status annotations.

In contrast, to overcome these issues we collected fine-grained time-continuous annota-
tions of keypoints via a web-based interface implemented as part of the Covfee framework
[110]. Here, annotators follow individual joints using their mouse or trackpad while
playing the video in their web browser. The playback speed of the video is automatically
adjusted using an optical-flow-based technique to enable annotators to follow keypoints
continuously without pausing the video. This design enabled easy keypoint labeling in
every video frame (60 Hz). We also incorporated a binary occlusion flag for every body
keypoint. Annotators simultaneously controlled this flag to indicate when a body joint
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(a) Keypoint annotation interface in covfee [110] (b) Gallery of identities (c) Occlusion

Figure 4.7: Illustration of the body keypoints annotation procedure: (a): our custom time continuous annotation
interface; (b): the gallery of person identities used by annotators to identify people in the scene (faces blurred);
and (c): the skeleton template with the fraction of occluded frames.

was not directly visible. Note that the flag is only an additional confidence indicator; we
asked the annotators to label the occluded keypoint using their best estimate of it being
within the frame. Our pilot study on the efficacy of Covfee compared to non-continuous
annotation via CVAT [275] is presented in [110]. For the pilot annotators, the continuous
annotation methodology resulted in a 3× speedup with statistically indifferent error rates.

We chose the top-down camera views for annotation since they suffer from fewer
occlusions than the elevated-side views, enabling improved capture of gestures and lower
extremities for more people (see Figuur 4.6). Given the overlap in the camera views, we
annotated keypoints in five of the ten overhead cameras (see Figuur 4.1). Note that the
same subject could be annotated in multiple cameras due to the overlap in even the five
annotated cameras. Videos were split into two-minute segments to ease the annotation
procedure. Each segment was annotated by one annotator by tracking the joints of all the
people in the scene.

Continuous speaking status annotations Speaking status is a key non-verbal cue for
many social interaction analysis tasks [276]. We annotated the binary speaking status of
every subject due to its importance as a key feature of social interaction [176, 198, 277–279]
and to contribute to the existing community who are working on this task [81, 226, 227].
Action annotations have traditionally been carried out using frame-wise techniques [89],
where annotators find the start and end frame of the action of interest using a graphical
interface. Given the speed enhancement of continuous annotation, we also annotated
speaking status via a continuous technique. We implemented a binary annotation interface
as part of Covfee [110]. We asked annotators to press a key when they perceived speaking
to be starting or ending. In a pilot study with two annotators, we measured a frame-
level agreement (Fleiss’ 𝜅) of 0.552, comparable to previous work [80]. Similar to [89],
the annotations were made by watching the video. We provided the annotators with all
overhead views to best capture visual behavior.

F-formation Annotations Identifying who is likely to have social influence on whom
is another important feature for analyzing social behavior. This is operationalized via the
theory of F-formations, which are groups of people arranging themselves to converse or
socially interact. Similar to prior datasets [88, 89, 250], F-formations group membership
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were annotated using an approximation of Kendon’s definition [280]. F-formation stands
for Facing formation, a socio-spatial arrangement where people have direct, easy, and
equal access while excluding the space from others in the surroundings. The arrangement
commonly maintains a convex space in the middle of all the participants (determined by the
location and orientation of their lower body). Other spatial arrangements (e.g., side-by-side,
L-shaped) are possible, especially for smaller-sized groups of people. Annotations were
labeled by one annotator at 1 Hz, following this definition. Since this is a largely objective
and common framework for defining F-formations, we deemed it sufficient to obtain one
set of annotations. Further, since F-formations may span camera views, we always used a
camera that captured each F-formation entirely for annotation.

4.5 Dataset statistics
Individual-level statistics Figuur 4.7c shows the average occlusion values we obtained
from annotators for each of the 17 keypoints. In Figuur 4.8a we show the distribution of
turn lengths in our speaking status annotations, for both newcomers and veterans, as per
their self-reported newcomer status to the conference. We defined a turn as a contiguous
segment of positively labeled speaking status, which resulted in a total of 4096 turns
annotated.

Group-level statistics We found 119 distinct F-formations of size greater than or equal to
two, and 38 instances of singletons. Of these, there are 14 F-formations and 2 singletons that
include member(s) using the mobile phone. The distributions for group size and duration
per group size are shown in Figuur 4.8b and Figuur 4.8c, respectively. Mean group duration
doesn’t seem to be influenced by group size although higher variations are seen at smaller
group sizes. The fraction of community newcomers (first-time attending the conference)

(a) speaking turn lengths (b) group size

(c) group duration (d) fraction of newcomers in groups

Figure 4.8: Data distributions for speaking status and conversation groups
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Table 4.2: Mask-RCNN results for person boun-
ding box detection and keypoint estimation.

Model
Person Detection Keypoint Estimation

AP50 AP AP75 APOKS50 APOKS APOKS75

R50-FPN 73.9 38.9 38.4 45.3 13.5 3.3 Figure 4.9: Predictions from the Mask-RCNNmodel; COCO
pretrained (left), and ConfLab finetuned (right).

in groups is summarized in the histogram in Figuur 4.8d. The figure demonstrates two
peaks on both sides of the spectrum (i.e., no newcomers vs. all newcomers in the same
group). This spread over mixed and non-mixed seniority presents opportunities to study
how acquaintance and seniority influence conversation dynamics.

4.6 Research tasks
We report experimental results on three baseline benchmark tasks: person and keypo-
ints detection, speaking status detection, and F-formation detection. The first task is a
fundamental building block for automatically analyzing human social behaviors. The
other two demonstrate how learned body keypoints can be used in the behavior analysis
pipeline. We chose these benchmarking tasks since they have been commonly studied
on other in-the-wild behavior datasets. Code for all benchmark tasks is available at:
https://github.com/TUDelft-SPC-Lab/conflab. See the Uses section of the Datasheet in the
Appendix for a discussion of the broader range of tasks ConfLab enables.

4.6.1 Person and keypoints detection
This benchmark involves the tasks of person detection (identifying bounding boxes) and
pose estimation (localizing skeletal keypoints). Since pre-trained SOTA methods struggle
with a privacy-sensitive top-down perspective [252] (also see Figure 4.3 and Appendix 4.F.1
for ConfLab results), we finetune COCO-pretrained models on our dataset. We used Mask-
RCNN [281] (Detectron2 framework [282] implementation) with a ResNet-50 backbone for
both tasks for benchmarking. Since keypoint annotations were made per camera, we used
four of the overhead cameras for training (Cameras 2, 4, 8, 10) and one for testing (Camera
6). Implementation details are available in Appendix 4.E.1.

Evaluation metrics We evaluated person-detection performance using the standard
metrics in the MS-COCO dataset paper [283]. We report average precision (AP) for intersec-
tion over union (IoU) thresholds of 0.50 and 0.75, and the mean AP from an IoU range from
0.50 to 0.95 in 0.05 increments. For keypoint detection, we use object keypoint similarity
(OKS) [283]. APOKS is a mean average precision for different OKS thresholds from 0.5 to
0.95.

Results and analyses Tabel 4.2 summarizes our person detection and joint estimation
results. Our baseline achieves 73.9 AP50 in detection and 45.3 APOKS50 in keypoint estimation.
Figure 4.9 shows qualitative results from our fine-tuned network. For further insight, we
performed several analyses and ablations. In Appendix Table 4.6, we depict the effect of
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varying the number of training samples on performance. For training, we use the same four
cameras and only vary the number of frames for each camera. We evaluate on the same
testing images from camera 6. We find that performance saturates at 16% training samples.
We next investigated the effect of increasing training data size by adding specific cameras
one at a time. We report results in Appendix Table 4.7. There is a 260% performance gain
when first doubling the training samples to 69 k with the addition of camera 4, and a
46% gain when adding another 43 k samples from camera 8. Finally, since the lower body
regions suffer from higher occlusion, we experiment with different sections of body for
further insight and report results in Appendix Table 4.8.

4.6.2 Speaking status detection
In real-life social settings, individual audio recordings can be hard to obtain due to privacy
concerns [101]. This has led to exploring other modalities to capture some of the motion
characteristics of speaking-related gestures [80, 128]. In this task, we explore the use of
body pose and wearable acceleration data for detecting the speaking status of a person in
the scene.

Setup We use the SOTA MS-G3D graph neural network for skeleton action recognition
[284], pre-trained on Kinetics Skeleton 400. For the acceleration modality, we evaluated
three time series classifiers, each of which we trained from scratch: 1D Resnet [285],
InceptionTime [285], and Minirocket [286]. We performed late fusion by averaging the
scores from both modalities. Like prior work [81, 128], the task was set up as a binary
classification problem. We divided our pose (skeleton) tracks into 3-second windows with
1.5 s overlap. A window was labeled positive if more than 50% of the continuous speaking
status labels within it were positive. This resulted in an imbalanced dataset of 42882
windows with 29.2% positive labels. Poses were pre-processed for training following [284].
Three of the keypoints (head, and feet tips) were discarded due to not being present in
Kinetics. We adapted the network by freezing all layers except for the last fully connected
layer and training for five extra epochs. Acceleration readings were not pre-processed,
other than by interpolating the original variable-sampling-rate signals to a fixed 50 Hz.

Evaluation Evaluation was carried out via 10-fold cross-validation at the subject level,
ensuring that no examples from the test subjects were used in training. We used the area
under the ROC curve (AUC) as main evaluation metric to account for the imbalance in the
labels.

Results The results in Table 4.3 indicate a better performance from the acceleration-
based methods. One possible reason for the lower performance of the pose-based methods
is the significant domain shift between Kinetics and Conflab, especially in the camera
viewpoint (frontal vs top-down). The acceleration performance is in line with previous
work [81]. Multimodal results were slightly higher than acceleration-only results, despite
our naive fusion approach, a possible point to improve in future work [287]. Experiments
with the rest of the IMU modalities are presented in Appendix 4.F.2.
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Table 4.3: ROC AUC and accuracy of skeleton-based,
acceleration-based and multimodal speaking status de-
tection (10-fold cross-validation).

Modality Model AUC Acc.

Pose MS-G3D [288] 0.676 0.677

Acceleration
InceptionTime [285] 0.798 0.768
Resnet 1D [285] 0.801 0.767
Minirocket [286] 0.813 0.768

Multimodal MS-G3D + Minirocket 0.823 0.775

Table 4.4: Average F1 scores for F-formation detection
comparing GTCG [256] and GCFF [289] with the ef-
fect of different threshold and orientations (standard
deviation in parenthesis).

GTCG GCFF
T=2/3 T=1 T=2/3 T=1

Head 0.51 (0.09) 0.40 (0.12) 0.47 (0.07) 0.31 (0.23)
Shoulder 0.46 (0.11) 0.38 (0.11) 0.56 (0.25) 0.36 (0.16)
Hip 0.45 (0.10) 0.37 (0.12) 0.39 (0.06) 0.25 (0.11)

4.6.3 F-formation detection
Setup Like prior work [90, 91, 255, 256], we operationalize interaction groups using
the framework of F-formations [280]. We provide performance results for F-formation
detection using GTCG [256] and GCFF [289] as a baseline. Recent deep learning methods
such as DANTE [255] are not directly applicable since they depend on knowing the number
of people in the scene, which is variable for ConfLab. We used pre-trainedmodel parameters
(reported in the original GTCG and GCFF papers on the Cocktail Party dataset [250]) and
tuned a subset of parameters more relevant to ConfLab attributes on camera 6. More details
can be found in Appendix 4.E.2. We derive three different sets of orientation features from
(i) head, (ii) shoulder and (iii) hip keypoints.

Evaluation metrics We use the standard F1 score as evaluation metric for group de-
tection [256, 289]. A group is correctly estimated (true positive) if at least ⌈T ∗ |G|⌉ of the
members of group G are correctly identified, and no more than 1− ⌈T ∗ |G|⌉ is incorrectly
identified, where T is the tolerance threshold. We report results for 𝑇 = 2

3 and 𝑇 = 1 (more
strict threshold) in Table 4.4.

Results We show that different results are obtained using different sources of orientati-
ons. Different occlusion levels in keypoints due to camera viewpoint may have affected
performance. Another factor influencing model performance is that F-formations (which
are driven by lower-body orientations [280]) may have multiple conversation floors [278].
Floors are characterized by coordinated speaker turn-taking patterns and influence the
head orientations within the group.

4.7 Conclusion and discussion
ConfLab contributes a new concept for real-life data collection in the wild and captures a
high-fidelity dataset of mixed levels of acquaintance, seniority, and personal motivations.

ConfLab: the dataset We improved upon prior work by providing higher resolution,
fidelity, and synchronization across sensor networks. We also carefully designed our social
interaction setup to enable a diverse mix of seniority, acquaintanceship, and motivations
for mingling. The result is a rich set of 17 body-keypoint annotations of 48 people at 60 Hz
from overhead cameras for developing more robust estimation of keypoints, speaking
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status, and F-formations for further analyses of more complex socio-relational phenomena.
Our benchmark results for these tasks highlight how the improved fidelity of ConfLab can
assist in the development of more robust methods for these key tasks. We hope that models
trained on ConfLab for localizing keypoints would fill the gap in the cue extraction pipeline,
enabling past datasets [89, 90] without articulated pose data to be reinvigorated; this would
open the floodgates for more robust analysis of the social phenomena labeled in these
other datasets. Finally, our baseline social tasks form the basis for further explorations into
downstream prediction tasks of socially-related constructs such as conversation quality
[290] , dominance [279], rapport [277], influence [291] etc.

ConfLab: the data collection concept To relate an individual’s behaviors to trends
within their social network, further iterations of ConfLab are needed. These iterations
would enable the study of behavioral patterns at different timescales, including multiple
interactions in one day, multiple days at a conference, or across distinct conferences. This
paper serves as a template for such future ventures. We hope that if the idea of a conference
as a living lab gains traction, the effort and cost of data collection can be amortized across
different research groups, even involving support from the conference organizers. This
data by the community for the community ethos can enable the generation of a corpus of
related datasets enabling new research questions.

Societal impact ConfLab’s long-term vision is to develop technology to assist individuals
in navigating social interactions. In this work we have identified choices that maximize
data fidelity while upholding ethical best practices: an overhead camera perspective that
mitigates identifying faces, recording audio at a low frequency, and using non-intrusive
wearable sensors matching a conference badge form factor. We argue this is an essential
step towards a long-term goal of developing personalized and socially aware technologies
that enhance social experiences. At the same time, such interventions could also affect a
community in unintended ways: worsened social satisfaction, lack of agency, stereotyping;
or benefit only the members of the community who make use of resulting applications at
the expense of the rest. More nefarious uses involve exploiting the data to develop methods
that harmfully surveil or profile people. Researchers must consider such inadvertent effects
while developing downstream applications. Finally, since we recorded the dataset at a
scientific conference and required voluntary participation, there is an implicit selection
bias in the population represented in the data. Researchers should be aware that insights
resulting from the data may not generalize to the general population.

Empowering users through an agentist rather than structurist approach The
analysis of human behavior in social settings has classically taken a more top-down
perspective. For instance, the analysis of situated interactions (via only proximity networks)
has provided insight into the process of making science in the field of Meta Science
[292]. However, while social network science is a well-populated domain, it lacks a more
individualized measurement of social behavior: see more discussion of the structure vs.
agency debate [293]. Relying on the network science approach jeopardizes an individual’s
right to technologies that enable free will. We consider the agency in choosing such
technologies to be a form of individual harm avoidance. ConfLab provides access to more
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than just proximity data about social interactions, enabling the study of context-specific
social dynamics. These dynamics are uniquely dependent not only on the individual but
also the group they are interacting with [294]. We hope our highlighting of participatory
design practices and these value-sensitive design principles promotes social safety in
developing socially assistive technologies.
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Appendices
ConfLab: A Data Collection Concept, Dataset, and Benchmark for Machine Analysis of Free-Standing

Social Interactions in the Wild

4.A Hosting, licensing, and organization
The dataset is hosted by 4TU.ResearchData, available at https://doi.org/10.4121/c.6034313.

The dataset itself is available under restricted access defined by an End-User Li-
cense Agreement (EULA). The EULA itself is available under a CC0 license. The code
(https://github.com/TUDelft-SPC-Lab/conflab) for the benchmark baseline tasks, and the
schematics and data associated with the design of our custom wearable sensor called the
Midge (https://github.com/TUDelft-SPC-Lab/spcl_midge_hardware) are available under
the MIT License.

Figure 4.10 on the next page illustrates the organization of the ConfLab dataset on
4TU.ResearchData. The components are as follows:

• Annotations (restricted, https://doi.org/10.4121/20017664):
annotations of pose, speaking status, and F-formations

• Datasheet for ConfLab (public, https://doi.org/10.4121/20017559):
documentation of the dataset following Datasheets for Datasets [295] (see Appen-
dix 4.B)

• EULA (public, https://doi.org/10.4121/20016194):
End User License Agreement to be signed for requesting access to the restricted
components

• Processed-Data (restricted, https://doi.org/10.4121/20017805):
processed video and wearable sensor used for annotations

• Raw-Data (restricted, https://doi.org/10.4121/20017748):
raw video and wearable sensor data

• Data Samples (restricted, https://doi.org/10.4121/20017682):
samples of the sensor, audio, and video data



4

80 4 ConfLab: concept, dataset, and benchmark for machine analysis of social interactions

Figure 4.10: File structure of the ConfLab dataset
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4.B Datasheet for ConfLab
This document is based on Datasheets for Datasets by Gebru et al. [295]. Please
see the most updated version here.

MOTIVATION

Q. For what purpose was the dataset created? Was there a specific task in mind? Was
there a specific gap that needed to be filled? Please provide a description.
There are two broad motivations for creating this dataset: first, to enable the privacy-
preserving, multimodal study of real-life social conversation dynamics; second, to bring
the higher fidelity of wired in-the-lab recording setups to in-the-wild scenarios, enabling
the study of fine time-scale social dynamics in-the-wild.
We propose the Conference Living Lab (ConfLab) with the following goals: (i) a data
collection effort that follows a by the community for the community ethos: the more
volunteers, the more data, (ii) volunteers who potentially use the data can experience
first-hand potential privacy and ethical considerations related to sharing their own data,
(iii) in light of recent data sourcing issues [254], we incorporated privacy and invasiveness
considerations directly into the decision-making process regarding sensor type, positioning,
and sample-rates.
From a technical perspective, closest related datasets (see Table 4.1 in the main paper) suffer
from several technical limitations precluding the analysis and modeling of fine-grained
social behavior: (i) lack of articulated pose annotations; (ii) a limited number of people in
the scene, preventing complex interactions such as group splitting/merging behaviors, and
(iii) an inadequate data sampling-rate and synchronization-latency to study time-sensitive
social phenomena [253, Sec. 3.3]. This often requires modeling simplifications such as
the summarizing of features over rolling windows [80, 81, 128]. On the other hand, past
high-fidelity datasets have largely involved role-played or scripted interactions in lab
settings, with often a single-group in the scene.
This dataset wasn’t created with a specific task in mind, but intends to support a wide
variety of multimodal modeling and analysis tasks across research domains (see the Uses
section).
Q. Who created this dataset (e.g., which team, research group) and on behalf of
which entity (e.g., company, institution, organization)?
ConfLab was initiated by the Socially Perceptive Computing Lab, Delft University of
Technology in cooperation and support from the general chairs of ACM Multimedia 2019
(Martha Larson, Benoit Huet, and Laurent Amsaleg), Nice, France. Since this dataset was
by the community, for the community, members of the Multimedia community contributed
as subjects in the dataset.
Q. What support was needed to make this dataset? (e.g.who funded the creation of
the dataset? If there is an associated grant, provide the name of the grantor and the grant
name and number, or if it was supported by a company or government agency, give those
details.)
ConfLab was partially funded by Netherlands Organization for Scientific Research (NWO)
under project number 639.022.606 with associated Aspasia Grant, and also by the ACM
Multimedia 2019 conference via student helpers, and crane hiring for camera mounting.
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Q. Any other comments?
None.

COMPOSITION

Q. What do the instances that comprise the dataset represent (e.g., documents,
photos, people, countries)? Are there multiple types of instances (e.g., movies, users,
and ratings; people and interactions between them; nodes and edges)? Please provide a
description.
The dataset contains multimodal recordings of people interacting during a networking
event embedded in an international multimodal machine learning conference.
Overall, the interaction scene contained conversation groups (operationalized as f-
formations), composed of individual subjects, each of which had individual data associated
to their wearable sensors. The complete interaction scene was additionally captured by
overhead cameras. Figure 4.11 shows the structure of these instances and their relationships.

Figure 4.11: Structure of some of the instances in the dataset and their relationships. The interaction space was
captured via overhead videos, in which f-formations (conversation groups) were annotated. An F-formation
consists of set of people interacting for a variable period of time, and identified via a subject ID. Each person in
the F-formation can be associated to their pose (annotated in the videos), their wearable sensor (IMU) data, and
their action (speaking status) labels.

Note however that the precise notion of what constitutes an instance in the dataset is very
much task-specific. In our baseline tasks we considered the following instances:

Person and Keypoints Detection Frames, containing pose annotations (17 body keypo-
ints per person per frame @60 Hz) from 5 overhead videos (1920×1080,60 fps) for
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16 minutes of interaction.

Speaking Status Detection Windows (3 seconds) of wearable sensor data and speaking
status annotations (60 Hz) extracted from each subject’s data.

F-formations Operationalized conversation groups, annotated at 1 Hz from the 16 minu-
tes of annotated data, and the pose data associated to the people in the F-formation.

Q. How many instances are there in total (of each type, if appropriate)?
The notion of instance is very much dependent on how a user intends to use the data.
Regarding the instances in Figure 4.11, our full dataset consist of 45 minutes of:

Video recordings from 10 overhead cameras placed over the interaction area. Five of
these videos, enough to cover the complete interaction area, were used in annotation.

Individual wearable sensor data For the 48 subjects in the interaction area, a chest-
worn conference-type badge recorded: audio (1250 Hz), and Inertial Measurement
Unit (IMU) readings (accelerometer @ 56 Hz, gyroscope @56 Hz, magnetometer
@56 Hz and Bluetooth RSSI-based proximity @5 Hz)

Conference experience label For each of the 48 subjects, an associated self-report label
indicating whether it was their first time in the conference.

The instances in the annotated 16 minutes segment out of the 45 minutes of interaction
contain:

2D body poses For each of the 48 subjects, full body pose tracks annotated at 60Hz (17
keypoints per person). These were annotated using 5 of the 10 overhead cameras
due to the significant overlap in views (cameras 2, 4, 6, 8, and 10). Annotations were
done separately for each camera by annotating all of the people visible in each video,
for each of the 5 cameras, and tagged with a participant ID. We made use of a novel
continuous technique for annotation of keypoints. We chose this approach via a
pilot study with 3 annotators, comparing our technique to annotations done using
the non-continuous CVAT tool. We found no statistically significant differences in
errors per-frame (as measured using Mean Squared Error across annotators), despite
a 3x speed-up in annotation time in the continuous condition. The details of the
technique and this pilot study can be found in [110].

Speaking status annotations For each of the 48 subjects, these include a) a binary signal
(60 Hz) indicating whether the person is perceived to be speaking or not; b) conti-
nuous confidence value (60 Hz) indicating the degree of confidence of the annotator
in their speaking status assessment. These annotations were done without access to
audio due to issues with the synchronization of the audio recordings at the time of
annotation. The confidence assessment is therefore largely based on the visibility of
the target person and their speaking-associated gestures (eg. occlusion, orientation
w.r.t. camera, visibility of the face)? We measured inter-annotator agreement for
speaking status in a pilot where two annotators labeled three data subjects for 2
minutes each. We measured a frame-level agreement (Fleiss’ 𝜅) of 0.552, comparable
to previous work [80].
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F-formation annotations These annotations label the conversing groups in the scene
following previous work. Each individual belongs to one F-formation at a time or is a
singleton in the interaction scene. The membership is binary. The annotations were
done by one of the authors at 1 Hz by watching the video. The time-stamped usage
of mobile phones are available as auxiliary annotations, which are useful for the
study of the role of mobile phone users as associates of F-formations. Since Kendon’s
theories date back to before the widespread use of mobile phones, their influence on
F-formation membership remains an open question.

In our baseline tasks, which made use of the complete annotated section of the dataset, the
instance numbers were the following:

Person and Keypoints Detection 119k frames (60fps) containing 1967k person instan-
ces (poses) in total, from 48 subjects recorded in 5 cameras (16 minutes of annotated
segment).

Speaking Status Detection 42884 3-second windows, extracted from the 48 participants’
wearable data and speaking status annotations.

F-formations 119 conversation groups. Details are in Section 4.5.

Q. Does the dataset contain all possible instances or is it a sample (not necessarily
random) of instances from a larger set? If the dataset is a sample, then what is the larger
set? Is the sample representative of the larger set (e.g., geographic coverage)? If so, please
describe how this representativeness was validated/verified. If it is not representative of
the larger set, please describe why not (e.g., to cover a more diverse range of instances,
because instances were withheld or unavailable).
The participants in our data collection are a sample of the conference attendees. Participants
were recruited via the conference website, social media posting, and approaching them in
person during the conference. Because participation in such a data collection can only be
voluntary, the sample was not pre-designed and may not be representative of the larger set.
Additionally, 16 minutes of sensor data has been annotated for keypoints, speaking status
and F-formations out of the total of 45 minutes recorded. The remaining part (across all
modalities) is provided with no labels. For privacy reasons, the elevated cameras (distinct
from the previously mentioned 8 overhead cameras) and also individual frontal headshots
that were used for manually associating the video data to the wearable sensor data is not
being shared.
Q. Is any information missing from individual instances? If so, please provide a
description, explaining why this information is missing (e.g., because it was unavailable).
This does not include intentionally removed information, but might include, e.g., redacted
text.
Camera 5 failed early during the recording, but the space underneath it was captured by
the adjacent cameras due to the high overlap in the camera field-of-views. Nevertheless
we share what was recorded before the failure from camera 5, bringing the total number of
cameras to 9.
Q. Are relationships between individual instances made explicit (e.g., users’ movie
ratings, social network links)? If so, please describe how these relationships are made
explicit.
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The F-formations, subjects, and their associated data relate as shown in Figure 4.11. These
associations are made explicit in the dataset via anonymous subject IDs, associated to pose
tracks, speaking status annotations, and wearable sensor data. These same IDs were used
to annotate the F-formations.
Pre-existing personal relationships between the subjects were not requested for privacy
reasons.
Q. Are there recommended data splits (e.g., training, development/validation,
testing)?
Since the dataset can be used to study a variety of tasks, the answer to this question is
task dependent. Please refer to our reproducibility details (Appendix 4.G of our associated
paper) for information about the splits that we used in out baselines.
Q. Are there any errors, sources of noise, or redundancies in the dataset? If so,
please provide a description.

Individual audio Because audio was recorded by a front-facing wearable device worn
on the chest, it contains a significant amount of cocktail party noise and cross-
contamination from other people in the scene. In our experience this means that
automatic speaking status detection is challenging with existing algorithms but
manual annotation is possible.

Videos and 2D body poses It is important to consider that the same person may appear
in multiple videos at the same time if the person was in view of multiple cameras.
Because 2D poses were annotated per video, the same is true of pose annotations.
Each skeleton was tagged with a person ID, which should serve to identify such
cases when necessary.

Q. Is the dataset self-contained, or does it link to or otherwise rely on external
resources (e.g., websites, tweets, other datasets)?
The dataset is self-contained.
Q. Does the dataset contain data that might be considered confidential (e.g., data
that is protected by legal privilege or by doctor-patient confidentiality, data that
includes the content of individuals’ non-public communications)?
The data contains personal data under GDPR in the form of video and audio recordings of
subjects. The dataset is shared under an End User License Agreement for research purposes,
to ensure that the data is not made public, and to protect the privacy of data subjects.
Q. Does the dataset contain data that, if viewed directly, might be offensive, insul-
ting, threatening, or might otherwise cause anxiety?
No.
Q. Does the dataset relate to people?
Yes, the dataset contains recordings of human subjects.
Q. Does the dataset identify any subpopulations (e.g., by age, gender)? If so,
please describe how these subpopulations are identified and provide a description of their
respective distributions within the dataset.
Data subjects answered the following questions before the start of the data collection event,
after filling in their consent form:

• Is this your first time attending ACM MM?



4

86 4 ConfLab: concept, dataset, and benchmark for machine analysis of social interactions

Figure 4.12: Distribution of participant seniority (left) and research interests (right) in percentage.

• Select the area(s) that describes best your research interest(s) in recent years. See
https://acmmm.org/call-for-papers/ for descriptions of each theme.

Figure 4.12 shows the distribution of the responses / populations.
Q. Is it possible to identify individuals (i.e., one or more natural persons), either
directly or indirectly (i.e., in combination with other data) from the dataset?
We do not share any directly identifiable information as part of the dataset. However,
individuals may be identified in the video recordings if the observer knows the participants
in the recordings personally. Otherwise, individuals in the dataset may potentially be
identified in combination with publicly available pictures or videos (from conference
attendees or conference official photographer) from other media from the conference the
dataset was recorded at. In any case, re-identifying the subjects is strictly against the End
User License Agreement under which we share the dataset.
Q. Does the dataset contain data that might be considered sensitive in any way
(e.g., data that reveals racial or ethnic origins, sexual orientations, religious beliefs,
political opinions or union memberships, or locations; financial or health data;
biometric or genetic data; forms of government identification, such as social
security numbers; criminal history)?
We did not request any such information from data participants. Here, the ACMMultimedia
’19 General Chair Martha Larson also helped advocate on behalf of the attendees during
the survey-design stage. As a result of these discussions, information such as participant
gender, ethnicity, or country of origin was not asked.
Q. Any other comments?
None.

COLLECTION

Q. How was the data associated with each instance acquired? Was the data directly
observable (e.g., raw text, movie ratings), reported by subjects (e.g., survey responses), or
indirectly inferred/derived from other data (e.g., part-of-speech tags, model-based guesses
for age or language)? If data was reported by subjects or indirectly inferred/derived from
other data, was the data validated/verified? If so, please describe how.
The collected data is directly observable, containing video recordings, low-frequency
audio recordings and wearable sensing signals (inertial motion unit (IMU) and Bluetooth
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proximity sensors) of individuals in the interaction scenes. Accompanying data includes
self-reported binary categorization of experience level which is available upon request
from the authors. The self-reported interests categories are not shared because of privacy
concerns.
Video recordings capture the whole interaction floor where the association from multi-
modal data to individual is done manually by annotators by referring to frontal (not-shared)
and overhead views. The rest of the data was acquired from the wearable sensing badges,
which is person-specific (i.e., no participant shared the device). Video and audio data were
verified in playback. Wearable sensing data was verified through plots after parsing.
Q. Over what timeframe was the data collected? Does this timeframe match the
creation timeframe of the data associated with the instances (e.g., recent crawl of old news
articles)? If not, please describe the timeframe in which the data associated with the s was
created. Finally, list when the dataset was first published.
All data was collected on October 24, 2019, except the self-reported experience level and
research interest topics which are either obtained on the same day or not more than one
week before the data collection day. This time frame matches the creation time frame of
the data association for wearable sensing data. Video data was associated with individual
during annotation stage (2020-2021), but all information used for association was obtained
on the data collection day.
Q. What mechanisms or procedures were used to collect the data (e.g., hardware
apparatus or sensor, manual human curation, software program, software API)?
To record videos, we used 14 GoPro Hero 7 Black cameras. The wearable sensor hard-
ware has been documented and open-sourced at https://github.com/TUDelft-SPC-Lab/
spcl_midge_hardware. The validation of the sensors was completed through an external
contractor engineer. The data collection software was documented and published in [110],
which includes validation of the system. These hardwares and mechanisms have been
open-sourced along with their respective publication.
The synchronization setup for data collection (intramodal and intermodal) was documented
and published in [253], which includes validation of the system.
To lend the reader further insight into the process of setting up the recording of such
datasets in-the-wild, we share images of our process in Figure 4.13.
Q. What was the resource cost of collecting the data?
The resources required to run this first edition of ConfLab include equipment, logistics, and
travel costs. Table 4.5 shows the full breakdown of the costs. The equipment expenses are
fixed one-time costs since the same equipment can be used for future iterations of ConfLab.
The on-site costs at the conference venue were toward renting a crane for a day to mount
the cameras on a scaffold on the ceiling. We have open-sourced the Midge (our custom
wearable) schematics so that others don’t need to spend on the design and development.
No additional energy consumption was incurred for collecting the data. However, the
ancillary activities (e.g., flights, accommodation) resulted in energy consumption. Flights
from the Netherlands to France round-trip for six passengers results in 1020 kg carbon
emissions. Accommodation for six members resulted in 22 kWh energy consumption.
Q. If the dataset is a sample from a larger set, what was the sampling strategy (e.g.,
deterministic, probabilistic with specific sampling probabilities)?
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(a) Aligning cameras (b) Affixing the mounting beam (c) Aligning floor markers

(d) Marking the floor grid (e) Interaction area (f) Verifying camera sync.

(g) Assembling Midges (h) Midges (i) Verifying crossmodal sync.

Figure 4.13: Illustrating the process of setting up the data recording.

ConfLab contains both annotated and unannotated segments of multi-modal data. The
segment where the articulated pose and speaking status were annotated is selected to
maximize crowd density in the scenes. The annotated segment is 16 minutes; the whole
set is roughly 1 hour of recordings.
Q. Who was involved in the data collection process (e.g., students, crowdworkers,
contractors) and how were they compensated (e.g., how much were crowdworkers
paid)?
The Conflab dataset was captured during a special social event called Meet the Chairs!
at an international conference on signal processing and machine learning. Newcomers
and old-timers to the conference freely donated their social behaviour data as part of a by
the community, for the community data collection effort. Aside from the chance to meet
the chairs and create a community dataset, the attendees also received a personalised
report of their social behaviour from the wearable sensors (see Appendix 4.C) Conference
student volunteers were involved in assisting the set-up of the event. Conference organizers
(mentioned in the Motivation section) assisted in connecting us with conference venue
contacts to mount our technical set-ups in the room. Volunteers and conference organizers
were not paid by us. Conference venue contacts were paid by the conference organizers.



4.B Datasheet for ConfLab

4

89

Table 4.5: Itemized costs associated with recording ConfLab

Item Cost (USD)

Travel (total for 6 people)
Flights 1800
Accommodation 1500

Equipment (one time)
Mounting scaffold 2000
14 × GoPro Hero 7 Black 4900
Designing the Midge (custom wearable, now made open source) 26000
110 × Midges (boards, batteries, 4 GB sd cards, cases) 3660
Multimodal synchronization setup 730

Annotations 8000
Computational cost for experiments 500

Data annotations were completed by crowdsourced workers. The crowdsourced workers
were paid $0.20 for qualification assignment (note that typically requesters do not pay for
qualification tasks). Depending on the submitted results, workers earn qualification to
access of the actual tasks. The annotation tasks were categorized into low-effort ($150),
medium-effort ($300), and high-effort ($450), corresponding to the amount of estimated
time each would take. The duration of the tasks was determined by the crowd density and
through timing of the pilot studies. The average hourly payment to workers is around $8.
Q. Were any ethical review processes conducted (e.g., by an institutional review
board)? If so, please provide a description of these review processes, including the
outcomes, as well as a link or other access point to any supporting documentation.
The data collection was approved by the Human Research Ethics Committee (HREC) of our
university (Delft University of Technology), which reviews all research involving human
subjects. The data collection protocol is also compliant to the conference location’s national
authorities (France). The review process included addressing privacy concerns to ensure
compliance with GDPR and university guidelines, review of our informed consent form,
data management plan, and end user license agreement for the dataset and a safety check
of our custom wearable devices.
Q. Does the dataset relate to people?
Yes.
Q. Did you collect the data from the individuals in question directly, or obtain it
via third parties or other sources (e.g., websites)?
We collected the data from individuals directly.
Q. Were the individuals in question notified about the data collection? If so, please
describe (or show with screenshots or other information) how notice was provided, and
provide a link or other access point to, or otherwise reproduce, the exact language of the
notification itself.
The individuals were notified about the data collection and their participation is voluntary.
The data collection was staged at an event called Meet the Chairs at ACM MM 2019. The
ConfLab web page (https://conflab.ewi.tudelft.nl/) served to communicate the aim of the
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Figure 4.14: Screenshots of the ConfLab web-page used for participant recruitment and registration.

event, what was being recorded, and how participants could sign up. This allowed us
to embed the informed consent into this framework so we could keep track of sign ups.
See Figure 4.14 for screenshots. This event website was also shared by the conference
organizers and chairs (https://2019.acmmm.org/conflab-meet-the-chairs/index.html).
Q. Did the individuals in question consent to the collection and use of their data?
If so, please describe (or show with screenshots or other information) how consent was
requested and provided, and provide a link or other access point to, or otherwise reproduce,
the exact language to which the individuals consented.
All the individuals who participated in the data collection gave their consent by signing a
consent form. A copy of the form is attached below in Figure 4.15.
Q. If consent was obtained, were the consenting individuals provided with amecha-
nism to revoke their consent in the future or for certain uses? If so, please provide
a description, as well as a link or other access point to the mechanism (if appropriate)
Yes, the consenting individuals were informed about the possibility of revoking access to
their data within a period of 3 months after the data collection experiment, and not after
that. The description is included in the consent form.
Q. Has an analysis of the potential impact of the dataset and its use on data subjects
(e.g., a data protection impact analysis) been conducted?
No.
Q. Any other comments?
None.
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Figure 4.15: Consent form signed by each participant in the data collection.

PREPROCESSING / CLEANING / LABELING

Q. Was any preprocessing/cleaning/labeling of the data done(e.g.,discretization or
bucketing, tokenization, part-of-speech tagging, SIFT feature extraction, removal
of instances, processing of missing values)? If so, please provide a description. If not,
you may skip the remainder of the questions in this section.
We did not pre-process the signals obtained from the wearable devices or cameras. The
only exception is the audio data. Due to a hardware malfunction (this is resolved for the
Midges by using different SD cards), the audio needed to be post-processed in order to
synchronize it with the other modalities. The synchronization against other modalities
was manually checked.
Labeling of the dataset was done as explained in the Composition section.
Q. Was the “raw” data saved in addition to the preprocessed/cleaned/labeled data
(e.g., to support unanticipated future uses)?
The dataset is separated into raw data and the post processed data. For the audio, the
original raw data is not suitable for most use cases due to the mentioned synchronization
issue. So we share the synchronized version in the raw part of the repository.
Q. Is the software used to preprocess/clean/label the instances available? If so,
please provide a link or other access point.
The processing / fixing of the audio files did not require special software.
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The annotation of keypoints and speaking status was done by making use of the Covfee
framework: https://josedvq.github.io/covfee/
Q. Any other comments?
None.

USES

Q. Has the dataset been used for any tasks already? If so, please provide a description.

In the main paper, we have benchmarked three baseline tasks: person and keypoints
detection, speaking status detection, and F-formation detection. The first task is a funda-
mental building block for automatically analyzing human social behaviors. The other two
demonstrate how learned body keypoints can be used in the behavior analysis pipeline for
inferring more socially related phenomena. We chose these benchmarking tasks since they
have been studied on other in-the-wild behavior datasets.
Q. Is there a repository that links to any or all papers or systems that use the
dataset?
None at the time of writing of the paper.
Q. What (other) tasks could the dataset be used for?
Given the richness and the unscripted open-ended nature of the social interactions, ConfLab
can be used for many other tasks.

Forecasting, causal relationship discovery Recently, tasks pertaining to the forecas-
ting low-level social cues in conversations have been receiving increased attention from
the community [294, 296]. The real-life nature of ConfLab along with the increased data
and annotation fidelity can prove a valuable resource for such tasks. Similarly, ConfLab can
also be used for efforts towards discovering causal relationships between social behaviors
[297].

Data Association. A crucial assumption made in many former multimodal datasets[88,
89, 257] is that the association of video data to the wearable modality can be manually
performed. Few works [272, 273] have tried to address this issue but using movement
cues alone to associate the modalities is challenging as conversing individuals are mostly
stationary. This remains a significant and open question for future large scale deployable
multimodal systems. One solution may be to annotate more social actions as a form of top-
down supervision. However, detecting pose and actions robustly from overhead cameras
remains to be solved.

Conversation floor and F-formation estimation Prior analysis on the MatchNMingle
dataset has demonstrated that F-formations can contain multiple simultaneous conversati-
ons when the F-formations contain a least 4 people [278]. If this is the case for the ConfLab
dataset, this may drastically change how F-formations should be labelled (e.g. returning
to being a more subjective task [90]) as more time-precise labelling could enable a more
nuanced take on F-formation and conversation floor membership over time.
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Multi-class social action estimation More annotations resources were focused on
speaker status, F-formation, and keypoint estimation. However, there are a wealth of
other social actions in the data that could be interesting to combine into a more complex
multi-class social action estimation task. Example social actions include drinking, mobile
phone use, hand and head gesture types [85, 89].

Estimation and analysis of socially-related phenomena Beyond the modeling of
human behavior which is of interest to the Computer Vision and Machine Learning com-
munities, our benchmarked tasks form the basis for further explorations into downstream
prediction of socially-related constructs which is of interest to the Social Science and
Social Psychology communities. Such constructs include conversation quality [290, 298],
dominance [279], rapport [277], and influence [291].

Investigation of novel crossmodal fusion strategies The baseline tasks in our paper
rely only on a late fusion strategy. However, ConfLab’s sub-second expected cross modal
latency of ∼ 13 ms along with higher sampling rate of features (60 fps video, 56 Hz IMU)
opens the gateway for the in-the-wild study of nuanced time-sensitive social behaviors
like mimicry and synchrony (for predicting e.g. attraction [57]) which need tolerances
as low as 40 ms [253, Sec.3.2]. Prior works coped with lower tolerances by computing
summary statistics over input windows [80, 81, 128]. ConfLab enables for the first time,
the exploration of Multimodal machine learning approaches for social behaviour analysis
in these highly dynamic in-the-wild settings [287]. Through the provided annotations
Conflab also enables research in the topic of usage of mobile phones in small-group social
interactions in-the-wild.

Person attribute estimation Estimating individuals that are newcomers/old timers
from the dataset may be possible based on their networking strategies.
Q. Is there anything about the composition of the dataset or theway it was collected
and preprocessed/cleaned/labeled that might impact future uses? For example, is
there anything that a future user might need to know to avoid uses that could result in
unfair treatment of individuals or groups (e.g., stereotyping, quality of service issues) or
other undesirable harms (e.g., financial harms, legal risks) If so, please provide a description.
Is there anything a future user could do to mitigate these undesirable harms?
Although ConfLab’s long-term vision is towards developing technology to assist individuals
in navigating social interactions, the data could also affect a community in unintended ways:
for instance, cause worsened social satisfaction, a lack of agency, stereotype newcomers
and veterans, or benefit only those members of the community who make use of resulting
applications at the expense of the rest. More nefarious uses involve exploiting the data for
developing methods that harmfully surveil or profile people. Researchers must consider
such inadvertent effects must while developing downstream applications. Finally, since
we recorded the dataset at a scientific conference and required voluntary participation,
there is an implicit selection bias in the population represented in the data. Consequently,
researchers using the data should be aware that resulting insights may not generalize to
the general population.
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Q. Are there tasks for which the dataset should not be used? If so, please provide a
description.
Beyond the cautionary discussion in the previous question, tasks involving the re-
identifying the subjects is strictly against the End User License Agreement under which
we share the dataset.
Q. Any other comments?
None.

DISTRIBUTION

Q.Will the dataset be distributed to third parties outside of the entity (e.g., company,
institution, organization) on behalf of which the dataset was created? If so, please
provide a description.
The dataset is available for third parties outside of Delft University of Technology to use
for academic research purposes subject signing and approval of our End User License
Agreement. The dataset will be hosted by 4TU.ResearchData (see the Maintenance section
for description of the 4TU entity).
Q. How will the dataset will be distributed (e.g., tarball on website, API, GitHub)?
Does the dataset have a digital object identifier (DOI)?
The dataset will be distributed via the 4TU.ResearchData user interface where the data can
be downloaded. The dataset has a DOI: https://doi.org/10.4121/c.6034313
Q. When will the dataset be distributed?
The dataset has been available since June 9, 2022.
Q. Will the dataset be distributed under a copyright or other intellectual property
(IP) license, and/or under applicable terms of use (ToU)? If so, please describe this
license and/or ToU, and provide a link or other access point to, or otherwise reproduce,
any relevant licensing terms or ToU, as well as any fees associated with these restrictions.
The dataset will be distributed under a restricted copyleft license, specified within our End
User License Agreement, accessible through the 4TU.ResearchData dataset website. No
fees are associated with the license.
Q. Have any third parties imposed IP-based or other restrictions on the data
associated with the instances?
No.
Q. Do any export controls or other regulatory restrictions apply to the dataset or
to individual instances? If so, please describe these restrictions, and provide a link or
other access point to, or otherwise reproduce, any supporting documentation.
The terms of our EULA and the European General Data Protection Regulations (GDPR)
apply.
Any other comments?
None.

MAINTENANCE

Q. Who is supporting/hosting/maintaining the dataset?
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The dataset is hosted by 4TU.ResearchData (https://www.4tu.nl/en/about_4tu/), and sup-
ported and maintained by The Socially Perceptive Computing Lab at TUDelft.
Q. How can the owner/curator/manager of the dataset be contacted (e.g., email
address)?
Via email: SPCLabDatasets-insy@tudelft.nl.
Q. Is there an erratum?
No.
Q. Will the dataset be updated (e.g., to correct labeling errors, add new instances,
delete instances)? If so, please describe how often, by whom, and how updates will be
communicated to users (e.g., mailing list, GitHub)?
Updates will be done as needed as opposed to periodically. Instances could be deleted,
added, or corrected. The updates will be posted on the 4TU.ResearchData dataset website.
Q. If the dataset relates to people, are there applicable limits on the retention of
the data associated with the instances (e.g., were individuals in question told that
their data would be retained for a fixed period of time and then deleted)?
No limits were communicated to our data participants.
Q. Will older versions of the dataset continue to be supported/hosted/maintained?
If so, please describe how. If not, please describe how its obsolescence will be communicated
to users.
Only the latest version of the dataset will be maintained. If applicable, we will also host
older versions of the data, accessible through the 4TU.ResearchData website.
Q. If others want to extend/augment/build on/contribute to the dataset, is there
a mechanism for them to do so? If so, please provide a description. Will these
contributions be validated/verified? If so, please describe how. If not, why not? Is there a
process for communicating/distributing these contributions to other users? If so, please
provide a description.
We are open to contributions to the dataset. In accordance with our End User License
Agreement, contributions should be made available, indicating if there are any restrictions
on their contribution. We encourage the potential contributors to contact us to discuss how
they wish to be attributed (e.g. citation of a paper or repository related to code/annotations).
After finalizing the attribution discussion, we can add the attribution as an update following
the same process explained above.
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4.C Sample participant report

ACMMM 19 - ConfLab Report
Socially Perceptive Computing Lab - Delft University of Technology

Conflab: Meet the Chairs!
While you were at ACM MM in Nice earlier this year, you had participated in our event called ConfLab:
Meet the Chairs!. We want to thank you again for being part of our data collection initiative and contributing
to the effort of understanding more about human behaviors and conference experience.

We thought you might be curious about some basic statistics that we have extracted from the collected
data. You can find below some general information about all the event participants and some personal infor-
mation particular to you. Please keep in mind that 1) these are preliminary analyses that we have performed
and there could be errors in our estimations, and 2) to protect your privacy, these results are only available
to you.

General information about ConfLab participants
When you signed up, we had asked 1) if this was your first time at ACM MM and 2) your research interests
(multi-select multiple choice). We had a total of 48 participants. You can see below the statistics over all 48
people.

21

27

New to ACM-MM
ACM-MM Veteran

(a) Newcomers and ACMMM Veterans

13

15

13

8

8

20 6 3 5

21

24

9 EmotionalandSocialSignals
MultimediaSearchandRecommendation
Summarization
InteractionsandQualityofExperience
ArtandCulture
MultimediaApplications
SystemsandMiddleware
TransportandDelivery
DataSystemsManagementandIndexing
MultimodalFusionandEmbedding
VisionandLanguage
MediaInterpretation

(b) Interests

Figure 1: Statistics of Conflab participants

1

Your networking behaviour - Bluetooth
Here we estimate how many people you have interacted with throughout the event. Our sensors record RSSI
values and we set a single threshold for eliminating values corresponding to large physical distance that we
do not consider as possible for face-to-face social interactions. We define the criterion of an interaction to be:
1) pairwise RSSI values below -55, and 2) pairwise proximity pings of at least 35 counted within a 1-minute
window (sampling rate: 1Hz).
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Figure 2: Statistics of people you interacted with

In Figure 2a, the breakdown of the types of people you have interacted with is shown. In Figure 2b, you will
find the interests breakdown of everyone you have interacted with. Figure 3 shows the distribution of the
number of participants you interacted with. You will find yourself in the red bin; the x-axis says how many
people you have interacted with and the y-axis says how many others had the same numbers as you.
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Figure 3: Distribution of the numbers of people participants interacted with

2

Your movement behavior - accelerometer
Here we estimate your motion behavior based on the accelerometer signal. Our sensors record tri-axial
accelerometer values and we quantify the amount of motion by calculating the magnitude of the values of
all 3 axes. We process the accelerometer data to separate movement and gravitational components of the
signals based on a previous approach (Euclidean Norm Minus One [1]). For ease of visualization, we averaged
the magnitude of acceleration over 30-second windows. You can see in Figure 4 your personal acceleration
magnitude over time, as well as the mean and standard deviation values of acceleration magnitude for all
participants over time.
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Figure 4: Acceleration magnitudes

Your speech behaviour - low-frequency audio
Here we estimate the amount of time you spoke. We first calculate the envelope of the low-frequency audio
signal by taking the absolute value. Then, we apply a moving mean operator to the signal. By manually
observing the signals of multiple participants, we selected a threshold to identify the speaking parts of the
signal. We then further process the binary stream by filling the gaps between continuous speaking regions
and eliminating speech regions that are smaller than a predefined threshold. Figure 5a and 5b show your
percentage of speaking during the event and how you compare to the rest of the participants, respectively.
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(b) Distribution of speaking percentages for all participants

Figure 5: Your speaking behaviour

And that’s it from the Socially Perceptive Computing Lab for now!
Note that for us, these analyses are just the starting point for estimating socially relevant behaviours. To do
this more robustly and using more complex approaches is one of the reasons why we plan to share the data
in next year or so. Maybe you are also curious to develop your own estimation techniques.

Finally, we welcome feedback on what other analyses that you are interested in, technical approaches, how
to display your data better, your participatory experience, and any comments or advice that you might have
for us. Please feel free to reply to this email or write to one of us directly.

Thanks again for your interest and we hope to see you again in the future!

[1] Bakrania, Kishan, et al. "Intensity thresholds on raw acceleration data: Euclidean norm minus one
(ENMO) and mean amplitude deviation (MAD) approaches." PloS one 11.10 (2016): e0164045.

4

Figure 4.16: Sample post-hoc report sent to each participant of ConfLab. The report contains insights into the
participant’s networking behavior from the collected wearable-sensors data. This insight served as an additional
incentive to participate in ConfLab, beyond interacting with the Chairs and contributing to a community-driven
data endeavor (see main paper Section 4.3).
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4.D Data capture setup details
The Midge We improved upon the Rhythm Badge in three ways towards enabling more
fine-grained and flexible data capture: (i) enabling full audio recording with a frequency
up to 48 KHz, with an on-board switch to allow physical selection between high and low
frequency capture directly at acquisition; (ii) adding a 9-axis Inertial Measurement Unit
(IMU) with an on-board Digital Motion Processor (DMP) to record orientation; and (iii)
an on-board SD card to directly store raw data, avoiding issues related to packet loss
during wireless data transfer required by the Rhythm Badge. IMUs combine three tri-axial
sensors: an accelerometer, a gyroscope, and a magnetometer. These measure acceleration,
orientation, and angular rates respectively. These sensor measurements are combined on-
chip by a Digital Motion Processor. Rough proximity estimation is performed by measuring
the Received Signal Strength Indicator (RSSI) for Bluetooth packets broadcast every second
(1 Hz) by every Midge. During the event, IMUs were set to record at 50 Hz. We recorded
audio at 1250 Hz to mitigate extraction of verbal content while still ensuring robustness to
cocktail-party noise.

Wireless synchronization at acquisition The central idea for our syncrhonization
approach involves using a common Network Time Protocol (NTP) signal as reference for
the camera and wearables sub-networks. The set-up achieved a cross-modal latency of
13 ms at worst, which is well below the 40 ms latency tolerance suitable for behavior
research in our setting [253, Sec. 3.3]. Additionally, our synchronization approach allowed
for dynamic addition of sensors to the network while still obtaining synchronized data
streams. This is crucial in extreme in-the-wild events where some participants might arrive
late.

Sensor calibration For computing the camera extrinsics, we marked a grid of 1 m ×
1 m squares in tape across the interaction area floor. We ensured line alignment and right
angles using a laser level tool (STANLEY Cross90). For computing the camera intrinsics,
we used the OpenCV asymmetric circles grid pattern [299]. The calibration was performed
using the Idiap multi camera calibration suite [300]. All wearable sensors include one TDK
InvenSense ICM-20948 IMU [301] unit that provides run time calibration. To establish a
correspondence with the camera frame of reference, the sensors were lined up against a
common reference-line visible in the cameras to acquire an alignment so that the camera
data can offer drift and bias correction for the wearable sensors.

4.E Implementation details
4.E.1 Person and keypoint detection models
Data cleaning A few frames contained some incorrectly labeled keypoints, a product
of annotation errors like mis-assignment of participant IDs. We removed these using a
threshold on the proximity to other keypoints of the same person. Further, in some cases,
a person might be partially outside a camera’s field of view. For the person detection task,
we compute the bounding box from the keypoint ground-truth annotations. If more than
half the body (50% keypoints) is missing in the frame so that e.g. only their legs are visible
(see top of Figuur 4.7a), we don’t consider the person for that frame in the person detection
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experiments. Note that due to the significant overlap between the camera views, the person
would be considered for the corresponding frame in the next camera. If they move back
into the original view, we again take them into consideration for the original camera for
the corresponding frame. Moreover, if there are more than 10% missing keypoints across
all people in an image, we also discard that image from the experiment. This preprocessing
resulted in a training set with 112k frames (1809k person instances) and a test set with 7k
frames (158k person instances).

Training We resized the images to 960×540, and augmented the data by randomizing
brightness and horizontal flips. The learning rate was set to 0.02 and batch size to 4. We
trained the models for 50 k iterations, using the COCO-pretrained weights for initialization.
All hyper-parameters were chosen based on the performance on a separate hold-out camera
chosen as validation set. During training, any missing ground-truth keypoints (resulting
from the person being partially outside the camera’s view for instance) are ignored during
back-propagation.

4.E.2 F-formation detection
Data Cleaning Because keypoint annotations of the subjects are based on camera view
and that the F-formation clustering methods cannot group subjects that do not exist under
one camera view (e.g., when there are more identities than in associated ground truths),
we processed the ground truth also based on camera number. This filtering pre-processing
was decided based on the best camera view of the F-formations.

Feature extraction The required features of GCFF and GTCG include location and
orientation of the subjects. We used the X and Y position of subjects’ head (as it is the most
visible from the top-down view) for location, and extracted orientations for head, shoulders
and hips. The orientations are calculated based on corresponding vectors determined by
head and nose keypoints, left and right shoulder keypoints, and left and right hip keypoints,
respectively.

Training We used pre-trained parameters for field of view (FoV) and frustum aperture
(GTCG) and minimum description length (GCFF), provided in these models trained on
the Cocktail Party. FOV and aperture are related to human eye gaze and head anatomical
constraints reported by [302], and hence not dataset specific. The minimum description
length is an initialized prior dictated by the same form of the Akaike Information Criterion,
and becomes part of the optimization formulation. We tuned parameters such as frustum
length (GTCG) and stride (GCFF) to account for average interpersonal distance in ConfLab
based on Camera 6, as they vary across different datasets.

4.F Additional results
4.F.1 Person and keypoints detection
Predictions from pretrained SOTA models Figure 4.17 shows predictions from SOTA
human keypoint estimation models, namely, RSN [246], MSPN[303], HigherHRNet [304],
and HourglassAENet [305], for the testing images of the Conflab dataset. Note that RSN
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Figure 4.17: Results from pre-trained keypoint detection models. From top to bottom - predictions from RSN
[246], MSPN[303], HigherHRNet [304], and HourglassAENet [305]. Results show that SOTA 2D body keypoint
detection models fail to capture the body keypoints in the ConfLab dataset.

and MSPN are top-down networks, i.e., they require person bounding boxes to predict
the keypoints in each bounding box. We use COCO pretrained faster-RCNN network
for bounding box estimation. HigherHRNet and HourglassAENet are bottom-up models,
i.e., they directly predict keypoints from the full image. We use publicly available COCO
pretrained checkpoints for prediction. The results show that the state-of-the-arts 2D body
keypoint detection models fail to capture the body keypoints in the Conflab dataset. We infer
that training on the dataset (e.g., COCO) that contains mostly side-view images does not
work well in top-view images, for which Conflab dataset is important to the community.

Qualitative results fromResNet-50 finetuning Figure 4.18 illustrates more qualitative
results from our finetuning experiments. We find that finetuning on our non-invasive
top-down camera perspective significantly improves the keypoint estimation performance.

Ablations Tables 4.6 and 4.7 include the results of our experiments investigating the
effect of varying the training data size on keypoint detection performance (see main paper
Section 4.6.1). In Table 4.8, we show keypoint detection scores for experiments with
different number of keypoints. We first focus on the five upper body keypoints: {head,
nose, neck, rightShoulder, leftShoulder}. We then additionally considered the torso region
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Figure 4.18: Results from (top) COCO pretrainedMask-RCNNmodel, (bottom) our ConfLab finetunedMask-RCNN
model.

Table 4.6: Effect of varying % frames from
each camera at training on keypoint estima-
tion.

% of training samples APOKS50

1.6% 29.0
3.2% 35.9
8% 39.0
16% 44.5
100% 45.3

Table 4.7: Effect of adding all frames from individual cameras to
the training set on keypoint estimation.

Train Camera #(training samples) APOKS50

cam 2 34k 8.6
cam 2 + cam 4 69k 31.1
cam 2 + cam 4 + cam 8 112k 45.3

keypoints for a total of nine: {rightElbow, rightWrist, leftElbow, leftWrist}. Finally, we add
the hip keypoints {rightHip, leftHip} to the set. The experiments in the main paper are
performed with all 17 keypoints. The results show that performance drops slightly when
adding the arms keypoints (5→ 9, APOKS50 and APOKS), and that the relative gain when
adding the hip keypoints (9→ 11) is lower than when adding the lower body keypoints
(11→ 17, especially APOKS75 ). We believe this is largely due to the lower body being more
static relative to the arms that move a lot to execute gestures during conversations.

4.F.2 Speaking status detection
Experiments with different sensor modalities Table 4.9 displays the results from
experiments using specific modalities from our IMUs for the task of speaking status detec-
tion. We used the best performing classifier (Minirocket [286]) among the ones tested in
Table 4.3. The experiment setup is the same as detailed in Section 4.6.2, and the model is
not changed between runs, except for the fact that different modalities may have a different
number of input channels.
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Table 4.8: Keypoint estimation ablation with keypo-
ints from different body sections: head and shoul-
ders (5), + torso (9), + hips (11), + knees and feet
(full 17).

#Keypoints APOKS50 APOKS APOKS75

5 26.6 7.1 1.4
9 26.5 6.9 2.0
11 35.8 9.5 2.2
17 45.3 13.5 3.3

Table 4.9: ROCAUC and accuracy for different sensormoda-
lities from out 9-dof IMU in speaking status detection using
the Minirocket classifier [286]. The number of channels in
the corresponding modality is indicated in parentheses.

Input Modality AUC Accuracy
Acceleration (3) 0.813 0.768
Gyroscope (3) 0.765 0.716
Magnetometer (3) 0.610 0.656
Rotation vector (4) 0.726 0.696
All (13) 0.774 0.739

4.G Reproducibility checklist
4.G.1 Person and keypoints detection

• Source code link: https://github.com/TUDelft-SPC-Lab/conflab

• Data used for training: 112k frames (1809k person instances).

• Pre-processing: See Section 4.4, Appendix 4.E.1.

• How samples were allocated for train/val/test: cameras 2, 4, and 8 are selected for
training. For hyperparameter tuning, camera 8 are held out for validation.

• Hyperpatameter consideration: We considered learning rates (0.001/0.005/0.05/0.01),
number of epochs (10/20/50/100), detection backbone (R50-FPN/R50-C4). Also see
Appendix 4.E.1

• Number of evaluation runs: 5

• How experiments were ran: See Section 4.6.1.

• Evaluation metrics: Average precision at different thresholds.

• Results: See Section 4.6.1 and Appendix 4.F.1.

• Computing infrastructure used: All baseline experiments were ran on Nvidia V100
GPU (16GB) with IBM POWER9 Processor.

4.G.2 Speaking status detection
• Source code link: https://github.com/TUDelft-SPC-Lab/conflab

• Data used for training: 42884 windows (3 seconds), extracted from 48 participants’
wearable data and speaking status annotations

• Pre-processing: Data was windowed into 3-second segments (see Section 4.6.2). The
source code includes this pre-processing step.
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• How samples were allocated for train/val/test: 10-fold cross-validation at the subject
level (48 subjects) to test generalization to unseen data subjects. The splits can be
reproduced exactly using the source code.

• Hyperparameter considerations: For acceleration-based methods, we used default
network hyper-parameters and architectures from their tsai implementation [306].
For the MS-G3D baseline [284], we used default hyperparameters from the authors’
implementation. For both, we determined the early stoppage point using a small
subset (10%) of the training set.

• Number of evaluation runs: 1 run of 10-fold cross-validation

• How experiments were ran: For each fold, the early stoppage point was first determi-
ned using 10% of the training data as validation set and AUC as performance metric.
The model at this stoppage point was then applied to the test set for evaluation.

• Evaluation metrics: Area under the ROC curve (AUC)

• Results: See Section 4.6.2

• Computing infrastructure used: Experiments were ran on a personal computer with
GPU acceleration (NVidia RTX3080).

4.G.3 F-formation detection
• Source code link: https://github.com/TUDelft-SPC-Lab/conflab

• Data used for training: Camera 6

• Pre-processing: See Section 4.E.2 for data cleaning and feature extraction.

• How samples were allocated for train/val/test: samples from Camera 6 were used
to select the best model parameters. The rest are for test (evaluation). However, we
note that Table 4.4 shows averaged performance on all cameras to provide a holistic
view of the F-formation detection performance on ConfLab.

• (Hyper)parameter considerations: Both baseline methods are not deep-learning based
and model parameters are interpretable. For GTCG, the parameters are frustum
length (275), frustum aperture (160), frustum samples (2000), and sigma for affinity
matrix (0.6). For GCFF, the parameters are minimum description length (30000) and
stride (70).

• Number of evaluation runs: 1

• How experiments were ran: A total of eight experiments were run for choosing the
best parameters, and three for evaluation (for camera 2, 4, and 8). The parameters
were chosen based on grid-search. For optimizing frustum length in GTCG, we
searched over [170,195,220,245,275] with 275 being averaged interpersonal distance
based on Camera 6. For optimizing stride 𝐷 in GCFF, we searched over [30,50,70].

• Evaluation metrics: F1
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• Results: See Section 4.6.3

• Computing infrastructure used: The experiments were run on Linux-based cluster
instances on CPU with Matlab 2018a.
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5
REWIND dataset:

privacy-preserving speaking
status segmentation from

multimodal body movement
signals in the wild

Recognizing speaking in humans is a central task towards understanding social interactions.
Ideally, speaking would be detected from individual voice recordings, as done previously for
meeting scenarios [109]. However, individual voice recordings are hard to obtain in the wild,
especially in crowded mingling scenarios due to cost, logistics, and privacy concerns [95]. As
an alternative, machine learning models trained on video and wearable sensor data make
it possible to recognize speech by detecting its related gestures in an unobtrusive, privacy-
preserving way. These models should ideally be trained using labels obtained from the speech
signal. However, existing mingling datasets do not contain high-quality audio recordings.
Instead, speaking status labels are often inferred by human annotators from video, without
validation of this approach against audio-based ground truth. In this paper, we revisit no-audio
speaking status estimation by presenting the first publicly available multimodal dataset with
high-quality individual speech recordings of 33 subjects in a professional networking event. We
present three baselines for no-audio speaking status segmentation: a) from video, b) from body
acceleration (chest-worn accelerometer), c) from body pose tracks. In all cases, we predict a
20Hz binary speaking status signal extracted from the audio, a time resolution not available in
previous datasets. In addition to providing the signals and ground truth necessary to evaluate
a wide range of speaking status detection methods, the availability of audio in REWIND makes
it suitable for cross-modality studies not feasible with previous mingling datasets. Finally,
our flexible data consent setup creates new challenges for multimodal systems under missing
modalities.
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5.1 Introduction
Detection or segmentation of speaking activity in free-standing social settings is a core
necessity in building systems capable of interpreting interactions in everyday situations,
from networking events to exchanges around the coffee machine at the office. The analysis
of a complex conversational scene where dozens of people stand, walk, form groups, and
converse freely (see Fig. 5.1) is of particular interest in fields such as computational social
science and social signal processing for the development of socially intelligent systems
capable of aid [249]. Segmenting speaking status (ie. binary signal indicating voice activity
of a target speaker) with time resolutions that are suitable for indicating back-channels
is key because of its utility in downstream tasks where it can be used, for example, in
the quantification of individual and group measures of experience in conversation like
involvement [52], satisfaction [77], perceived quality [290, 298], or affect [76], and in the
forecasting of future events like speaking, gesturing and changes in position and orientation
[131, 294].

The audio modality is the obvious choice for the measurement of speaking status.
High-quality speaking status signals have been obtained from personal head-mounted and
directional microphones in seated meetings [109]. However, individual audio is especially
hard to acquire in a mingling setting, or crowded conversational scene. Microphone equip-
ment is hard to scale to large dynamic crowded scenes with synchronization guarantees.
Furthermore, recording audio is more likely to raise privacy concerns with event attendees
or event organizers. It is our experience from prior data collection efforts that the percep-
tion of audio recording, even when using more privacy-preserving low frequencies is a
deterrent for participant recruitment. In fact, none of the datasets created for the study of
free-standing conversations contain raw high-frequency audio [89, 95].

Instead, wearable sensors like the sociometric badge [88, 307] and mobile phone sensing
[202] have been used in mingling settings to capture lower-fidelity signals that obscure
the content of conversations but may still capture speaking status [308]. However, the
noise introduced by the large number of sound sources in a crowd makes it challenging to
distinguish speakers in a low-frequency recording [88].

For these reasons, the possibility of detecting speaking from body movement alone
without access to audio offers an appealing privacy-sensitive solution to these problems.
It has long been observed that hand and head gestures frequently co-occur with speech
[206, 207] while being salient cues with similar motion characteristics across people.

The video modality commonly present in most in-the-wild mingling datasets [88, 89, 95]
offers a convenient way to observe these gestures, with several methods having been
proposed to detect speaking status from video [80, 127, 128]. So far, however, none of these
methods have been trained using ground truth obtained from high-quality individual audio
recordings. Video-based annotation or noisy low-frequency signals have been used instead.
While video-based annotations of speaking status provide a valid supervisory signal, it is
currently unclear if audio-based labels are of higher quality given that shorter turns such
as back-channels are not so easily observable. For example, access to reliable back-channel
annotations is an important step for social involvement detection.

In this work, we present the first dataset for studying speaking status segmentation
from body movement in the wild with raw, high-quality audio from personal directional
Lavalier-type microphones. REWIND offers for the first time, the possibility to scrutinize
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(a) Capture from one of our cameras, including the pose
tracks active in the current frame. Note that we only
extracted poses for subjects who wore microphones.

(b) Crops showing individual subject
pose tracks.

(c) Subject wearing
the accelerometer and
microphone.

Figure 5.1: Captures of our dataset and data subjects.

the relationship between speech and body movements in this setting, with audio-based
ground truth that is more fine-grained (higher temporal resolution) compared to previous
datasets. Beyond speaking status, the more general problem of how body movement can be
used to infer phenomena observed/annotated in the audio modality opens the door for the
cross-modal study of other social cues and signals like laughter and back-channeling. The
REWIND dataset was already used in [309] to study laughter annotation across modalities.

In addition to audio, the dataset includes three modalities capturing body movements:
video, pose, and wearable acceleration. Video recordings include top-down and side-
elevated views. The latter was used to automatically obtain pose tracks for the subjects in
the scene. Acceleration readings were obtained from wearable devices in a badge-like form
factor worn by data subjects on the chest.

Our contributions are the following:

• We introduce the REWIND dataset, the first in-the-wild mingling dataset with high-
quality raw audio, video, and acceleration; automatic pose annotations, and automatic
speaking status labels.

• We present results from four body-movement-based speaking status segmentation
(SSS) machine learning tasks: 1) video-based SSS, 2) acceleration-based SSS and 3)
pose-based SSS, and 4) multimodal (video + acceleration + pose) SSS. In comparison
with previous work, we increase the resolution of our outputs by training our models
to produce a probability mask for speaking status over an input segment.

• We analyze the role of the REWIND dataset in the context of speaking status seg-
mentation from body movement, and in the wider field of the computational study
of body movements, identifying potential research directions enabled by a dataset
such as REWIND.

5.2 Related work
Although generic action recognition and localization tasks have received the most attention
in the literature [310], some work has been concerned specifically with speaking status
detection or segmentation without access to audio [227, 311], and the challenges specific
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Table 5.1: Mingling datasets with speaking status labels or related data. N: number of subjects in the dataset;
STFT: short-term Fourier transform values; T-D: top-down view; S-E: side-elevated view; BBs: bounding boxes;
IMU: inertial measurement unit

Audio and Speech Labels Body Movement Modalities
Dataset N Length Audio VAD labels Video Poses Accel.
MatchNMingle [89] 92 30 min No From video T-D No (BBs) Yes
SALSA [88] 18 - STFT @ 30Hz From video S-E No (BBs) Yes
ConfLab [95] 48 16 min 1250Hz From video T-D Yes Yes (IMU)
REWIND (ours) 18 90 min 44100Hz From audio T-D & S-E Yes Yes

to in-the-wild mingling settings [81, 127, 128, 312–315]. Note that the terms detection and
segmentation may be used arbitrarily for models operating across a wide range of time
resolutions, and we use them interchangeably while underscoring the importance of higher
resolutions in supporting a wider variety of research questions. In this section we review
detection and segmentation work, starting with the datasets and methods most related
to our scenario. Additionally, we discuss speaking status methods developed for settings
other than in-the-wild mingling, and how they fail to address key challenges specific to
in-the-wild mingling.

5.2.1 Related datasets and methods in mingling settings
In the study of conversational social behavior, turn-taking patterns are a fundamental unit
of analysis. Therefore, most previous mingling datasets have contained speaking status
annotations and have presented estimating it as a baseline task [88, 89, 95]. These datasets
contain raw modalities like video and acceleration from wearable devices. Subjects are
usually localized in videos using bounding boxes, except for the recent ConfLab dataset
[95] which contains full-body keypoint annotations. Table 5.1 presents an overview of
existing mingling datasets used for speaking status detection. Follow-up work using some
of these datasets has addressed speaking status detection from video by classifying 3-
second windows as speech / non-speech [80, 127, 128, 316, 317]. Cabrera-Quiros et al.
[80] presented MILES, a method using multiple instance learning to classify bags of dense
trajectories calculated over 3-second windows. In a MediaEval multimedia evaluation
benchmark addressing this task, Fisher Vectors were also explored as an alternative to
represent dense trajectories [128]. Wang et al. showed significant improvements over both
of these methods using a 3D CNN method on 1-second windows.

Poses, often derived from video frames, are another modality of interest due to their
lower dimensionality compared to raw video and their ability to capture gestures. Individual
pose detections have been used in action recognition work, both as standalone inputs and
in combination with video, to provide precise localization information [124, 125]. However,
the application of this work to speaking status detection in the wild has been limited [317].
It is unknown whether body-pose-based methods can reach the same performance as video-
based ones or the effect that different pose detection approaches have on performance.

Despite their advantages, video and pose inputs to action recognition models are
affected by subject occlusion, cross-contamination, poor lighting conditions, and diffe-
rences in perspective, orientation, and distance to the camera. Wearable accelerometers
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circumvent the aforementioned challenges and can capture subtle body movements in
space. Accelerometer readings from a smart ID badge hung around the neck (Figure 5.1c)
have long been studied for recognizing actions in mingling settings [85, 210]. Hung et
al. [85] explored recognition of actions like gesturing, laughing, and speaking, obtaining
the highest performance among them for speaking detection. The MediaEval multimedia
evaluation benchmark also evaluated acceleration-based methods [316] on a subset of the
MatchNMingle dataset [89], which used the same accelerometer sensors used in this work.
Here, CNNs for time series have been shown to improve over traditional classifiers [128].
Particularly, a previous approach made use of transfer-learning to obtain person-specific
classifiers [81]. Multiple works have found speaking status detection performance from
acceleration to be higher than that of video-based methods. [80, 81, 95, 128] As with video,
all of these works used 1-second or 3-second windows for classification.

Despite all these works, a key challenge remains: existing mingling datasets [88, 89, 95]
do not contain high-quality audio. In [89] and [95] speaking status has been annotated
from the video. In [88] speaking status was annotated from low-resolution audio and the
authors noted the difficulty of distinguishing speakers in their recordings. The lack of high-
quality audio in these datasets not only limits the time resolution of the speaking status
annotations (and of the trained models) but may affect the correctness of the annotations.
The quality of video-based speaking status annotations has not been compared with that
of audio-based ground truth. Furthermore, the lack of audio makes such datasets unusable
for studying other verbal phenomena, due to the impossibility of annotating them.

5.2.2 Speaking status detection in non-mingling settings
In work not specific to in-the-wild mingling settings, researchers have addressed the
problem of speaking status detection/segmentation (also termed Voice Activity Detection),
especially from upper-body shots of people in videos [226]. Beyan et al. [227] introduced
the RealVAD dataset, consisting of a single-camera frontal recording of a panel discussion
where 9 subjects take turns speaking. The RealVAD method presented in the same paper
adapts CNN-extracted features from one speaker to another to improve performance.
Previous work presented the Columbia dataset [318], set in a similar panel discussion
setting. These datasets contain higher resolution, audio-based labels compared to mingling-
specific datasets (Section 5.2.1). However, they have some fundamental differences with
the mingling setting. In particular, freedom of movement in mingling datasets creates the
challenge of learning from data points with a variety of camera angles, occlusion levels,
orientations, and distances (of subjects respective to the camera) not present in panel
discussion datasets. Perhaps due to the absence of occlusion challenges, the use of wearable
acceleration has not been explored in these datasets. Furthermore, panel discussions have
specific dynamics with most often a single speaker at a time. Another related task is speaker
naming in movies [228, 229]. However, here it is normally assumed that the algorithm has
access to audio.

5.3 Data acqisition
Investigating speaking status in a naturalistic setting involves the collection of a dataset in
which social interaction occurs with as little intervention as possible. Following the design
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principles outlined in [95], we collected the dataset in collaboration with organizers of a
special event for a business networking group. In this section, we detail the data collection
procedure and setting in which our data was collected (5.3.1) along with our sensor setup
(5.3.2).

5.3.1 Participant procedure
Most participants in the networking group met regularly and many but not all of them knew
each other. Participants were informed beforehand that this particular meeting would be
recorded. As they arrived at the event, attendees were approached one by one and informed
again of the special circumstances of the data collection. They were then informed of
the data collection process and invited to donate their data. They were free to choose
which sensors to wear between microphone, accelerometer, or both; or to not participate
in data collection. They were then asked to sign an Informed Consent Form. Subsequently,
participants were fitted with the corresponding sensors. To enable the possibility of opting
out of the video modality, all participants were informed about a clearly delimited video
zone where they would be recorded by our video cameras.

After this, subjects were free to move around the room and talk as they pleased. During
the first half of the event (1.5hr), however, they were at times expected to attend to a
speaker, a live music performance, and participate in social games and activities. In the
second half of the event (1.5hr) subjects were free to mingle without interruption, as there
were no more games or activities. The room was not closed and they were free to leave
at any time, after returning their sensors. During both halves of the event, most of the
interaction consisted of free-standing conversation, as there was little seating available. The
mood appeared friendly https://www.overleaf.com/project/62b1a75fd2b99ab59c37dd9dand
relaxed.

When participants approached to return their sensors, we asked them to fill out an
exit survey indicating their experience in the event, including rating on a scale of 1-5 their
perceived level of enjoyment (4.14±0.79), their likelihood of attending an event like that
one again (4.21±0.70) and of recommending the event to others (4.12±0.72), and free-form
textual feedback. The survey was associated with their sensor IDs. After the event, we sent
the subjects a report of their behavior, which included information (relative to the other
subjects) about their speaking time, amount of motion, and number of interaction partners.

Our complete data collection process, as outlined above, was approved by the ethics
board of Delft University of Technology beforehand.

5.3.2 Sensor setup
We collected the following data from consenting participants:

Audio Lavalier microphones attached to the face using Lavalier tape1, recorded speech at
44KHz. Microphones were attached to a Sennheiser SK2000 transmitter attached near
the subject’s waist. Transmitters communicated wirelessly with a central receiver,
which stored fully synchronized audio in real time.

1Lavalier tape, or LAV tape is a fine tape designed to cause minimal restriction to facial muscle movements. It is
transparent and is used by professional theatre productions so that the microphone remains as inconspicuous
as possible. This was an important design consideration to minimize discomfort and visual distractions on the
participant’s face
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Body acceleration A custom-made wearable tri-axial accelerometer sensor was hung
around the neck and rested on the chest like a smart ID badge (Figure 5.1c), recording
at 20Hz.

Video 12 overhead cameras and four side-elevated cameras were placed above and in the
corners of a video zone. Every camera recorded video at a resolution of 1920𝑥1080
and 30fps. In this work, we only make use of the four side elevated cameras.

Data was collected from the moment the participant received the sensors to the moment
they returned them, which varied from about 30 minutes to more than 3 hours for some
subjects who stayed after the event was officially over.

5.3.3 Data collection details
Because some participants chose to wear only one sensor or to avoid the video zone,
and because of the malfunction of some of our wearable devices, not all modalities were
available for all participants. Of about 100 attendees to the event, 33 wore a microphone and
52 wore an accelerometer; while 25 wore both sensors. Most of the participants interacted
within the video zone.

Our recordings included periods in which the participants were expected to listen to
a speaker or a performance (Section 5.3.1). We used the videos to manually find these
segments and exclude them from our experiments as they deviated from our setting of
interest.

5.4 Data annotation
In this section, we explain how the speaking status labels were generated using the indivi-
dual audio recordings (Section 5.4.1) and semi-automatically for poses from side-elevated
videos (5.4.2).

5.4.1 Automatic audio-based speaking status Annotation
Speaking status is generally labeled as a binary variable, where a positive value indicates
voice activity from a target subject. The availability of high-quality audio recordings from
head-worn microphones allowed us to automatically obtain labels for speaking activity
via speech processing algorithms. Our task is particular in the amount of background
(cocktail party) noise present and interlocutor speech present in the recordings, greater
than in many speech datasets consisting of meeting or phone recordings [109, 109]. This
includes interlocutor speech from subjects close to the microphone wearer, whose words
could be understood from the recordings. Our goal was to ignore both interlocutor speech
and background noise and obtain labels indicating the speaking status of the microphone
wearer only.

We initially evaluated two VAD approaches: the pyannote.audio package [238, 239] and
rVADmethod [240]). However, we found to be unsuccessful in dealing with the noise in our
audio recordings. Therefore, we decided to use a denoising step followed by a diarization
step via pyannote.audio and NVIDIA NeMo libraries respectively. The complete process to
generate VAD labels is as follows:
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1. Loudness normalization (EBU R128) to normalize differences in audio energy across
recordings (which could be due to microphone fit). We used ffmpeg’s loudnorm filter
[319].

2. Denoising via Speechbrain’s SepFormer model [320] trained on the WHAM! dataset
[321]. We ran the method using a 1-minute sliding window due to model input size
limitations. This removed most of the cocktail party noise in the data, but not the
voices of interlocutors.

3. Speaker diarization via NVIDIA NeMo [322], a pipeline including VAD, segmentation,
speaker embeddings, and clustering. We found the method to effectively separate
the wearer’s voice in its own cluster, distinguishing it from other speakers.

4. We manually identify the microphone wearer’s cluster in the diarization outputs,
with help from video recordings to identify the speaker. We transform the speech
segments into a speaking status time series using their timing information.

5.4.2 Semi-automatic pose annotations
Since most pose estimation algorithms, including OpenPose, work independently on in-
dividual frames, we needed an approach to associate poses across frames. This problem
has been investigated in previous work such as PoseFlow [208]. However, we found this
method too computationally expensive for our use case due to the many people in the scene.
We therefore implemented a semi-automatic method to obtain tracks from individual frame
detections. We chose a computationally lighter method based on the observation that the
chest keypoint was reliably detected and localized across frames.

Specifically, our goal was to create pose tracks by associating skeletons or poses across
frames. We chose to do so by iterating over frames and assigning the poses detected in
each frame to existing or new tracks. Specifically, for each frame 𝑛 of the video, the pose
detector outputs a set of poses given by 𝑄𝑛 = {𝑃𝑛,𝑚 ∣𝑚 = 1,… ,𝑀𝑛}, where𝑀𝑛 is the number
of people detected in frame 𝑛 and 𝑃𝑛,𝑚 = {𝑝𝑝𝑝𝑛,𝑚,𝑗 ∣ 𝑗 = 1,… , 𝐽}; 𝑝𝑝𝑝𝑛,𝑚,𝑗 = (𝑝𝑥𝑛,𝑚,𝑗 , 𝑝𝑦𝑛,𝑚,𝑗 ) is a vector
of 𝐽 2D-keypoints (or joints) representing a skeleton in the image plane. A pose track is a
sequence of poses given by 𝑈𝑖,𝑓 = {𝑃𝑖,𝑚 ,… , 𝑃𝑓 ,𝑚}, starting at frame 𝑖 and ending at frame 𝑓 .
We associated poses in 𝑄𝑛 to tracks in 𝑇𝑛 , the set of open tracks (consisting of poses from
all frames up to 𝑛−1). We do so by comparing poses in 𝑄𝑛 with the head of existing tracks
whose last detected pose is not older than 𝑅𝑡ℎ frames, where 𝑅𝑡ℎ is an integer threshold
parameter. In other words, we solve the assignment problem between two sets of poses:
𝑄𝑛 and {𝑃𝑓 ,𝑚 |∀𝑈𝑖,𝑓 ∈ 𝑇𝑛 and 𝑛− 𝑓 < 𝑅𝑡ℎ}. This process is repeated in order for 𝑛 = 1,… ,𝑁 .

The assignment problem remains to be solved. We define the distance between two
poses as the Euclidean distance between their chest keypoints across frames; ie. for frames
𝐴 and 𝐵, 𝐷(𝑃𝑛1 ,𝑚1 , 𝑃𝑛2 ,𝑚2 ) = ||𝑃𝑃𝑃 𝑐ℎ𝑒𝑠𝑡

𝑛1 ,𝑚1 −𝑃𝑃𝑃 𝑐ℎ𝑒𝑠𝑡
𝑛2 ,𝑚2 ||. We solve the assignment problem via the

Hungarian algorithm. We add a maximum distance threshold 𝐷𝑡ℎ for assignment, such that
if 𝐷(𝑃𝑛1 ,𝑚1 , 𝑃𝑛2 ,𝑚2 ) > 𝐷𝑡ℎ, then 𝑃𝑛1 ,𝑚1 and 𝑃𝑛2 ,𝑚2 cannot be assigned to each other. Assigned
keypoints are added to the corresponding track and unassigned keypoints are assigned to
a new track. When a new pose in frame 𝑛1 is matched to a pose in a frame 𝑛2 ≠ 𝑛1 −1 (not
the immediately preceding frame), we imputed the keypoints via linear interpolation to
maintain the continuity of the track.
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Parameters 𝑅𝑡ℎ and 𝐷𝑡ℎ were set based on a qualitative evaluation of the algorithm on
a subset of the tracks. For 𝑅𝑡ℎ, we found a one-second threshold to work best creating
consistency across frames without introducing significant errors. This approach resulted
in high-quality tracks, with only sporadic track misassignments due to subjects walking in
front of one another.

Because our goal was to obtain high-quality tracks to be able to reliably test our
recognitionmethod (see next sections), wemanually inspected the dataset for track switches
and corrected them by splitting the tracks. Finally, we assigned tracks to subject IDs to be
able to associate with the personal acceleration readings.

5.5 Dataset statistics
Due to our mixed-consent data collection design, our final dataset contained subjects with
different body movement signals available. Subjects were also in the scene for varying
amounts of time, and some engaged more than others in conversations. Figure 5.2 plots
the speaking times per subject, calculated as the summation of all the speaking segments
output by VAD (Section 5.4.1), together with an indication of the modalities available for
each subject. The majority of subjects have complete information. There is quite some
variation in speaking time with no clear correlation between modality and amount of time
spent speaking.

Figure 5.2: Seconds of speaking time per subject with speech data in REWIND dataset. Columns in green indicate
subjects with complete information (audio, video, acceleration). Columns in yellow indicate subjects with audio
and acceleration information, but who are not visible in the videos (no pose). Columns in red indicate subjects
without body movement data (only audio).

To showcase the value of our automatic VAD annotations obtained from audio compa-
red to VAD annotations in previous datasets, we compared the distribution of speaking
segments in REWIND to that of the MatchNMingle dataset [312]. Figure 5.3 shows the
length distribution of segments labeled as speech in both datasets. Although these speaking
segments do not constitute turn-lengths, our data contains more short speech segments.
Inspection of the dataset revealed these often correspond to back-channels and short
utterances. We interpret that many such utterances were probably missed in previous
datasets due to the use of video for speaking status annotation [95, 312].
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Figure 5.3: Distribution of length of contiguous speaking segments (s) in the speaking status detection labels for
REWIND and MatchNMingle [80] datasets. REWIND shows greater temporal granularity (shorter segments),
thanks to annotations having been obtained from audio.

5.6 Baselines for automated speaking status seg-
mentation

In this section, we present three baseline tasks for speaking status segmentation from body
motion. We start by detailing our evaluation setup, including the process for generating
training and testing examples, evaluation metrics, and hyperparameter tuning. We first
present the video baseline, where we train on video patches around target subjects. Second,
we present a pose-based approach, where we train on pose track segments. Finally, we
present a method based on acceleration readings.

5.6.1 Evaluation setup
We formulated the problem as speaking status segmentation to take advantage of the high
time resolution of our labels. We defined data samples as 3-second segments of behavior,
following previous work which found this length to be close to ideal for speaking status
detection [81, 312, 314, 317]. However, unlike prior works which would predict a single
label per 3-second window, our method provides finer granularity by predicting the entire
binary speaking status time series (20Hz) for a given data sample.

For consistency across models, we excluded subjects not containing all three modalities
(video, pose, acceleration). We leave it to future studies to investigate further the trade-offs.
This left us with a total of 18 subjects. We obtained 3-second windows by splitting pose
tracks using a sliding window with no overlap. This resulted in a dataset with 16403
examples in total.

For all network hyper-parameters, we used their default values, which were found
to work best over a variety of datasets. For setting the number of training epochs, we
used a held-out set of 10% of the dataset as a validation set. Here, due to the small
number of subjects, we partitioned by data point rather than by training subject. Using
the rest of the dataset (90%) we evaluated via 3-fold cross-validation at the subject level, to
measure generalization to new subjects. We measured performance via Area under the
ROC curve (AUC), where we treated every window element (of which there were 60) as
one separate prediction. Although metrics like Intersection over Union (IoU) are often used
in segmentation, we made use of AUC due to its robustness against class imbalance and
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because it is the most conservative estimate for the localization of speaking samples.

5.6.2 Video-based speaking status segmentation
Due to the relatively small size of our dataset, training state-of-the-art video action re-
cognition methods from scratch would be infeasible. We focused on approaches with
pre-trained models available to use as feature extractors. Among those, 3D convolutional
neural networks (CNNs) are known to reliably achieve top performances in action recog-
nition benchmarks. We decided to make use of a 3D ResNet pretrained on Kinetics-400,
a large action recognition dataset with 400 action classes and over 300000 labeled video
clips. The network implementation and models are available as part of the Pytorchvideo
library [323]. To adapt the network to our outputs, we implemented a custom network
head to apply pooling and convolution operations over the spatial and channel dimensions
and up-sample the time dimension to the length of the target mask (60). Details are in
Appendix 5.A.

5.6.3 Pose and acceleration-based speaking status setectors
For pose and acceleration, we made use of a ResNet variant for time series, implemented
as part of the tsai library [306]. Given the much lower dimensionality of these modalities
(when compared to video) we trained both models from scratch. As with the video method,
we implemented segmentation network heads to output masks of length 60. Details of the
network heads are in Appendix 5.A.

5.6.4 Multimodal speaking status segmentation
Given that our hypothesis about the link between speech and body movement is modality
agnostic, we included a baseline combining all three forms of body movement representa-
tion. The assumption is that the granularity of poses will allow the method, for example,
to distinguish head and hand gestures from general body movement. The videos will
capture more subtle movements (that might be obscured by noise from associating the
detected pose skeletons between frames) and shape characteristics of a person’s behavior.
Finally, the acceleration may capture sub-pixel and 3D characteristics of the movements
that are not discernible in the video. For models using a combination of video, poses, and
acceleration inputs, we merged the architectures above by averaging their output masks
(output fusion). Network heads were retrained from scratch.

The results of our evaluation are presented in table 5.2. Results suggest the superiority
of combining modalities for the task. For video and acceleration, these results align with
previous work on speaking status detection which found these modalities to perform
comparably [80, 127]. However, our pose method performed poorly compared to video and
acceleration methods. A likely cause is the noisy nature of the poses. While our approach
delivered reasonable track association performance, the fact that tracks are extracted
independently per frame introduced significant noise across frames. The relative nature of
poses would likely make it harder for the model to separate speech-related gestures from
pose noise. It is also possible that using pre-training in a state-of-the-art skeleton action
recognition method could improve these results. Note, however, that large pre-trained
skeleton action recognition methods are often trained on sequences with more than one
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Table 5.2: Results of our baseline evaluations.

Method AUC
Video 3D-CNN 0.615
Pose CNN 0.530
Accel. CNN 0.634
Video + Pose + Accel 0.648

skeleton, and do not use the same skeleton definition (input size and semantics) [288]. This
makes adapting them to our problem not trivial.

5.7 Discussion and conclusions
With REWIND, we contribute the first dataset for speaking status segmentation recorded
in a real-life mingling scenario and with high-quality individual audio recordings, and
derived speaking status annotations. Although the use case of the dataset showcased in this
paper is speaking status segmentation, REWIND creates opportunities for research beyond
this task, in the automatic detection/segmentation of body movement manifestations of
social signals in general. In this section we discuss the implications of the dataset, starting
with the results presented in this paper, and following with a discussion of the possibilities
brought about by REWIND in other related tasks.

REWIND as a dataset for no-audio speaking status segmenta-
tion.
Previous speaking status works have shown that it is possible to perform speech/non-
speech classification from body movement information [81, 89, 95], as well as classifying
the current speaker in a group [88]. The same lack of audio makes it impossible to verify
this, but our results comparing turn length distributions of REWIND with MatchNMingle,
suggest that many short (< 1𝑠) speech segments are either lost or aggregated into longer
segments (losing granularity). Furthermore, annotating speech from visual modalities may
mean that speech segments were not missed at random, but that the most visually subtle
speech is missed, resulting in an undesirable bias. A more comprehensive study analogous
to [309] would shed more light on this.

With REWIND, we have presented an approach to record, process, and automatically
extract speaking status labels from a small mingling crowd. This approach resulted in a
different distribution of speech segment lengths when compared to video-based labels due
to a shift towards shorter segments (higher granularity). Furthermore, the time resolution
of our labels enables a task not previously attempted: segmentation of speaking status. The
availability of ground truth audio means that our annotations are easy to verify manually
and to further refine automatically in the future.

One drawback is that the guaranteed level of synchronization of the REWIND dataset
is within latencies of 1s. More precise estimations would require collecting new data with
high-quality audio using a similar multi-sensor synchronization strategy as [95].
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REWIND and the study of body movement.
REWIND, through its high-quality audio recordings, creates opportunities for studying the
relationship between vocal production and bodymovement in naturalistic social interaction.
Social actions with a vocal component such as laughter and back-channeling have been
studied in the past in relation to body movement [107, 309, 324]. Higher-level multimodal
constructs such as affect, enjoyment, or engagement also have manifestations in both
vocal production and body movement. With REWIND, in addition to providing aggregate
self-reports of enjoyment, we provide the raw data necessary for performing third-party
annotations of these constructs from audio, video, or audiovisual information at a higher
temporal resolution.

This creates opportunities for using REWIND to train action detectors using different
input and labeling modalities. Furthermore, it also allows for exploring the effect that
different labeling conditions (eg. video-based labeling) have on both label reliability and
model performance. This can further our understanding of the trade-offs in labeling
inherently multimodal phenomena from limited modalities such as video and audio. A
study using the REWIND dataset has already addressed such questions in the context of
laughter detection, intensity estimation, and segmentation [309].

5.7.1 Efficacy of pose-based analysis
One limitation of REWIND lies in the quality of the pose tracks. Due to challenges like
occlusion and cross-contamination, pose tracks obtained from our system are noisy and
may miss subjects, especially those far away from the camera. While we consider our tracks
to be enough for many applications including evaluation of action recognition methods,
they may not be enough for evaluating tasks like person detection or tracking, where the
goal is to detect/track all the people in the frame.

Mixed-modality consent: limitation and opportunity
Finally, the reader may consider that another limitation of REWIND is that many users
in the scene did not wear our instruments (Section 5.5). This means that analysis or
prediction of social signals from group-level information is difficult with this dataset. An
exception is that video data is available for entire groups, and could be used to predict
individual variables (eg. speaking status). While this can be seen as a limitation, it gives us
the opportunity to investigate such mixed consent settings and the analysis of partially
complete data.
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Appendices
REWIND dataset: privacy-preserving speaking status segmentation from multimodal body movement

signals in the wild

5.A Network details
Figure 5.4 presents the architecture of the segmentation heads. For all models, we apply
pooling and convolution operations over the spatial and channel dimensions and up-sample
the time dimension to the length of the target segmentation mask (60). Output masks are
averaged for multimodal methods.

(a) Time series ResNet head (acceleration modality).

(b) Video ResNet (slow model) head.

Figure 5.4: Segmentation heads for acceleration and video models. The first block represents the feature map
before the head of the ResNet model, for each modality method. Subsequent operations pool and convolve over
the spatial and channel dimensions, and up-sample the time dimension.
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6
Covfee: an extensible web

framework for
continuous-time annotation

of human behavior

Continuous-time annotation, where subjects annotate data while watching the continuous
media (video, audio, or time series in general) has traditionally been applied to the annotation
of continuous-value variables like arousal and valence in Affective Computing. On the other
hand, machine perception tasks are most often annotated using frame-wise techniques. For
actions, annotators find the start and end frame of the action of interest using a graphical
interface. However, given the duration of the videos generally annotated in social interaction
datasets, this can be a slow and frustrating process. It usually involves pausing the video at
the onset or offset of the action and scrolling back and forth to identify the precise moment. A
continuous annotation system, where annotators are asked to press a key when they perceive
the target action, can reduce the time necessary to annotate, especially when single subjects
are annotated for long periods. Keypoint annotations, where the task is to follow a particular
point of interest in a video (e.g., a body joint) may also be done continuously. We present the
Covfee web framework, a software package designed to support online continuous annotation
tasks, with crowd-sourcing capabilities. We present results from case studies of continuous
annotation of body poses (keypoints) and speaking (action) on an in-the-wild social interaction
dataset. In the case of keypoints, we present a new technique for easily following a keypoint in
a video using the mouse cursor. We found this technique to significantly reduce annotation
times with no adverse effect on inter-annotator agreement. For action annotation, we used
continuous annotation techniques to obtain binary speaking status labels and annotator
ratings of confidence on those labels. Covfee is free software, available as a Python package
documented at josedvq.github.io/covfee.
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6.1 Introduction
Annotating human behavior for machine perception tasks involves extracting fine-grained
facial and body behavior. Depending on the tasks or research questions being investigated,
annotations may, for example, look to describe the movement and spatial location of
a person via bounding box or keypoint annotations, indicate what actions are being
performed by such person via binary action annotations, or describe the state of the person
by annotating constructs like enjoyment or involvement.

Clearly, not all machine perception tasks and associated annotation tasks are created
equal. Importantly, datasets containing human behavior vary widely in the number of
subjects present in the dataset and the length of time each subject is recorded.

For example, most benchmarks in computer vision tasks of action recognition and pose
estimation use still images or short video clips for training and benchmarking [220]. This
often means many data subjects in different environments, each recorded (and annotated)
for a short period. This is desirable when the goal is to maximize data diversity to enhance
the system’s robustness. In these tasks, annotations for keypoints are performed on
individual frames, and videos are labeled with a single action.

In contrast, in applied machine learning within the social signal processing research,
interacting subjects in audiovisual datasets need to be tracked and annotated for periods
ranging from a few minutes to several hours [88, 89, 109] which is necessary to capture
and study social interaction dynamics. Similarly in the affective computing community,
datasets often involve annotating interactions lasting one hour or longer [325]. Behavior
analysis datasets often have fewer data subjects, recorded for longer periods. Other applied
fields working with in-the-wild data like surveillance and sports action recognition often
require tracking subjects for long periods [326].

The annotation challenge is compounded when datasets are acquired in the wild
(without the benefits of lab-based, highly instrumented recording spaces), meaning that
automatic techniques for subject detection, tracking, and pose estimation are not applicable.
Obtaining the same level of detail of human behavior in these settings is often prohibitive
in terms of the manual labor or equivalently financial cost involved.

A second key characteristic of many human behavior annotations, especially those of
actions and higher-order constructs, is the central role of temporal context in perception.
While simple tasks such as the annotation of body joints in a video can be considered
free of temporal context (ie. a single frame can be meaningfully annotated), annotating
concepts which require a judgment about intention, such as the use of sarcasm or dominant
laughter requires a judgment that can only be done with access to temporal context (ie.
the past) of the interaction.

Annotating human subjects for long periods while having access to temporal context
has created a need for annotation tooling that we argue is not covered by existing annotation
tools and techniques. In this chapter, we present a software framework offering a technical
solution to this problem.

Continuous-time annotation refers to annotations being carried out in real time while
the target media is being watched without pause. Traditionally, continuous-time annotation
has almost exclusively been applied to the annotation of affect of a target subject, usually
being observed in a video. Affect has been annotated via the variables in the circumplex
model of affect: arousal and valence (considered continuous variables). Joint annotation of
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Figure 6.1: The Covfee keypoints annotation interface.

both variables was first proposed, where the annotator controls the position of a cursor
within a labeled diagram (2D annotation) using their mouse [114]. Further developments
split the annotation process into the separate annotation of arousal and valence [327]. Since
then, continuous-time annotation has been used to annotate multiple datasets [328, 329],
more modern tools have been developed [115, 116, 330], and the best way to make use
of continuous-value annotations taking into account human biases has been researched
[111, 113]; all within the context of affective computing.

In this chapter, however, we treat continuous-time annotation as a general technique
applicable to different types of variables and target media. In addition to continuous affect
annotation, examples of continuous-time annotation include holding down a keyboard key
to indicate that a person in a video is speaking, following a person’s hand with the mouse
cursor to indicate its position, or controlling a continuous slider using the mouse to rate
the perceived level of engagement of a person in an interaction.

We investigate the power of continuous-time annotation to improve annotation times
when labeling human subjects for long periods. Its continuous nature has the advantage
of facilitating the perception of temporal context, potentially improving the quality of
annotations through better annotator judgment of the target action or construct.

Annotating subjects for long periods can be made more feasible by leveraging crowd-
sourcing, splitting the load among multiple annotators. In crowd-sourcing, remote workers
are paid to perform HITs (human intelligence tasks) consisting of units of work to be
completed by one annotator (usually taking a few minutes to complete). Given its use in
different fields, notably computer vision, and human behavior analysis fields, we leveraged
its benefits by giving our continuous annotation framework crowd-sourcing capabilities.

Covfee, brings together the possibilities of continuous annotation with those of crowd-
sourcing into a web-based annotation framework. Because annotation techniques are
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often task-specific and continuous annotation is a nascent field in need of experimentation,
we designed and documented Covfee as an extensible framework, to encourage users
to implement new techniques with as little effort as possible. Continuous annotation
interfaces for affect, action annotation and keypoint annotation are applications of the
framework.

Our contributions are the following:

• We present Covfee, an open-source web annotation framework with crowd-sourcing
support, implementing continuous action and keypoint annotation out-of-the-box.
Covfee supports the implementation of custom continuous annotation tasks with
different media types and user interfaces taking advantage of existing capabilities
for data serialization/storage, crowd-sourcing, qualification testing, and annotation
tracking and monitoring. Annotation tasks to be implemented in Covfee may range
from existing techniques for rating continuous variables like affective dimensions
[111] to novel techniques for vision tasks such as the ones presented in this paper.

• We present a case study involving the use of Covfee for the annotation of human body
joints in an in-the-wild dataset. We present comparative results against a traditional
annotation method and found a nearly three-fold improvement in annotation time
with no loss in inter-annotator agreement.

• We present a second application of Covfee for the efficient annotation of actions in
the same social interaction dataset. We analyze annotations of speaking status via a
continuous binary interface and confidence ratings for those annotations.

• We discuss the advantages and disadvantages of applying continuous annotation to
human behavior datasets. Based on both case studies, we provide recommendations
and a discussion of other potential use cases for Covfee.

The remainder of the chapter is organized as follows. In section 6.2 we start with a
summary of related work and its relevance to the Covfee framework and its tasks. In
section 6.3 we present the Covfee framework, summarize our main design requirements
and decisions, and present its main features for both basic users looking to annotate data
or advanced users looking to implement new tasks using Covfee. In section 6.4 we present
two case studies using the Covfee framework for new types of continuous annotation: the
fully manual annotation of human body joints using the mouse as a tracking device; and
the binary annotation of actions in a social scene. We end by discussing and reflecting on
these case studies and the role of continuous techniques in human behavior annotation in
Section 6.5.

6.2 Related work
In this section, we start by reviewing work on manual annotation tools, with a focus on
web computer vision and time series annotation tools. We go on to review work specific to
continuous annotation, most of which relates to the annotation of human subjects.
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6.2.1 Manually annotating keypoints and actions
Of particular importance in computer vision tasks involving human data subjects are the
tasks of pose estimation [97, 257], or keypoint estimation in general, and the task of action
recognition or localization [220], both of which we address in this chapter.

Keypoint annotation involves the labeling of important points in an object of interest.
This could be hand joints, facial landmarks, or object keypoints. Keypoint annotation is
supported in tools like Vatic and CVAT via image-level annotations, performed every 𝑁
frames, and interpolated in between. This is however a time-consuming process whose
accuracy is limited by the interpolation step, particularly if a keypoint being tracked moves
with highly varying levels of acceleration. The number of frames to skip should be few
enough to avoid under-fitting a particular trajectory of a keypoint whilst still being large
enough to minimize manual effort. It is also unclear how to deal with frequent occlusion of
the target keypoint in this scenario and annotating for such occlusion makes the process
slower.

As a result of these challenges, many works involving the tracking of many individuals
in a social scene have reverted to using bounding boxes for subject localization despite the
fact that full-body poses contain richer information [89]. Others have reverted to using
a much smaller set of skeletal points such as just using head positions and orientations
[88]. Parallel to this, there is a growing community working on the detection of actions
directly from skeletal data [284] given the emergence of large-scale keypoint data that has
been automatically generated in highly instrumented lab environments [257]. Being able
to annotate body keypoints in in-the-wild settings provides a sound basis for researchers
in these areas to transition to working on more realistic natural settings.

The first step in action annotation involves the localization of actions of interest in a
recording. In social interaction datasets such recordings often capture a large social event
[89], multiple meetings [109] or conversations, spanning dozens of hours of individual
interaction and requiring a time-consuming effort to annotate. To this end, actions are
traditionally localized using a mouse and graphical interface. In tools such as ELAN [120],
the user localizes the start and end frame of the action, which is then annotated by drawing
an interval in a timeline. In tools such as Vatic and CVAT, actions are annotated via flags,
which are turned on for the frame when the action is deemed to start, and off for the end
of the action. Both of these approaches require the user to pause the video every time an
action is recognized. This has the drawback of slowing down the process and making it
harder for the annotators to follow the flow or dynamics of the interaction, or media in
general.

An important consideration when annotating body keypoints is the annotation of
occlusion: when the target body joint is not visible, due to being occluded by another
object/person in the scene, or possibly the same person (self-occlusion). Rather than
being constant, in many in-the-wild datasets, body keypoints may become visible and
occluded frequently when bodies gesture, change posture, or move around in the scene.
Occlusion signals are important for training pose estimation methods, and are included
in several datasets for pose estimation [231, 283]. Networks designed to learn from the
occlusion signals have been shown to improve performance on pose estimation image
datasets [331, 332].
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6.2.2 Crowdsourcing annotations
The advent of deep learning in computer vision has resulted in algorithms requiring large
amounts of data to reach state-of-the-art performance. In video-based tasks like action
classification (recognition) and localization, this has required the labeling of datasets with
hundreds of hours of video, used now as benchmarking datasets. Improvements in the
related task of pose estimation [97–99], commonly trained from images, have been possible
thanks to image datasets with tens of thousands of examples [231, 283]. This process
has come together with the development of annotation tools capable of supporting at
least a range of canonical tasks: keypoint annotation, bounding box annotation, image
segmentation, and temporal (action) labeling.

With the move towards online services, crowd-sourcing annotations has gained rele-
vance in computer vision. This trend led to the collection and annotation of large datasets
completely online [222]. In human behavior analysis in particular, crowd-sourcing has
been used to annotate actions and person bounding boxes within the social signal proces-
sing community [89] and more extensively used in the affective computing community
[333–335], where techniques for improving reliability in the crowd-sourcing setting have
been explored [336].

In a comprehensive paper on the subject of crowd-sourcing Vondrick et al. [258] use the
Vatic tool to provide a series of insights related to online video annotations. Even though
annotators used traditional frame-level annotation techniques, some of their insights are
relevant to annotation processes and tools in general, and we summarize them here. When
annotating body joints, they found that annotators are more efficient and prefer to annotate
one joint at a time throughout the whole video compared to annotating one image (all
joints) at a time. Another important observation was that annotators “rely on the motion
of objects to correctly decode the scene”, and that “the user must watch the video play to
correctly track [an object]” [258, p.7]. Both of these are default choices in the continuous
annotation paradigm, where the annotation technique must be simplified to be done while
the video plays.

In the same paper, authors concluded that larger tasks, where a single annotator
annotates all objects in a video are better than smaller tasks, such as different annotators
annotating single objects. This is likely due to the overhead involved in familiarizing
oneself with the scene to annotate. They also found that a constrained interface without
too many choices will result in better annotation times, compared to more flexible ones.
The authors address the importance of filtering workers through qualification tasks, stating
that “because video annotation is hard, we found that most workers, despite accepting
the task, do not have the necessary patience or skill to be accurate annotators.” We take
advantage of these important insights in the design of the Covfee framework and associated
annotation techniques.

6.2.3 Continuous-time annotation
The term continuous annotation generally refers to continuous-time annotation. Although a
precise delineation of what constitutes continuous-time annotation is not present in the
literature, we will treat it as an umbrella term that describes the process of performing an
annotation task while the target media is being watched (possibly in real time), usually
without any pauses. A distinction must be made from continuous-value annotation which
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refers to the annotation of continuous variables in general which could also be carried
out as a post-hoc annotation step. Although mostly applied to audiovisual recordings,
continuous annotation is not limited to this set of modalities and may apply to any sensory
experience such as listening to an audio recording or watching a live performance.

Continuous-time annotation started with the continuous recording of emotional states
with Feeltrace, an instrument designed to let observers track the emotional content of a
stimulus as they perceive it over time [114, p.1]. The interface consists of a circle, with
dimensions corresponding roughly to arousal and valence [337], the dimensions in the
widely-used circumplex model of affect [337, 338]. This type of continuous annotation
allowed observers to describe an emotional state by moving a pointer within the circle
using their mouse. The newer GTrace technique [327], presented as a successor to Feel-
trace supported one-dimensional annotations of valence and arousal with visual feedback
markers on a desktop application.

Continuous annotation has since been used in the affective computing community
for the annotation of datasets for affect through GTrace-type interfaces. In datasets like
DEAP [339], SEMAINE [32], RECOLA [271] and DECAF [340], valence and arousal were
annotated separately using a mouse-controlled graphical interface. More recently, datasets
like SEWA [328] and CASE [329] have moved to the use of joysticks for simultaneous
annotation of arousal and valence. The reasons cited by Sharma et al. [329] are that separate
annotation of arousal and valence does not account for the relationship between them, and
that “mouse-based annotation tools are generally less ergonomic than joysticks”. However,
Metallinou and Narayanan [341] more precisely state that Feeltrace and GTrace require
continuously pressing the mouse to annotate, which is tiring when annotating long videos.
CARMA [330] and DARMA [115] are other desktop tools for continuous affect annotation
with mouse and joysticks respectively.

More recently, RankTrace [111] addressed the problem that humans are bad at maintai-
ning references of continuous values, which is supported by theories such as the adaptation
level theory. This theory suggests that “humans cannot maintain a constant value about
subjective notions; instead, their preferences are made on a pairwise comparison basis
using an internal ordinal scale” [111, p.1]. Their interface instead captures unbounded an-
notations, which are then interpreted using their gradient. They showed that the gradient
of the unbounded annotations was a better predictor of skin conductance (as a correlate of
emotion) than the absolute value of the annotations. They performed annotations using a
hardware wheel for input. The issue of interpreting continuous-valued annotations directly
relates to the question of how to measure agreement between annotators. To this end,
Booth and Narayanan [113] designed an ordinal agreement measure for continuous-time,
continuous-value annotations, based on the observation that annotators approximately
preserve rank ordering and capture trends (increasing or decreasing) when annotating
continuous values. These findings may limit the utility of continuous-value annotations
(since they cannot be reliably compared absolutely). It is however unclear to what extent
they generalize to the annotation of less subjective variables.

A major drawback of the previously-mentioned tools is that they were only imple-
mented as Windows applications, making them unusable in a crowd-sourcing setting,
and therefore hard to scale for use in large datasets. Web-based applications, in contrast,
offer a lower barrier to access for annotators, do not require the annotators to store a
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local copy of the annotated media, and may support the crowd-sourcing of annotations
in online marketplaces. The data storage issue is an important one when the data to be
annotated is considered privacy sensitive. Streaming data for annotation through a web
interface mitigates intentional or unintentional data privacy violations such as forgetting
to delete the raw data after it has been used for annotation. PAGAN [116] is possibly the
first web-based tool for continuous annotation, with support for GTrace and RankTrace,
as well as binary annotations. PAGAN specializes in affect annotations and is not geared
toward supporting the implementation of custom techniques.

Continuous-time annotation has some inherent delay due to the time that annotators
take to react and process their perception. This could potentially impair the performance of
systems that are developed to learn from such data. Some recent efforts have concentrated
on the study of these delays and how they can be corrected in the context of affect anno-
tation [118]. Mariooryad and Busso [117] align annotations by maximizing the mutual
information between annotations and expressive behaviors as captured by facial action
units and speech features. Khorram et al. [119] presents a convolutional network capable of
jointly aligning and predicting continuous emotion annotations via a time-shifted low-pass
filter. Although these works show improvements in regression performance with respect
to baselines without correction, it is unclear how much such correction methods can im-
prove performance, as the true delays in the studied datasets are unknown. Furthermore,
Mariooryad and Busso [117] found no significant differences when using a constant delay,
compared to their data-driven approach. Although work on delays has been exclusively
done in the context of continuous-valued affect annotations, and delays in annotation
are likely task-specific due to different stimuli processing times, some degree of human
delay is inherent to all kinds of continuous annotation. It seems pertinent for researchers
developing machine perception systems trained with continuously annotated data to be
mindful of the potential effects (if any) of delay.

In summary, annotation in computer vision and continuous annotation are two com-
pletely disjoint fields in the literature. The former has focused on image-level techniques
aided by interpolation for the annotation of keypoints for pose estimation tags, and the use
of binary flags for the annotation of actions, used in action localization tasks. It is however
unknown how such annotation techniques compare to continuous ones in time efficiency
and annotation quality, and to what extent their non-continuous nature affects annotations
heavily dependent on temporal context. A reason for this is that continuous annotation
literature has almost exclusively focused on the subject of affect, which has resulted in very
specific techniques, tools, and insights for continuous-time annotation of continuous affect
variables. This means there is little study of the phenomenon of continuous annotation in
its more general form, which may involve different modalities, input devices, and interfaces.
The lack of software support for the implementation of continuous annotation tasks also
limits the broader study of this topic. To this end, we hope that Covfee lowers the entry
level for more researchers to explore continuous annotation in more settings allowing for
a better understanding of its potential.
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6.3 The Covfee framework for continuous annota-
tion

Covfee was born out of the need for an advanced framework for both annotating existing
datasets and researching questions related to continuous annotation. The target user of
Covfee is thus a researcher aiming to annotate a human behavior dataset or to use or
implement novel continuous annotation interfaces for research purposes. As such, Covfee
was built with a set of main broad requirements:

• To be under an open source license and documented online. Covfee has been released
under an MIT license, a permissive license enabling among others the copying,
modification, and redistribution of the software without limitations.

• To be easy to install, and launchable on a local web browser from a command line.

• To be deployable in a public server for online annotation. This is also necessary to
support crowd-sourcing annotations in online marketplaces.

• To support large annotation processes consisting of hundreds of HITs, with each
ranging from seconds to hours in length (of the target media).

• To implement client-server communication of annotations and storage on the server.
Annotations should be buffered (to prevent data loss from network errors) and
submitted to the server where Covfee is deployed, where they should be easy to
download by the requester.

• That annotation techniques implemented in Covfee (eg. binary annotation of videos,
video keypoint annotation) are easy to reuse and re-deploy.

• To support additional functionality that is useful in an online annotation process:
requesting non-continuous feedback from annotators (eg. demographics, experience
feedback, etc), requiring agreement to terms and conditions (eg. an EULA) before
getting access to the data, and providing rich annotation instructions (images, videos,
tooltips) for users.

• To support automated qualification tasks via the implementation of a validation
method in Python. Validation methods receive the annotations and return a boolean
decision on whether the submission passes the qualification test or not.

• That new custom tasks can be implemented with a basic knowledge of Javascript
/ Typescript by implementing a class with a specific interface; much like writing a
custom network in modern deep learning frameworks can be done by implementing
methods of a subclass

• To run in most modern desktop browsers. We do not discard making Covfee tasks
usable in mobile devices in the future/ However, due to the additional implementation
effort this would require, we decided to start with desktop browser support only.
Note that since tasks in Covfee may be custom and use any browser features or
APIs, particular tasks may have more reduced compatibility than Covfee as a whole.
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Covfee should provide a way to test for browser compatibility and instruct annotators
to use a compatible browser before they start working on a task.

To support these broad goals, we implemented Covfee as a Python package available
in the Python Package Index. Once installed, Covfee’s administration panel can be started
in a browser from the command line. The main building blocks of Covfee are shown in
Figure 6.2. The web application was implemented in Typescript as a one-page application
in the popular React web framework. The web server makes use of the Flask framework
and a SQLite database for annotation storage.

6.3.1 The Covfee specification file
An important question in the design of Covfee was how to let requestors describe the
HITs to be created in Covfee (ie. how would a researcher use Covfee?). Existing online
annotation tools let the requester create HITs using a graphical interface where media
files can be uploaded and the variables to be annotated are specified. Each HIT maps to
an interface with tools to support different annotation techniques (eg. drawing bounding
boxes, keypoints, and setting binary flags). An annotator is expected to navigate this rich
interface to annotate the requested variables. Designing Covfee in this way would have
several major drawbacks. First, for large annotation processes with hundreds of files to be
annotated (each of which would map to a different HIT), specifying HITs using a graphical
interface would be cumbersome for the requester. Second, having a single rich interface
with tools and options for different annotation techniques is not desirable. Richer interfaces
with many options were found by Vondrick et al. [258] to lead to information overload for
annotators. Ideally, the annotation interface should only contain the tools and information
necessary to complete the HIT.

To avoid these drawbacks, we designed Covfee to read a JSON (Javascript Object
Notation) specification file describing the HITs to be created as input. Instead of uploading
media files using a graphical interface, URLs to the media files to annotate are part of the
specification. Using a file following a particular structure makes it easy for the requester
to generate this file using the programming language of their preference, an advantage for
large annotation projects. For smaller annotation projects the file can also be created by
hand based on the examples in Covfee’s documentation. Because the Covfee specification
maps directly to a set of HITs, it also serves as a shareable record to help other researchers
reproduce a particular annotation project.

The specification file follows a particular structure, which among other things includes:

• Project details, including the name and details of the contact person. This information
is shown to annotators in case they run into an issue during the annotation process.

• A list of HITs forming part of the project. Each HIT can be reproduced multiple
times via a repeat parameter in the specification, or using the Covfee interface.
Every instance of a HIT is mapped to a URL, meant to be visited by one annotator. A
HIT in Covfee consists of a set of sub-tasks, of possibly different types. For example,
a HIT may contain a keypoint annotation task and a binary action annotation task.

• For each HIT, a list of tasks comprising it. The specification of a task is different
depending on its parameters. For example, the specification of a keypoint annotation
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Figure 6.2: The architecture of the Covfee framework. A Python server with a relational database (SQL DB) and
ORM layer (a layer mapping database tables into software objects) takes care of data storage and communication
with the Typescript web application. The requester (researcher) interacts with Covfee via the covfee make CLI,
which validates a user-provided specification of the HITs to be created. Typescript interfaces translated into JSON
schema (a language for describing the structure of objects) are used as templates to validate the specification and
provide friendly errors to the requester in case of mistakes in the specification.

task is different from that of an action annotation task. Each task in the specification
maps to an annotation interface that is specific to its task type (ie. annotation
technique). This minimizes information overload for annotators by giving them only
the tools, options, and instructions relevant to the task at hand.

An example of a Covfee specification file is shown in appendix 6.A. Specification files
are validated by Covfee to ensure that they have the correct structure and valid property
names and values. Friendly error messages are returned indicating the location and cause of
any error within the structure. This makes it easy for the user to debug their specification
and avoids potentially hard-to-trace errors due to mistakes in the specification. Appendix
6.A shows an example of validation output from Covfee.

On the technical side, validation naturally requires a model or schema of what the
specification should look like. The use of Typescript for the implementation of tasks in
Covfee provides a natural way to do this. Typescript interfaces are used to specify the shape
and parameters of each task’s specification. Covfee internally translates these interfaces
into JSON Schema [342], a vocabulary for the validation of JSON documents. These JSON
schemas are used by the covfee CLI to validate the JSON structures. Figure 6.2 shows a
diagram of Covfee’s architecture, including this process.

6.3.2 Online workflow
Figure 6.3 diagrams the workflow in Covfee. The main participants are the requester
(researcher) and the annotators. Annotators get access to a Covfee interface generated by
the requester using the framework.
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Figure 6.3: Covfee is designed to map a JSON specification into an online interface, meant to be replicated and
shared online. In the basic workflow, the requester uses the Covfee documentation to create the specification,
which is used to generate the online HITs for remote annotators. The HIT URLs are accessible to the requester
through the administrative panel.
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The workflow to be followed by the requester can be put into a sequence of steps:

1. The requester creates a Covfee specification file. Covfee’s documentation was desig-
ned to help the requester create the specifications of each task.

2. The requester runs Covfee to validate the specification and generate the Covfee HITs
from it. If the requester made a mistake in the specification, friendly error messages
are returned indicating why and where the specification is invalid. Once a valid
specification is provided, the requester can now enter Covfee’s admin panel and
obtain anonymized links to each HIT. A CSV file with all the links can be downloaded
to be uploaded to Amazon MTurk or otherwise shared with annotators.

3. The requester may keep track of the annotation process using the admin panel. At
any time it is possible to download the raw annotations in JSON and CSV formats.

For more information on the use of Covfee, please refer to Covfee’s online documenta-
tion [343].

6.3.3 Data privacy and security
Covfee deals with two kinds of potentially sensitive data: the dataset to be annotated
(which could contain sensitive information about the data subjects); and the annotator
responses, which could include personal information about annotators or data subjects.

Regarding the dataset, Covfee secures access to HITs via URLs containing a hash
generated from a secret key. Hash URLs offer protection against scraping of the HIT links,
resulting in unauthorized access to datasets while preserving the convenience of using
URLs to share HITs. Using hash URLs is a standard practice for sharing documents online,
with the drawback that any person with the URL may access the HIT. This is however an
acceptable and somewhat necessary trade-off, given that annotators in crowd-sourcing
platforms do not expect to need to create a user account on a third-party website to complete
their task.

Covfee additionally provides support for data access control via required forms that
must be filled in by the annotators before getting access to the data. Data access control is
useful for datasets that are not publicly available on the internet, but require agreement
with an End User License Agreement (EULA) on the part of the annotator. An EULA is
put in place for these datasets to ensure that any person with access to the dataset agrees
to the conditions stated in the agreement, which often include measures for protecting
the privacy of data subjects. Many social interaction datasets are available only under an
EULA [89].

Regarding sensitive responses from annotators, consent elicitation is necessary under
the European General Data Protection Regulation (GDPR) when the information requested
from annotators includes non-optional sensitive information. Although the GDPR is
European law, it applies to the handling of data from European citizens and residents
regardless of location and is considered a global reference for data protection legislation.
Covfee supports consent elicitation through the same mechanics of required forms, where
the user must provide their consent before proceeding with the annotation process.
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6.3.4 Crowd-sourcing support
Covfee was created with the goal of supporting the crowd-sourcing of tasks. In contrast
with a non-crowd-sourced setting, where the annotators may often be given instructions in
person or via video call, in the crowd-sourcing setting communication with the annotator is
generally one-way. Annotators expect to be directed to a self-contained human intelligence
task (HIT) to be completed normally in a few minutes, before returning to the crowd-
sourcing platform. Maximizing information flow through clear, easy-to-follow instructions
and means to obtain feedback from annotators are therefore key to support this setting.

Furthermore, crowd-sourcing platforms must interface with Covfee to validate the com-
pletion of a HIT. Here, we focused on supporting integration with a) Amazon Mechanical
Turk (the most popular crowd-sourcing platform) and b) Prolific, a growing platform with
a focus on research studies.

Important features in Covfee that make it possible to run crowd-sourced annotation
flows efficiently are:

Support for rich instruction pages A special type of task (Instruction task) can be used
to provide detailed instructions in Markdown/HTML (including video tutorials).
Additionally, any task in Covfee may contain tooltips to emphasize instructions or
other information relevant for the annotator.

Questionnaire support Questionnaire tasks can be used to request non-continuous feed-
back from participants via free text boxes, buttons, sliders, and other static form
elements.

Support for automatic qualification tasks For continuous tasks, a HIT may be opened
only if the annotator demonstrates a certain level of ability on a shorter qualification
task. A usual qualification task consists of a short sample drawn from the dataset,
on which annotators are asked to follow the annotation process to be followed on
the full HIT. Covfee allows the requester to easily implement a validation method,
typically to compute an error between the obtained annotations and some gold
standard (eg. annotations performed by the requester), allowing for some level
of discrepancy (typically set empirically). Qualification tasks have been shown to
improve the quality of the annotations that can be obtained in major crowd-sourcing
platforms [258].

Completion codes and redirects Covfee implements integration between the Covfee
platform and the crowd-souring platform via completion codes associated with
each HIT. The completion code may be generated by Covfee and provided to the
requester (following the Amazon Mechanical Turk system) or manually provided
by the requester (following the Prolific system). The completion code is shown
to annotators on successful completion of their HIT, to be entered by them in the
crowd-sourcing platform as proof of completion. Covfee also supports redirecting
annotators to external URLs on completion of their HITs.

Admin panel The admin panel, only accessible by the requester, helps keep track of
progress and allows easy bulk download of HIT URLs for use in crowd-sourcing
platforms.
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6.3.5 Extensibility
Covfee achieves its role as a framework, rather than simply a tool, thanks to the task-
oriented class design; a user can create new Covfee tasks easily by sub-classing an existing
base class. Javascript objects are available for developers to interface with. For example:

Covfee takes care of annotation recording . Covfee has methods for submitting data
to the server and for reading data back from it. Data storage and client-server commu-
nication are abstracted away by Covfee. Continuous annotations are timestamped,
buffered and sent to the server in chunks to minimize the risk of data loss. In addition
to continuous data, tasks may submit timestamped logs of auxiliary events, like, for
example, the resizing of a window or the pausing of a video. These logs may be
used to collect annotations at non-regular intervals or to collect analytics with the
purpose of improving the Covfee task. Non-continuous task responses may also be
recorded.

Covfee’s key manager makes it easy to attach event handlers to keyboard and gamepad
key presses. This is especially important for continuous annotation tasks, many of
which must react to button presses.

Access to Covfee’s admin panel which allows to keep track of progress and download
annotation results and HIT URLs easily.

Reusability Covfee tasks are modular and configurable via the JSON specification and
could be incorporated as part of Covfee to be reused by others.

Covfee’s socket.io module allows the implementation of multiparty tasks, where multi-
ple subjects take part in a task at the same time. The main use case for multiparty
features is not annotation but the recording of live online interactions (written, audio,
or audiovisual) with the ability to query subjects at any point or request their live
feedback.

6.4 Case studies
To illustrate the potential of the Covfee framework we present two case studies showcasing
two custom annotation techniques: keypoint annotation and social action and confidence
ratings.

6.4.1 Case study I: keypoint annotation in group interaction
settings

In this case study, we focus on the task of labeling body joints or skeleton keypoints,
particularly in the context of social interaction settings where precise, smooth annotation
of keypoints over time is crucial. Manual keypoint annotations are particularly useful in the
labeling of dense crowded scenes observed from the top-down view where interpersonal
occlusion is minimized at the expense of more self-occlusion and more extreme perspective
distortion effects. Due to the bad performance of pose estimation methods in top-down
videos, automatic extraction of body keypoints is often not an option in social interaction
datasets.
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To implement keypoint annotation continuously, the first challenge is the difficulty of
following body joints in real time, with a mouse or other signaling device. Different body
parts have different motion characteristics. For example, hands and upper-body joints
are used for gesturing, which can be characterized by sudden changes in velocity and
acceleration, while shoulders exhibit smoother movements, and feet can be static for long
periods when subjects stand still. Being able to annotate all of these accurately is vital
for characterizing body movements in relation to speech. While annotating the video in
slow motion would likely improve accuracy, we would like to avoid making the annotation
process significantly longer. An ideal case would be if the video could be slowed down or
sped up dynamically according to the speed of the keypoint that is being annotated. While
this could be considered rather a chicken and egg problem since we do not yet know the
speed of the object we intend to track, we propose a method below that provides a solution
to this problem.

Method
Covfee solves the problem of continuously annotating keypoints via a new annotation
technique, which involves automatically adjusting the playback rate of the video in real
time, according to the magnitude of the optical flow around the mouse cursor. We thereby
leverage the fact that the annotator will be pointing the cursor at the keypoint of interest
and use optical flow magnitude as an approximation to the speed of the target keypoint.
The video playback rate is adjusted such that it is higher when the optical flow is high
and lower when the optical flow is low around the mouse cursor. This has the effect of
slowing down the video when the joint being tracked moves fast and speeding up the
video for slow-moving or static joints. It allows the users to annotate slow-moving joints
at multiples of real time rate (eg. 4x playback rate), and fast gestures at fractions of it (eg.
0.1x playback rate) on the fly without additional user intervention.

Concretely, for a cursor position 𝑥,𝑦 (in pixels) at frame 𝑓 , an 𝑁𝑥𝑁 neighborhood in
the vicinity of (𝑥,𝑦) is considered such that the playback rate at frame 𝑓 +1 is given by:

𝑟𝑓 +1 = 𝐶
𝑥+𝑁 /2
∑

𝑖=𝑥−𝑁 /2

𝑦+𝑁 /2
∑

𝑗=𝑦−𝑁 /2
|𝑂𝑓 ,𝑖,𝑗 |

where 𝑂𝑓 ,𝑥,𝑦 is the optical flow vector for frame 𝑓 at image location (𝑥,𝑦) and 𝐶 is a
constant. The best value of 𝑁 depends on the video being annotated and is a configurable
parameter.

This rate is additionally bounded to prevent extremely low or high playback rates and
a user-controllable multiplier 𝐶𝑢 is added to allow the user to control the overall playback
rate:

𝑟𝑓 = 𝐶𝑢 𝑚𝑎𝑥(𝑟𝑚𝑖𝑛 ,𝑚𝑖𝑛(𝑟𝑚𝑎𝑥 , 𝑟𝑓 ))

This can only be implemented efficiently in an online setting if the flow computation
is done offline and only the local averaging is calculated in the user’s machine. For this,
Covfee makes use of a pre-computed optical flow video, which is processed in the browser
making use of a Javascript version of OpenCV.js [344].
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Study
This study presents results from applying continuous keypoint annotation, implemented
in Covfee, to the annotation of keypoints in a human interaction dataset recorded during a
professional social networking event. We start by comparing Covfee to a traditional, non-
continuous approach using the CVAT tool on a small subset of the dataset, with annotation
time and agreement as the main variables of interest. Second, we analyze the application
of Covfee to the complete dataset.

The dataset used, among other modalities, contains top-down video recordings from
48 subjects, interacting freely at the same time, as shown in Figure 6.1. The interaction
space was recorded by 8 cameras for 45 minutes.

Our comparison consisted of the annotation of body joints for two data subjects in the
same 20s video by two sets of three annotators: one set used CVAT, and the other used
Covfee. Annotators who used the continuous method were recruited from the Prolific
crowd-sourcing platform, without any filtering, and provided with a link to a HIT in Covfee.
Because the CVAT tool does not implement support for crowd-sourcing, annotations in the
CVAT condition were performed locally by three of the authors. No annotators had previous
experience with any of the tools and work conditions were not controlled. Although crowd-
sourced workers may have had previous experience in other kinds of annotation, we think
the difference between our continuous keypoint annotation task and most crowd-sourced
tasks is significant enough to make this experience unlikely to be a source of bias.

All annotators were provided written instructions to label the left shoulder, right
shoulder, the center of the head, and a point in the direction of the gaze of the data subject
(ie. in the direction of the nose). The goal with this last point was not to measure its precise
location in pixels but to use it to obtain a head orientation vector. Local annotators were
asked to measure their total annotation time for CVAT. For Covfee, the time was acquired
from the difference between the timestamps that Covfee adds to each data point.

In the case of CVAT, frames were annotated every second and linearly interpolated in
between. For Covfee, the method in Section 6.4.1 was used with parameters 𝑁 = 20 (pixels),
𝑟𝑚𝑖𝑛 = 0.1, 𝑟𝑚𝑎𝑥 = 4. The video was pre-processed by denoising with the hqdn3d filter in
FFMPEG [319] with a temporal luma strength 𝑙𝑢𝑚𝑎_𝑡𝑚𝑝 = 30.

The annotators reported lower annotation times on average for the continuous approach
(7.4 minutes) compared to taking between 17 and 25 minutes for the CVAT annotations.
We compared the annotations for head and shoulder key points by computing the average
Euclidean distance in pixels between time-corresponding annotations. We averaged this
discrepancy for all pairs of annotators. On average, our continuous annotation approach
resulted in lower discrepancy (18.7±10.0) when compared to the use of CVAT (22.9±12.7),
although within standard deviation.

The same was true when we measured the discrepancy in the orientation of body
and head in degrees (7.9 ± 4.8 for Covfee vs 9.9 ± 10.7 for CVAT). Body orientation was
computed by taking the vector between both shoulder points and head orientation was
computed by taking the vector between the head keypoint and the gaze direction keypoint.
Table 6.1 shows the errors measured per keypoint and annotation times in Covfee and
CVAT. Annotation times for CVAT were not measured per keypoint. However, given
that the CVAT annotations were image-based with a fixed interval between images, we
expect annotation times to be roughly equal across keypoints (5.25min on average). It is
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Body joint CVAT disc. Covfee disc. Covfee time CVAT time
Head (px) 12.6 (7.9) 14.4 (12.0) 4.2min 5.25min
Left shoulder (px) 21.4 (11.1) 19.7 (6.9) 1.5min 5.25min
Right shoulder (px) 34.5 (19.1) 22.1 (11.2) 1.7min 5.25min
Head orientation (deg) 11.4 (12.8) 7.3 (4.0) N/A N/A
Body orientation (deg) 8.3 (19.9) 8.4 (5.6) N/A N/A

Table 6.1: Results of the comparison between Covfee continuous annotation and CVAT in the annotation of body
joints. Values in parenthesis are standard deviations. Annotation discrepancies are averaged distances between
corresponding annotations, over all pairs of annotators. Lower discrepancies indicate higher agreement. CVAT
times are averaged since only totals (for all four annotated keypoints) were reported and we expect annotation
times to be roughly constant for the four body joints. Note that the head and body orientation are derived values,
hence no time is reported.

particularly noteworthy that the head keypoint took on average significantly longer to
annotate using Covfee, which is likely to be due to the head moving more rapidly during
these segments. Even though our annotator sample was too small to measure differences
in discrepancy across conditions, we are confident that the large (significant) differences in
annotation time generalize to other situations. Even if true annotation quality were to be
lower for the continuous case, we think the gains in annotation time are enough to make
this an attractive approach for large-scale annotation.

Given the results of the previous comparison, we proceeded to use Covfee to annotate
body joints in the complete dataset. A total of 17 body keypoints (joints) were annotated
for each subject, for a subset of 16 minutes of the dataset. This was equivalent to more
than 218 hours of single-keypoint tracks.

Having an occlusion signal for each keypoint is important in the training of pose
estimation methods (see Section 6.2.1). To support this important signal, we integrated
a binary occlusion label into our technique by recording an additional key press. We
asked annotators to hold down a keyboard key (while following the keypoint with their
cursor) when the target joint was occluded. If the joint was still within the frame despite
being occluded, annotators were asked to follow it approximately by inferring its location.
While these annotations would in principle be filtered out of the training process, asking
annotators to infer location in this way enables them to maintain the continuity of the
annotation. Additionally, though not standard practice, pose estimation methods could be
trained to estimate occluded keypoints in addition to visible ones.

Adding this additional input made the annotation process slightly more involved,
although in our pilot tests we did not notice any cognitive load issues with simultaneously
following a keypoint with the mouse and annotating occlusion with the keyboard. Figure
6.4 shows the mean occlusion levels annotated over the image plane, averaged over our
multiple videos. These plots use the same color scale and show the spatial variation in
occlusion levels for body keypoints: head and feet. Continuous occlusion annotations
allowed us to obtain a richer description of the skeletal data without increasing annotation
time.

In summary, this case study of keypoint annotations showcases how Covfee supports
a continuous annotation procedure that provides richer and better quality information
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Figure 6.4: Plot showing the distribution of our occlusion annotations for head (left) and feet (right) keypoints.
White indicates high occlusion and black low occlusion values. The head keypoint, being visible from most angles
shows little occlusion while the feet tend to be more occluded when near the edges of the frame and show overall
higher occlusion values.

about human body movements during socializing. This is in part due to the time-efficient
nature of the continuous annotation process, which allows for additional annotations to be
made that can help us to understand and characterize better the relationship between the
phenomena that are being labeled and the annotation noise.

6.4.2 Case study II: social action annotation
The annotation of speaking status is particularly key in automated social interaction
inference tasks. However, recording audio of people in real life settings can be very privacy
invasive. Fortunately, from past efforts [89] we know that it is possible to annotate speaking
status from video only with some degree of annotator agreement sufficient for training
machine perception systems [316], although short back channels can be difficult to capture
[89]. Acceptable inter-annotator agreement from video only can be explained by the fact
that when humans speak, their vocal behavior is often accompanied by linguistically related
body movements such as gestures[207].

This Section describes a case study about the annotation speaking status from video in
a large social interaction dataset. The action of speaking was annotated using binary conti-
nuous annotation, where annotators were asked to hold down a keyboard key whenever
they perceived speaking to be happening in the video.

In real life in-the-wild settings, videos may not always capture the subject of interest
very clearly. The person may be partially occluded by others in the scene, they may have
their back to the camera, or their face may not be visible. Access to multiple viewpoints of
the data subjects is desirable to offset these challenges. This is however not a complete
solution as in some cases none of the views may offer a suitable view of the subject of their
speaking behavior could be hard to discriminate. This is a common situation with data
recorded in real-life settings when intrusive sensing is avoided to preserve the naturalness
of the interactions. To capture this uncertainty it would be of great benefit to know the
confidence of the annotator in their judgement. To this end, we obtained continuous
confidence ratings by asking annotators to indicate the degree of confidence that their
action assessment (either speaking or non-speaking) was correct. In a training stage, such
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a confidence signal can be used to give less weight to data samples or segments for which
the annotator had low confidence on being correct.

Method
Covfee supports action annotation via an interface for binary continuous annotation. The
annotator can control the binary status of the annotation via a keyboard key: true if the
key is pressed; false if it is not. Visual feedback is provided when the key is pressed.

Confidence annotations were also performed continuously in Covfee using an interface
designed in general for continuous-value annotations. In this interface, the users can
control a vertical slider using their mouse. The vertical position of the slider follows the
cursor’s vertical position. The continuous value of the slider indicator (in the range [0,1])
was recorded in Covfee.

Study
Our study on actions is based on the data obtained from the annotation of a large dataset
(see Section 6.4.1) for speaking. Annotators were part of a larger group who worked
on the annotation of our dataset, both for keypoints and speaking status. We selected
conscientious annotators for this group via a short qualification task consisting of keypoint
annotation only, and revised manually via playback of their annotations, but otherwise
no special selection of annotators was done, nor did we control their working conditions.
Annotators from the larger group worked on action annotation based on their availability
when this phase of the project was reached.

In the action annotation stage, annotators were instructed to annotate the speaking
status of all subjects in the scene, and to continuously annotate their confidence in their
judgment about speaking status, per the method described above. To offset the issue of
lack of visibility of the target subject, we gave annotators access to several side-elevated
views of the subjects, from which they could pick the best one.

Computing turn lengths from the obtained speaking status annotations revealed that a
high proportion of turn lengths were below one second in length, suggesting that we were
able to capture quick turns, and potentially back-channels. Although we do not have access
to speaking ground truth to verify it, our confidence annotations give us annotator ratings
of the degree of certainty in their inferences. Figure 6.5 plots the turn lengths obtained
from our annotations against the average confidence annotated (by the same annotator)
during the corresponding turn. The plot does not reveal a clear trend, suggesting that
confidence was not heavily dependent on turn length. It is likely that other factors like
visibility may influence annotator confidence more.
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Figure 6.5: Plot showing the correlations between annotated turn lengths and mean annotation confidence during
the turn for our speaking status annotations.

6.5 Conclusion and discussion
In this paper, we have presented Covfee, a new web-based framework with the goal of
supporting the study and use of continuous annotation in human behavior data. Although
continuous-time annotation has long been used for affective dimensions, we present Covfee
as a general framework, capable of supporting both these established techniques and new
continuous annotation techniques. The motivation to support novel continuous annotation
techniques for human behavior datasets (eg. for body joint and action annotation) comes
from the potential to improve the time-efficiency of the annotation process when single
subjects are annotated for long periods of time (minutes to hours); and the suitability of
continuous techniques for annotations that rely heavily on temporal context.

We have laid out the design decisions and main features of our framework, aimed both
at basic users without knowledge of web development who wish to use existing tasks
out of the box, or those with web development skills who wish to build new annotation
techniques on top of Covfee. We started by explaining the workflow for requesters to use
Covfee, which revolves around a specification file describing the HITs to be created. Covfee
processes the specification file to create the annotation interfaces specified in it, and makes
HITs available under a secure URL. We go on to explain how the tool supports data privacy
and security for the annotation of potentially personal or sensitive data. We emphasize the
design choices and features that make Covfee suitable for a crowd-sourcing setting and lay
out the features that make Covfee a framework, applicable to the implementation of new
continuous tasks.

We presented two case studies applying continuous annotation (and Covfee) to keypoint
and action annotations in a social interaction dataset. Our study on keypoint annotation
showed an improvement in annotation time without a significant difference in annotation
quality. Furthermore, our continuous technique allowed us to annotate keypoint occlusion
in the same pass. This auxiliary signal is very relevant for the pose estimation task since
methods are usually fed only the set of visible keypoints and the occlusion signal is used
to filter the input to the method. In traditional techniques, occlusion annotations are
limited in time resolution by the frequency at which frames are annotated and cannot be
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interpolated between annotated keyframes like continuous values can. Our continuous
technique, in contrast, provides a higher-resolution signal indicating when each keypoint
becomes visible or occluded.

Similarly, in our action annotation study, we obtained continuous-valued annotation
confidence labels together with our binary speaking status annotations, although this time
in a second pass over the data. Confidence signals give the researcher access to a measure
of uncertainty in the data labeling at each moment in time, without having to label the data
multiple times to obtain an agreement-based measure. One important question for future
work is how well ratings of confidence from a single annotator approximate agreement
measured from multiple annotators. Continuous-value annotations are also known to be
affected by bias when interpreted absolutely (see Section 6.2.3). The extent to which this
bias affects ratings of confidence including ours, and the best way to elicit and interpret
confidence annotations are also open questions.

Although our study on actions did not involve an annotation time comparison with
traditional action annotation techniques, we think that continuous annotation may also
be a more time-efficient way to annotate most human actions since it can be done in real
time, or even fast motion without the need to pause for labeling. Importantly, we think
that time efficiency should not be the only consideration when deciding for or against
a continuous technique. In our experience, the suitability of continuous annotation for
actions depends on the desired precision, frequency, and context-dependency of the actions
being annotated.

Regarding temporal precision, this is usually a function of the research questions
being investigated. In human behavior research, certain research questions involve the
precise localization of action onsets and offsets, where onset and offset are reasonably
well-defined and observable. Studies on the internal structure of gestures and laughter
episodes, for example, make use of fine-grained temporal segmentation [345]. In this
case, continuous annotation alone might not be a suitable solution given the annotation
delays involved. Continuous annotation may however still be useful when the annotation
task can be separated into two steps; first, a continuous localization step (where actions
are localized roughly in time) followed by a second precise temporal segmentation step,
where a precise coding scheme is applied. In other words, at present, we do not envision
continuous action annotation as a complete solution for behavioral coding, but rather as a
method for rough time-localization of phenomena of interest. In many machine learning
applications, however, precise localization of action boundaries and action segmentation is
not a requirement and robust machine learning methods or correction techniques have
been proposed to mitigate the effects of delay in continuous annotations [117, 119].

Regarding action frequency, continuous annotation provides greater time improvements
the more frequent the target actions are. For extremely sparsely-occurring actions the time
gained from continuous annotation becomes lower, as even in the non-continuous case,
annotators would spend most of the time watching the media, and less time annotating.
However, many actions of interest in human behavior research are frequent enough to
benefit greatly from continuous annotation in terms of time efficiency. In social signal
processing and affective computing, actions such as speaking, gesturing, laughing, and
other common actions in a social context are often annotation targets.

Finally, concerning the temporal-context-dependency of the actions, we think conti-
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nuous approaches are advantageous for most actions occurring in a social context because
they enable the annotator to follow the flow of what is occurring in the interaction without
interruption. Annotation of actions or situations such as use of humor or enjoyment requires
a complex context-based judgment on the part of the annotators. Such context-heavy con-
structs are however common annotation targets in communities working with in-the-wild
data such as social signal processing or affective computing.

Given these trade-offs we argue that continuous annotation is much more useful for
action annotation than its current usage would suggest.

It is important to highlight once again, however, that continuous annotation may
not be suitable for every problem. The standard technique of bounding box annotation,
for example, does not straightforwardly translate to the continuous case since it is not
clear how an annotator would control the location and dimensions of the bounding box
continuously. This task is also hard to decompose into single-point annotation tasks since
the corners of the box may not correspond to any meaningful keypoints in the scene. We
cannot rule out, however, that new creative techniques will make it possible to perform
such annotations continuously. Hybrid techniques where manual annotation is aided by
models are not new and the application of such approaches to continuous annotation may
open the door to new breakthroughs in annotation efficiency.

In general, Covfee has the long-term goal of dramatically improving the time and effort
necessary to collect and annotate human behavior data online. It was born out of the need
for a web annotation platform flexible enough to accommodate the high diversity and
specificity of annotation needs present today. We expect that all of the design decisions
made to support this goal will enable the adoption of Covfee as a platform for a) the
implementation of existing annotation techniques such as those traditionally used within
the affective computing community, b) experimentation with novel annotation techniques
for vision tasks, such as the two techniques presented in this paper and c) developments in
other fields such as the annotation of audio or other time series.
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Appendices
Covfee: an extensible web framework for continuous-time annotation of human behavior

6.A Covfee specification examples
Here we present an example of a Covfee specification file for reference purposes. Using
Covfee as a requester involves writing such a specification file:

1 {
2 "id": "1d_annot",
3 "name": "Continuous annot sample",
4 "email": "example@example.com",
5 "hits": [
6 {
7 "id": "1d_annot",
8 "name": "1D annotation sample",
9 "repeat": 2,
10 "tasks": [
11 {
12 "type": "ContinuousKeypointTask",
13 "name": "Head",
14 "media": {
15 "type": "video",
16 "url": "$$www$$/myvideo.mp4",
17 "resolution": [1920, 1080],
18 "fps": 25
19 }
20 }
21 ]
22 }
23 ]
24 }

Note: the exact schema of the specification file may vary with new Covfee releases.
Figure 6.6 shows the output of validation of the Covfee specification above, with a

mistake in the name of the task (ContinuousKeypoint instead of ContinuousKeypointTask)
to showcase the kind of error messages that Covfee returns to the user.

Figure 6.6: A validation error generated by Covfee indicates the location of the error within the specification and
the reason for it being invalid.
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6.B Covfee web application

Figure 6.7: The admin panel allows for tracking of HITs, downloading results, and accessing URLs for dissemina-
tion.

Figure 6.8: Consent forms can be specified directly in Covfee. They can act as a requirements before annotators
get access to the data.
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Figure 6.9: Rich instructions in Markdown / HTML format can be specified directly into a Covfee HIT. Providing
good instructions is key for novel annotation techniques that annotators are unfamiliar with.
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7
Impact of annotation

modality on labelqality
and model performance in

the automatic assessment of
laughter in the wild

Although laughter is known to be a multimodal signal, it is primarily annotated from audio.
It is unclear how laughter labels may differ when annotated from modalities like video, which
capture body movements and are relevant in in-the-wild studies. In this work, we ask whether
annotations of laughter are congruent across modalities, and compare the effect that labeling
modality has on machine learning model performance. We compare annotations and models
for laughter detection, intensity estimation, and segmentation, using a challenging in-the-wild
conversational dataset with a variety of camera angles, noise conditions, and voices. Our study
with 48 annotators revealed evidence for incongruity in the perception of laughter and its
intensity between modalities, mainly due to lower recall in the video condition. Our machine
learning experiments compared the performance of modern uni-modal and multi-modal
models for different combinations of input modalities, training, and testing label modalities.
In addition to the same input modalities rated by annotators (audio and video), we trained
models with body acceleration inputs, robust to cross-contamination, occlusion, and perspective
differences. Our results show that the performance of models with body movement inputs does
not suffer when trained with video-acquired labels, despite their lower inter-rater agreement.

7.1 Introduction
Laughter is traditionally associated with its characteristic vocalization (ie. the sound of
laughter). In research too, its vocal manifestation has received the most emphasis.
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Nonetheless, laughter is a multimodal phenomenon. Darwin presented a curious
depiction of excessive laughter: “The whole body is often thrown backward and shakes,
or is almost convulsed; the respiration is much disturbed; the head and face become
gorged with blood; with the veins distended; and the orbicular muscles are spasmodically
contracted in order to protect the eyes. Tears are freely shed.” [346, p.208]. This depiction
makes reference to multiple characteristic manifestations of laughter: the facial movements
of laughter, the full-body movements of laughter, and the physiological changes of laughter.

Following this premise works in social signal processing [96, 347] have delved into
the problem of automatically detecting and classifying laughter from audio, video, and
audiovisual recordings of its manifestations. Annotation is a key step in these studies.
The first step in annotation of naturally occurring laughter usually involves the temporal
localization, or segmentation of laughter (from its context). Next, laughter segments or
episodes are categorized or otherwise rated. Functional or formal categorizations are the
most common, but no consensus coding schemes exist for either of these tasks. Laughter
intensity is also a common variable of interest that has been rated in multiple studies
[5, 34, 106, 348–351]. Mazzocconi et al. [10] have linked laughter intensity directly to the
meaning of laughter, as an indication of the magnitude of a positive shift in arousal caused
by the laughable (the object of laughter) in the laughing subject.

Nevertheless, the emphasis on the vocal manifestations of laughter translates strongly
to its annotation, where laughter has most commonly been annotated from audio or
audiovisual face recordings, by third-party observers [352–355]. Less commonly, laughter
has been annotated from body movements alone, using video. This has been done in
in-the-wild datasets ofmingling crowds recorded in real-life events [89], such as the dataset
in Figure 7.1. In these datasets, audio recordings are commonly not available, due to
the technical and logistic difficulty, and privacy challenges when equipping each study
participant with a microphone. In-lab studies of the body movements of laughter have also
often opted for video-only annotation of laughter, to align with the target task under study.

However, it is unknown if video labeling of laughter has a relevant effect on annotation
quality, and how annotations acquired in this way differ from the more common audio-
based and audiovisual annotations. The same is true for audio-based labeling: the benefits of
including video at annotation time have not been verified. In other words, the consequences
of the choice of annotation modality have received little attention in research. Furthermore,
it is unclear whether ratings of the intensity of laughter can be expected to be congruent
across modalities, a question with direct implications in the interpretation of laughter [10].

While inter-rater agreement is an important dimension of annotation quality, higher
annotation agreement does not necessarily imply superior model performance. The ques-
tion of how annotation modality impacts model performance is, therefore, a separate, yet
also unexplored question.

Answering these questions is important both for the interpretation of previous work
focusing on a single modality and for informing annotation choices in future work. In
this work, we take a first step in that direction by studying laughter annotation across
modality conditions. First, we investigate how the human ability to detect, segment, and
estimate the intensity of laughter (three foundational tasks in laughter work) differs with
and without access to video and audio. Due to the difficulty of collecting audio in in-the-
wild mingling settings [89], we use an in-the-wild mingling dataset containing full-body
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Figure 7.1: Screenshots from the four elevated views in our dataset of free-standing interactions used in this work.

motion information. Data was collected during a real-life event and contains naturally
occurring laughs (Figure 7.1). Body movements of laughter (eg. shaking, swaying, arm and
feet movements) can be observed in the videos, but access to facial features is limited due
to occlusion. These factors, along with the diversity of camera angles, and distances to the
camera make the in-the-wild mingling setting one of the most challenging scenarios for
laughter perception, especially from video.

Second, we study how labels acquired under different modality conditions affect the
performance ofmachine learningmodels for laughter detection, segmentation, and intensity
estimation. We pay special attention to the question of whether video-acquired annotations
result in performance comparable to that of audio and audiovisual annotations. Naturally,
the input modality of the model itself plays an important role here. We compare models
trained on the same input modalities used to annotate: video, audio, and audiovisual.
Additionally, we included accelerometer readings from chest-worn wearable devices (worn
by many subjects in our dataset) as an additional model input. Such accelerometer readings
have been used in previous work for the detection of multiple social actions such as speaking
[81, 95, 128], with performance competitive and often superior to that of video. Furthermore,
wearable accelerometers have privacy and scalability advantages due to their low cost and
their ability to capture information from the device wearer alone. We hypothesized that
acceleration would have a behavior similar to video since both modalities capture primarily
body movement information. However, we expected acceleration to better capture laughter
intensity when compared to video due to its orientation invariance, and to it not being
affected by occlusion and cross-contamination like video is. Our contributions are the
following:

• We present the first human study of laughter annotations across annotation modali-
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ties, comparing three conditions of interest in previous work: audio-only, video-only,
and audiovisual. We studied the three annotation tasks of laughter detection, time-
localization, and intensity rating.

• We present a cross-modal analysis of annotations via inter-annotator agreement
within and between annotation conditions: video-only, audio-only, and audiovi-
sual. We obtained insights important both for the interpretation of previous work
annotating on a single modality and for informing annotation choices in future work.

• We investigated the effect of annotation modality on machine learning model per-
formance. Mirroring the human study, we used state-of-the-art models for detection,
intensity estimation, and time-localization. We implemented, trained, and evaluated
models for different combinations of input modalities (audio, video, acceleration),
training, and testing label modalities (video, audio, and audiovisual). It is shown that
despite the lower inter-annotator agreement of video-based labeling, they may be
entirely appropriate to train models for laughter detection from body movements.

7.2 Background and related work
In this section, we discuss laughter annotation in research, especially in computational
work towards understanding laughter. In Section 7.2.1) we start by briefly summarizing the
research landscape surrounding laughter. In section 7.2.2 we discuss automatic laughter
detection and related machine learning tasks. In section 7.2.3 we discuss work on laughter
annotation and how laughter has been annotated in previous studies.

7.2.1 The study of laughter in interaction
Laughter has been approached from the perspective of multiple scientific disciplines.
Psychology, is concerned with, among others, the semantics and functions of laughter
in interaction [11, 356, 357]. In biology, the evolutionary origins [15] and physiological
effects of laughter [19] are the subject of study. Meanwhile, social signal processing,
speech and human-agent interaction fields are concerned with automatic tasks such as
laughter detection [358, 359], classification [107, 108] and synthesis [360], with datasets
being created for the study of laughter in specific [325, 353, 361].

Laughter is most often analyzed as a meaningful signal in social interactions, as it is
an overwhelmingly social phenomenon found to be about 30 times more likely in social
situations than when by oneself [362]. To this end, drawing a parallel with the study of
speech, Mazzocconi et al. [10] distinguished two broad levels for the study of laughter:
1) laughter form and context and 2) laughter’s (social) meaning and function. Laughter
form includes the physiology and body movements of laughter and its acoustic features;
and laughter context includes its positioning with respect to speech, to others’ laughter,
and to its object (the laughable). Most of the work on the form of laughter is concerned
with its phonetics and acoustic structure, with different coding schemes for segmentation
of laughter into its constituent (acoustic) components often being used [345]. Laughter
intensity has also received attention as a dimension of laughter form [5, 22, 34, 106, 348–
351, 363]. Most laughter in conversations has been observed to occur at relatively low
intensity [22].
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Laughter form and context influence its second level of analysis: the meaning and
function of laughter. Mazzocconi et al. propose the following as the meaning of laughter:
“The laughable l having property P triggers a positive shift of arousal of value d within
A’s emotional state” [10, p.4], where A is the producer of the laugh. This interpretation
provides a link between laughter intensity and laughter meaning. Despite the importance
of laughter intensity in previous work, it is not known to what extent intensity ratings are
congruent (or not) across modalities.

Laughter has been found to serve a multitude of functions at the coordination level
(taking the role of punctuation [362, 364] and as a cue for topic termination [365, 366]) and
at the social level to foster relationships, cooperation, and group cohesion [8].

7.2.2 Automatic laughter detection, classification, and in-
tensity estimation in the wild

Most research in laughter detection and classification has made use of meeting datasets
and focused on the audio and audiovisual modalities. Truong et al. [354, 367] used spectral
features, pitch, energy, and voicing to discriminate laughter from speech. In a series
of papers, Petridis et al. investigated audiovisual laughter detection and discrimination
[368, 369] from upper body meeting videos, using static and dynamic features fed into a
single-layer perceptron.

There have been fewer attempts to automatically assess laughter exclusively from the
video modality. Mancini et al. [348] proposed a method to estimate laughter intensity from
the movement of shoulder and head keypoints in a video. More recent action recognition
methods based on 3D convolutional neural networks (CNNs) [370] have not been applied
and analyzed in this task.

Full body poses and acceleration have also been inputs of interest. [84, 108] showed
that traditional classifiers are capable of recognizing and classifying elicited laughter from
pose sequences alone.

The related task of voice activity detection (VAD) has received more attention in in-
the-wild settings, with models having been proposed for the detection of speech from
video alone [80, 227]. Here, a deep 3D-CNN-based model has been shown to improve over
previous approaches [127]. Additionally, work with accelerometer inputs has shown that
this modality holds sufficient discriminative power to improve over larger video-based
methods [127, 128].

7.2.3 Laughter perception and annotation
At its lowest level, laughter annotation is concerned with the recognition and segmentation
of the form of laughter. Most of the work on the form of laughter is concerned with its
phonetics and acoustic structure. Laughter is typically classified in voiced, unvoiced, and
speech laughter [371] depending on the degree of engagement of the vocal chords [372].
Regarding its temporal extent, there is not a widely accepted definition of what constitutes
a laughter episode. Most studies of laughter delving into its structure have relied on audio
waveforms for the segmentation of laughter, typically into laughter syllables or vowels
(ha) at the lowest level, followed by bouts (sequences of syllables), which are separated by
inhalations [373]. Truong et al. propose a multi-level segmentation scheme to describe the
structure of laughter [345]. This scheme, however, relies on audio alone.
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Body movements, especially those occurring below the face, have been largely disregar-
ded in the study of laughter form. There are, however, notable exceptions. In a perception
study, Griffin [108] showed that humans are capable of recognizing laughter and even of
classifying it functionally based on stick figures. The use of stick figures provided a way to
isolate the body movement component of laughter. Note however, that in contrast to our
work, this study was not concerned with annotation (where the goal is to use the most
reliable information available) and did not analyze agreement across modalities.

In the work most similar to ours, but focused exclusively on facial movements, authors
created visual, audio, and audiovisual laughter stimuli/examples from face recordings [374].
The audio contained different levels of artificial noise to make laughter more difficult
to detect. 20 annotators indicated if they perceived laughter or not in these examples.
The goal was to study how much the face contributes to the perception of laughter. The
study reported that “visual laughter consistently made auditory laughter more audible”
(ie. audiovisual laughter was easier to detect than audio-only laughter), a phenomenon
also observed previously for speech perception [374]. Although this is, to the best of our
knowledge, the only work to perform a cross-modal analysis of laughter perception, its
findings do not necessarily generalize to our setting, where the video modality contains
overall body movement information, but facial movements are not consistently available.
Furthermore, being a perception study, they considered expert annotations to be ground
truth but provided no analysis of inter-rater agreement.

Most studies of automatic laughter detection (see Section 7.2.2) rely on laughter an-
notations made from audio [359, 368] (possibly automatic like the ones in AMI [375] and
SEMAINE [32]) or audiovisually [83, 84, 376]. However, studies concerned with the body
movements of laughter often obtained ground truth annotations from the video modality
alone. [348] rated laughter intensity from body movements alone. Cu et al. [103] anno-
tated five affective categories of laughter from body movement, without sound. These
studies, however, do not offer a comparison with audio-based annotation, and it is therefore
uncertain to what extent annotations would be congruent across modalities.

7.3 Our approach
Answering our research questions requires the annotation of a large set of laughter seg-
ments with associated audio and video signals. Measuring inter-annotator agreement
across conditions additionally requires that the same segments are annotated by multiple
annotators. Annotations must also be done by a representative sample of annotators, large
enough to ensure that individual biases do not drive the results. The first step in a study of
laughter in the wild is to localize laughter in the target dataset. Ideally, a large number
of annotators would each watch our complete dataset (with more than 50ℎ of individual
behavior) to find and annotate laughter episodes. This, however, would involve thousands
of hours of human labor. Due to the relative scarcity of laughter in conversation in the wild,
most of this time would be spent listening to speech with only sporadic laughter. Therefore,
the first simplification that we adopted was to pre-localize laughter candidates. Laughter
candidates are segments where the author of the study (who did the pre-annotation) per-
ceived laughter to occur. The pre-annotation was done inclusively, meaning that in case
of doubt, laughter was always annotated. These positive candidates were complemented
with negative examples, where laughter was not perceived to occur, to obtain a dataset
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of laughter / non-laughter candidates. The resulting dataset was used both for human
annotation and machine learning experiments.

Figure 7.2 shows an overview of our study. In Section 7.4 we present the audiovisual
dataset chosen. In Section 7.5 we delve into our methodology for the design of our human
annotation study (Section 7.5.2); analysis of annotator agreement (Section 7.5.3); and analy-
sis of machine learning model performance (Section 7.5.4) for classification, segmentation
and laughter intensity estimation.

7.4 Dataset
Our dataset was collected during a business networking event in Delft, The Netherlands.
Subjects in the experiment were members of a group organizing regular events. During
the event, most of the interaction consisted of free-standing conversation (Figure 7.1).
Participants were free to move around as they pleased. While the event also included
several pre-planned activities including a social game and music performance, we excluded
these moments and made use only of the segment of the data containing free interaction.
The following data was collected during the interaction:

Body Acceleration. A wearable accelerometer sensor that was hung around the neck
like a badge measured upper torso acceleration.

Individual Audio Lavalier-type microphones attached to the faces of participants re-
corded sound at 44.1kHz. Microphones were connected to a Sennheiser SK2000
transmitter worn around the waist area. Our audio equipment consisted of 32 mi-
crophones. These individual audio recordings were used to obtain Voice Activity
Detection (VAD) labels at 100 𝐻𝑧 for each participant, making use of rVAD [240],
a state-of-the-art unsupervised VAD method specially designed for noisy audio.
100 𝐻𝑧 is the fixed output frequency of rVAD and enough to capture even single
syllables in languages like English [377].

Video 12 overhead cameras and four side-elevated cameras were placed above and in the
corners of a video zone. Participants were informed about this video zone and asked
to stay outside if they did not wish to be recorded. In this work, we only make use
of the side elevated cameras, due to it being a viewpoint more familiar to observers
and able to capture the face. Figure 7.1 shows a capture of the four elevated camera
views.

In coordination with event organizers, it was decided that each participant would be
free to choose which sensors to wear (microphone, accelerometer, or both). Of about 100
attendees to the event, 43 wore a sensor during the event. Of them, 20 were male and 23
female. The rest decided not to take part in the data collection, or could not be given a
sensor due to our supply limit.

While similar mingling datasets have been published in the past [88, 89], our dataset
was the first to contain high-quality individual audio recordings, opening the door for
cross-modality studies such as this one.
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7.5 Methods
In this section, we detail the methods used in our study of laughter for 1) obtaining laughter
/ non-laughter candidates for annotation, 2) laughter annotation, 3) the study design (ie.
assignment of laughter candidates to annotators, and related decisions) and 4) automatic
laughter assessment.

7.5.1 Laughter candidate generation
To obtain a set of laughter candidate segments (thin slices) to be annotated in our human
study, the authors localized any possible occurrences of laughter in the dataset by watching
the audiovisual recordings for every data subject and segmenting perceived laughter
episodes using the annotation software ELAN [120] by indicating the start and end of each
laugh on top of the audio waveform. Wewere deliberately inclusive by annotating segments
when in doubt. Annotations closer than 1𝑠 apart were considered a single laughter episode.
Not all segments, however, were visible in the videos. Therefore, we additionally annotated
the cameras, if any, in which a particular laughter episode was visible. Segments present
in multiple cameras were only considered once by randomly picking one of the cameras.
Segments not present in the video were discarded.

Negative candidate generation
As negative samples, we extracted a number of segments likely containing no laughter
from the rest of the dataset. To avoid having mostly segments of listening behavior in this
negative set (our conversing groups were often large), we sampled negative candidates from
speech utterances as given by our VAD labels. Additionally, since some data subjects were
much more likely to laugh than others, we sampled the distribution of negative samples
per subject proportional to the distribution of positive samples. Concretely, our sampling
procedure is:

1. samples a subject 𝑆 with probability 𝑃𝐿(𝑆) where S is the probability of a positive
laughter candidate belonging to subject 𝑆.

2. samples a speech utterance uniformly from the set of speech utterances of 𝑆 of length
𝑙𝑚𝑖𝑛 < 𝑙 < 𝑙𝑚𝑎𝑥 where 𝑙𝑚𝑖𝑛 and 𝑙𝑚𝑎𝑥 are the lengths of the shortest and longest laughter
episodes. This was done to avoid very long speech utterances from being introduced
as negative examples.

Expanding candidates in time
Finally, laughter candidates (positive and negative) were expanded in time. The goal was to
more closely resemble the process of annotating laughter in the wild, where it is unknown
when laughter might happen, and allow the annotator to understand some of the context of
the scene. To this end, we expanded each segment at both ends with a duration randomly
(uniformly) sampled between 1.5𝑠 and 3.5𝑠. We set the bottom of this range (1.5𝑠) to be
close to the mean length of a laughter episode. Empirically, this was enough to process
the scene and be ready for annotation. We set the top of the range (3.5𝑠) to obtain total
segment lengths below 10𝑠 to maintain the annotation process fast. We used a uniform
distribution to minimize the predictability of the location of the laughter episode.
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Figure 7.2: Overview of our study. From a mingling dataset with video, individual audio, and accelerometer
readings (Section 7.4), we extracted pre-annotated segments of potential laughter and speech, each of 7𝑠 in
length. These segments were annotated for laughter presence, segmentation, and intensity under three conditions:
audio-only, video-only, and audiovisual. We analyze the labels directly (Section 7.6.1) and use the different sets of
labels to train and benchmark models for laughter detection, segmentation, and intensity estimation (Section
7.6.2).
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Spatial localization via bounding box
Since our side-elevated camera views captured most of the interaction scene, the target
subject needed to be extracted or indicated to annotators. This was done by annotating a
single, tight, bounding box around the target person for the first frame of the video. To
allow annotators to use the visual context of the scene while providing good visibility
of the target subject, videos were cropped beyond the borders of this bounding box by
multiplying its width and height by 3 (constrained to fit within the frame) and maintaining
its center. Our observations showed that this was in most cases enough to capture the
interlocutors of the target person. The target person’s box was shown to the annotators
before the start of the video (see Figure 7.3a).

(a) Recognition and continuous annotation step. (b) Intensity and confidence annotation.

Figure 7.3: Screenshots of the annotation interface in Covfee [110]. The two steps shown were repeated for every
example that an annotator rated. In (a) annotators were shown a target person marked by a red box, and part of
the scene around the target, and instructed to hold down a key when laughter was perceived to be occurring
by the target person. The interface provided visual feedback when the key was held down. In (b), subsequently,
annotators rated laughter intensity (Likert scale 1-7) and their confidence in their assessment (Likert scale 1-7).

7.5.2 Annotation of laughter candidates
Central to our study of laughter annotation is the design of the process to be followed by
annotators. The first step in the annotation of laughter in the wild is the localization of the
laughter episodes in time.

Actions are traditionally localized in videos using tools such as ELAN [120], where the
user localizes the start and end frame of the action by drawing an interval on top of an
audio waveform. In tools such as Vatic and CVAT, actions are annotated via flags, which are
turned on for the frame when the action is deemed to start, and off for the end of the action.
In affective computing, continuous annotation techniques are commonly used to annotate
variables such as arousal and valence. In continuous annotation, annotators control the
value of the target variable while watching the subject in video, usually without pause.
This has the advantage of letting the annotator perceive the behavior without interruption
and being efficient and predictable in terms of time needed to annotate. On the other hand,
continuous methods also necessarily introduce a reaction time delay. Multiple techniques
have been proposed to mitigate these delays.

We chose to make use of continuous annotation for our study due to the mentioned
advantages. We mitigated annotation delay by making use of an experimentally defined
offset, as detailed in Section 7.5.2. We made use of a binary action localization technique
implemented in the Covfee framework [110], which asks annotators to hold down a
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keyboard key when they perceive laughter to be occurring. Its graphical interface is
shown in Figure 7.3a. This process allows annotators to maintain focus on the videos by
minimizing the input effort, while still giving us access to high-resolution segmentation of
laughter. Since the annotation time is shortened and predictable, this process also allowed
us to obtain more annotations per annotator, relevant to our study design (Section 7.5.2).

After the continuous annotation step, for each candidate, we asked annotators explicitly
whether they perceived laughter to occur, their perceived laughter intensity, and their
confidence in their laughter ratings (Figure 7.3b). Annotators could replay the laughter
episode if they desired.

Crowd-sourced annotation process
As introduced in Section 7.5, answering our research questions requires annotations of
laughter under three conditions: audio-only, video-only, and audiovisual. Measuring
agreement within a condition imposes the requirement that at least two annotators rate
each (𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒, 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛) combination. A sufficient number of candidates must also be
annotated to be able to train our computational models and measure agreement over a
large enough set. Finally, for access to a large pool of annotators, annotations would be
crowd-sourced and each annotation HIT (human intelligence task) should ideally not last
longer than approximately 45 minutes to avoid fatigue. In our tests, we estimated each
candidate to require about 30 seconds for annotation. This imposes an upper bound on the
number of samples per annotator of around 90, which we reduced to 84 to have room for
error.

One other natural choice to consider was whether to use a between-subjects or within-
subjects design. To maximize the number of annotators per condition, we opted for a
study where each annotator takes part in all three conditions. To avoid bias, we impose
the restriction that one annotator never annotates the same candidate under different (or
the same) conditions, ie. one annotator rates three disjoint sets of candidates.

According to these design decisions, we divided our 659 candidates into 7 sets of 84
examples and one set containing the remaining 71 candidates. Each of these candidate
sets was in turn divided into three equal-size subsets (for the three conditions). Each
permutation of these three subsets resulted in a different human intelligence task (HIT),
each containing the same candidate subsets but mapped to different conditions. Figure 7.4
is a diagram of this process for each set of 84 candidates. Each HIT was completed by two
annotators. Annotating all candidates required 48 annotators in total. This design allowed
us to compute pair-wise inter-annotator agreement (per condition) over sets of 28 paired
ratings, for 24 distinct pairs of annotators.

Annotation HITs
We crowd-sourced our annotations to 48 annotators via the Prolific crowd-sourcing plat-
form [378]. We implemented the complete annotation flow using the Covfee annotation
framework [110]. Each HIT contained several introductory tasks and examples, followed
by three annotation blocks, one for each modality condition. The order of video-only,
audio-only, and audiovisual blocks was randomized to avoid ordering bias due to factors
like fatigue. The ordering of laughter examples within each block was also randomized for
the same reason. The detailed structure of a HIT is presented in Appendix 7.A.1. Statistics



7

156 7 Impact of laughter annotation modality on label qality and model performance

Figure 7.4: Structure of the annotation stage of our study. Sets of 84 randomly-selected candidates are separated
into 3 equal-size sets of 28 candidates. Candidates are then separated into their audio and audiovisual modalities
and assigned to HITs such that each HIT contains 28 distinct candidates per condition. Each HIT was annotated
by 2 annotators.

of the ratings provided by each annotator, time to complete the experiment, and experience
ratings are presented in Appendix 7.A.2.

Annotation delay correction

Delays in continuous annotation have been investigated within the affective computing
community for continuous-value annotations of affective dimensions. Some works have
proposed machine learning models that are robust to annotation delays [118, 119]. Marioo-
ryad et al. [117] proposed a method for correcting delay by maximizing mutual information
between the continuous label time series and an auxiliary signal containing facial keypoints.
However, the authors also showed that simply offsetting annotations by a constant value
resulted in performance comparable to that of more complex schemes.

Despite these results, it is unclear to what extent delay depends on the particular
actions being annotated. We therefore decided to measure delay directly for our task and
annotators. At six points in each annotation HIT (two per condition, see Section 7.5.2),
we inserted special calibration (positive) laughter examples, which were the same for all
annotators. We precisely labeled the onset and offset times of laughter in these six examples,
using ELAN [120]. This allowed us to calculate a delay in the annotator’s continuous labels,
to approximate the average delay of each annotator. We used this average annotator delay
as a correction offset for an annotator’s labels.
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7.5.3 Measuring inter-annotator agreement
We designed our study for the computation of inter-rater agreement, or reliability, within
and across conditions. Cohen’s Kappa, Fleiss’ Kappa, and Krippendorfs Alpha are some
commonly used measures of agreement. For nominal values (eg. laughter / non-laughter)
Cohen’s Kappa is capable of computing agreement between exactly two annotators. Alt-
hough Cohen’s Kappa is subject to biases in some instances, it still has been recommended
by previous work for fully crossed designs with multiple coders, by computing the average
of pairwise agreement [379]. Since each of our annotator groups rated a set of examples
not rated by any other pair (ie. our study consists of a set of fully-crossed designs), we
used this approach to measure agreement for nominal values.

Cohen’s Kappa is however not appropriate for interval / ordinal values like laughter
intensity (Likert scale 1-7). Here, we used Krippendorff’s alpha, a reliability measure
applicable to any number of raters and which adjusts for small sample sizes. We averaged
pairwise Krippendorff’s alpha values over rater pairs.

7.5.4 Automatic, laughter detection, intensity estimation,
and segmentation

Video-based models for detecting, assessing (eg. intensity) and segmenting actions have
been extensively studied in computer vision and pattern recognition (Section 7.2.2). We
make use of modern approaches within these fields. Regarding the video modality, due
to the small size of our dataset, training state-of-the-art methods from scratch would be
infeasible. We focused on approaches with pre-trained models available to use as feature
extractors. Among those, 3D convolutional neural networks (CNNs) are known to reliably
achieve top performances in action recognition benchmarks. We decided to make use of a
3D ResNet pre-trained on Kinetics-400, a large action recognition dataset with 400 action
classes and over 300000 labeled video clips. The network implementation and models are
available as part of the Pytorchvideo library [323].

Regarding audio-based models, work by Gillick et al. [358] investigated laughter
detection in two datasets with significant background noise. One of these, the Audioset
dataset [380] is freely available to download. This dataset of 10-second clips from Youtube
videos recorded in a variety of in-the-wild settings contains 5696 clips labeled as containing
laughter. In their implementation, the authors provided a list of randomly sampled no-
laughter clips to complete the dataset with negative. Given that this dataset had more
examples and a variety of subjects than ours, we decided to pre-train the audio-based
model on it. We made use of the same model proposed by Gillick et al. [358]: a 2D ResNet
model operating on the spectrogram of the audio inputs. We trained on 85% of the dataset,
with 15% separated to determine a good stopping point. We otherwise used the same
hyper-parameters used by the authors.

As motivated in section 7.3, we made use of acceleration as an additional modality
capturing body movements. As an acceleration-based model, we made use of a ResNet
variant for time series, implemented as part of the tsai library [306]. Given the much lower
dimensionality of the acceleration data (compared to video and audio), and the lack of
availability of comparable acceleration datasets, we trained this model from scratch.

For both video and audio models, we used pre-trained models as feature extractors
by freezing all parameters and removing network heads. For classification, the features
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output by the base networks (with dimensionalities: 2304 (audio), 8192 (video), and 128
(acceleration)) are fed into a head consisting of a linear layer followed by an output
sigmoid layer and binary cross-entropy loss, standard choices for binary classification. For
multimodal evaluation, we concatenate the features from multiple models before the head
of the network.

We decided to approach intensity estimation as a regression task, given the interval
nature of the ratings. We follow the same model structure, but we removed the sigmoid
computation from the output and used L2, or mean squared error (MSE) loss, a standard
choice for data with no outliers.

For segmentation, we decided to approach the task as the estimation of a binary mask
(ie. of our continuous binary annotations). This would allow us to use the same base
networks and pre-trained models. However, multimodal fusion should now be done earlier,
since the time dimension encodes information likely useful for segmentation. We therefore
implemented separate segmentation heads per modality, which are fused at the output via
average pooling. For all models, we apply pooling and convolution operations over the
spatial and channel dimensions and up-sample the time dimension to the length of the
target segmentation mask (45). Details of the architecture are presented in Appendix 7.B

Generating train and test samples from laughter annotations
Given that the examples seen by laughter annotators contained a significant amount of
context, using the complete 7𝑠 candidates for the machine learning tasks would not be ideal
given the much shorter average duration of laughter. Furthermore, our models made use of
fixed-size inputs, and the examples rated by annotators were not fixed in length. To address
the situation, we used the continuous binary labeling signal as a reference, and sampled
shorter positive windows around its positive sections (ie. exactly where laughter was
detected to have occurred). Figure 7.5 shows a simplified depiction of the process. Given
a binary annotation signal with at least one positive segment, we consider the intervals
within its positive segments as candidate window locations. We sample uniformly from
these locations to select the window center, which determines the limits of the window.
For negative examples (ie. with no positive segments), we consider every location in the
signal to be a candidate for the window center (ie. we perform a random crop).

To determine the size of the window, we looked at the distribution of laughter lengths,
as obtained from our continuous annotations. The average laughter length was 1.14𝑠, with
a long-tailed distribution such that 80 percent of laughs were under 1.56𝑠. We chose a
length of 1.5𝑠 as this length guarantees that most laughter segments will be contained in
the window without excessive non-laughter context.

In evaluation, to avoid randomness, instead of the sampling procedure the window is
always centered on a positive segment for positive examples. For negatives, the window is
always in the middle of the complete candidate.

We followed the same process for the three tasks of laughter detection, intensity
estimation, and segmentation, but the labels differ per task. For detection, the sample is
labeled positive when it comes from a positive annotation segment, and negative otherwise.
For intensity estimation, the segment is labeled with the intensity label (Likert scale 1-7)
for the laughter candidate. Negative samples were included and assigned an intensity
of zero. For segmentation, the target is a vector corresponding to the continuous binary
annotations (30 𝑓 𝑝𝑠) within the target window (vector of size 45 for our 1.5𝑠 windows).
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Figure 7.5: Illustration of the process used to select positive laughter samples for our machine learning tasks.
Given the binary laughter / non-laughter annotations for a particular segment, we select a location for the window
center from the positively-annotated intervals in the signal. We then extract a window of 1.5 seconds around the
chosen center. We pad if necessary.

Note that our annotation study involved two raters per candidate and condition. Both
of these continuous ratings are included in the sampling process for each epoch.

Evaluation procedure
For evaluation, we made use of standard metrics for each task. For classification, we make
use of the area under the ROC curve (AUC), a metric designed for binary classification and
invariant to class imbalance. For regression, we make use of Mean Squared Error (MSE).
We also make use of AUC for segmentation, where we treat every window element as
one separate prediction. Although metrics like Intersection over Union (IoU) are more
commonplace in segmentation, we made use of AUC due to it not being affected by class
imbalance.

We evaluated via 10-fold cross-validation, to obtain an aggregated performance measure
over the whole dataset. We used the first fold for tuning the number of epochs to train for
(per combination of modalities) and excluded the first fold from the evaluation.

7.6 Results
7.6.1 Comparison of human laughter annotation agreement

across modalities
To test our hypotheses around differences in annotations across modalities, we started
by calculating inter-annotator agreement within and across modalities via pairwise com-
putation of agreement metrics (Section 7.5.3). Tables 7.1a and 7.1b show the results of
our agreement calculations for laughter detection and intensity rating. Note that within-
modality calculations are averages over 24 (pairwise) comparisons and between-modality
calculations are averages over 96 pairs. Standard deviations are shown in parentheses
(calculated across pairs). Agreement scores for laughter detection (Table 7.1a) show that
the audio and audiovisual conditions have a greater agreement between them, with video
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Table 7.1: Precision, recall, and inter-annotator agreement measures across modalities.

(a) Laughter detection inter-rater agreement (Cohen’s Kappa)

Condition Audio-only Video-only Audiovisual
Audio-only 0.823 (0.153)
Video-only 0.396 (0.186) 0.550 (0.146)
Audiovisual 0.795 (0.144) 0.424 (0.183) 0.805 (0.144)

(b) Laughter intensity inter-rater agreement (Krippendorff’s alpha)

Condition Audio-only Video-only Audiovisual
Audio-only 0.664 (0.162)
Video-only 0.237 (0.228) 0.394 (0.279)
Audiovisual 0.663 (0.168) 0.267 (0.239) 0.697 (0.165)

being significantly lower. The video condition had higher within-condition agreement
than agreement with other modalities.

Agreement in intensity estimation (Table 7.1b) shows a similar trend. The lowest
agreements, once again, were found between audio and video (0.396±0.186) and between
audiovisual and video conditions (0.424±0.183). These are lower than all within-modality
agreement scores, even that of video. This suggests that the concept of laughter intensity
was perceived differently when audio was available and when it was not. Note that
agreement in laughter intensity was only calculated between examples labeled positively
(as laughter) so that scores are not biased by detection ratings.

We tested the effect of the annotation condition on intensity ratings via a linear mixed
effects model with the condition as a fixed effect. The annotator ID was used as a grouping
variable (random effect) to control for annotator-specific variance. We fitted the model only
on the subset of positive laughter annotations. We found the condition to have a significant
effect on intensity (𝑝 = 0.00223). A cluster bootstrap analysis revealed that laughter was
annotated as being significantly less intense in audiovisual (95% confidence interval of
[−0.44,−0.0406]) and video-only conditions (95% CI of [−0.45,−0.0482]). This is a relatively
small effect considering the scale of our intensity ratings (1-7).

To get further clarity about the quality of video-based annotations, we compared
them to reference annotations from the audiovisual condition. We consider the audiovisual
condition to be the most ideal one due to annotators having access to both modalities.
However, laughter is not always a clear signal and therefore we consider this to be a
reference set rather than ground truth. We derived this set of binary labels via majority
voting, for each (𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒, 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛) pair, on the annotator ratings (2), and the expert
rating (1), for a total of three votes. We used this reference set for calculation of precision
and recall scores.

Table 7.2 shows the precision and recall scores for the three annotation modalities w.r.t.
the reference annotations. Results show that false positives are rare in our annotations.
Recall scores showmore differences, with video being lower than both audio and audiovisual
scores. This aligns with our hypothesis that the videomodality is not enough to detect many



7.6 Results

7

161

Figure 7.6: Aggregated onsets and offsets w.r.t. reference annotations from different modalities.

(a) Video condition (b) Audio condition (c) Audiovisual condition

Figure 7.7: Joint distribution of confidence and intensity values. Both were annotated using a Likert scale (1−7).
Confidence indicates the confidence of the annotators on their laughter annotation for the candidate segment.
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Table 7.2: Precision and recall w.r.t. to annotation reference.

Audio-only Video-only Audiovisual
Precision 0.9645 0.8915 0.9812
Recall 0.9405 0.7024 0.9578

episodes of laughter (ie. a large number of false negatives). As expected, the audiovisual
condition had the highest precision and recall. Note however that reference annotations
were obtained from audiovisual labels, and this might cause the numbers to be artificially
inflated.

Comparing agreement in localization of laughter is less straightforward since multiple
variables are involved. We decided to do so qualitatively, by plotting the mean value of
annotations, across different examples, around reference onsets (rising edge of the binary
signal) and offsets (falling edge). Ideally, annotators would agree exactly on the onset
of the laugh and we would observe a step-like plot. In practice, onsets and offsets vary
per annotation and a curve is observed. Figure 7.6 shows the mean value of annotations
around onsets (key pressed) and offsets (key released). These are aggregated over different
laughter samples and show once again better agreement when audio is present. Offsets
display less agreement (flatter shape) than onsets. We attribute this to the end of a laugh is
often less clear than its start, blending in with speech or other utterances.

We complete our analysis by looking at annotator confidence, as an indication of the
difficulty of the task in each modality. Figure 7.7 we plot the distribution of laughter
intensity and confidence values for the three conditions. We used a Likert scale for both of
these ratings, and the distributions are therefore discrete. While intensity distributions are
similar across the three conditions, the confidence histograms make clear how much more
challenging the video-only condition was to annotators. The wider distribution reveals a
clear correlation between laughter intensity and confidence in their annotation, as would
be expected.

The role of laughter intensity
The results in section 7.6.1 showed that video-only laughter annotations have lower recall
than audio-only annotations. We hypothesized, however, that this is likely due to the
difficulty of detecting low-intensity laughs, which are likely to have less salient associated
body movements.

To verify this, we separated our dataset by laughter intensity. We obtained a single
consolidated audiovisual intensity rating per example by averaging the intensity ratings
from both annotators. We then separated the dataset into 10 intensity buckets, from
lowest to highest intensity. To ensure a sufficient number of samples per bucket, we used
percentiles to define the bucket sizes, such that bucket 𝑖 includes laughs between the
(𝑖 × 10)𝑡ℎ and ((𝑖 +1) × 10)𝑡ℎ percentiles of intensity. We computed recall for each bucket.
Figure 7.8 plots the results of this analysis. As expected, recall of both audio and video
conditions increases with the audiovisual intensity of the laugh. As hypothesized, video
recall tends to approach audio recall for the most intense laughs. It stands out, however,
that the gap between them never closes completely, even for the 10% most intense laughs.
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Figure 7.8: Laughter recall against the (audiovisual) intensity of the laughs. The 𝑥 axis indicates the middle of the
percentile bucket (eg. 15 is the bucket with laughs between the 10𝑡ℎ and 20𝑡ℎ percentile). As intensity increases
the recall of video-only annotations approaches that of audio-only annotations.

This can be understood in the light of the findings of Section 7.6.1, where it was shown
that intensity ratings in the audio and audiovisual have high agreement, but they both
have low agreement with the video-only ratings. Our consolidated audiovisual intensity
ratings, therefore, do not reflect intensity as perceived in the video-only condition.

7.6.2 Effect of labeling modality on supervised laughter
tasks

Although the analysis of inter-annotator agreement performed in the previous section is
relevant to understanding differences in labels themselves, it does not ultimately answer
the question of how useful annotations acquired from different modalities are for training
automated models.

The answer to this question is nuanced. We might have access to video-based anno-
tations of laughter and want to understand if training a video-based action recognition
model with them would help detect vocalizations of laughter. However, asking the reverse
question is also of interest: would audio-based annotations result in a model capable of
detecting the characteristic body movements of laughter? Furthermore, would audio-based
annotations be the most appropriate, or would it be preferable to label the same modality
that is input to the model?

The goal of this section is to investigate the impact of annotation modality on trained
model performance. Machine learning methods can naturally accept different modalities
of input data and we are interested in the relationship and possible interactions between
input modality, training label modality, and testing label modality.

To this end, in line with the tasks that annotators performed in our human study, we
trained and evaluated models for the tasks of laughter detection, intensity estimation,
and segmentation (Section 7.5.4). For each of these tasks, we evaluated models for all
possible combinations of six different input types (acceleration, audio-only, video-only,
video+acceleration, audio+video, audiovisual), training label modalities (audio, video,
audiovisual) and testing label modalities (audio, video, audiovisual). We used acceleration
as an additional input to leverage the wearable data available in our dataset. Wearable
acceleration has been found in previous work to be a useful proxy for body movement.
Positive and negative examples were generated for our experiments from the human
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(a) Classification into laughter / non-laughter (AUC, higher is better).

(b) Regression of laughter intensity (MSE, lower is better).

(c) Laughter segmentation (AUC, higher is better).

Figure 7.9: Results of our machine learning experiments (10-fold cross-validation). Columns correspond to
different model input modalities. Rows correspond to training label modality and testing label modality. For
example, 𝐴𝑢𝑑𝑖𝑜 > 𝑉 𝑖𝑑𝑒𝑜 indicates a model trained with labels acquired from audio alone, and tested on labels
acquired from video alone.
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laughter annotations per the procedure in Section 7.5.4. We evaluated each model using
10-fold cross-validation and the Area under the ROC Curve (AUC) as evaluation metric, as
explained in section 7.5.4.

Figure 7.9 presents the results of our machine learning runs. For readers’ convenience,
we may refer to the results in the tables using the abbreviations in the column labels.
For example, 𝐼 = 𝐴𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛,𝑇𝑟 = 𝑉 𝑖𝑑𝑒𝑜,𝑇𝑒 = 𝑉 𝑖𝑑𝑒𝑜 localizes the fourth cell in the
Acceleration column.

It is clear that for all tasks (audio-)visual inputs trained (audio-)visual labels (𝐼 =
𝐴𝑢𝑑𝑖𝑜|𝐴𝑢𝑑𝑖𝑜 +𝑉 𝑖𝑑𝑒𝑜, 𝑇𝑟 = 𝐴𝑢𝑑𝑖𝑜|𝐴𝑢𝑑𝑖𝑜𝑣𝑖𝑠𝑢𝑎𝑙) had the best performances, except when
applied to video-based labels (𝑇𝑒 = 𝑉 𝑖𝑑𝑒𝑜). This is likely explained by these methods
detecting many positives that are not labeled in video, due to having low body movement
intensity. In defense of video-based labeling, it stands out that models with video inputs
show no significant differences in performance across training and testing label modalities
(𝐼 = 𝑉 𝑖𝑑𝑒𝑜). In other words, the modality used for labeling had no effect on the final per-
formance of video models. The acceleration and video+acceleration methods had a similar
behavior, with no significant differences due to training label modality. This provides
some support for the use of video labeling for model inputs capturing body movement
information. Furthermore, video labels were enough for training an audio-based detection
method with an AUC of 0.782 (𝐼 = 𝐴𝑢𝑑𝑖𝑜, 𝑇𝑟 = 𝑉 𝑖𝑑𝑒𝑜, 𝑇𝑒 = 𝐴𝑢𝑑𝑖𝑜), a performance drop
of less than 0.15 AUC with respect to audio labels.

Note that classification results (Figure 7.9a) display a pattern similar to that of segmen-
tation (Figure 7.9c). For segmentation, however, scores of audio-based methods (𝐼 = 𝐴𝑢𝑑𝑖𝑜)
are lower than for classification, while the scores of video-based methods 𝐼 = 𝑉 𝑖𝑑𝑒𝑜) remain
the same, making the video-based methods more competitive with the audio-based ones,
though still significantly worse-performing for most label combinations. Regarding the ac-
celeration modality, it stands out that 𝐴𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛+𝑉 𝑖𝑑𝑒𝑜 methods often improved over
both modalities in isolation, supporting the idea that these modalities are complimentary.

The results of intensity regression methods (Figure 7.9b) are more particular. In contrast
to classification and segmentation, most multimodal models performed worse (higher MSE)
than audio-only models for the same labels (ie. 𝐼 = 𝐴𝑢𝑑𝑖𝑜 generally has the lowest MSE),
meaning that adding input modalities tended to affect the model. We also observe that
video and acceleration regression models perform best when trained and tested on video
labels, but training on audio and testing on video or vice-versa results in some of the worst
performances. This aligns with the findings from the annotation experiments that the
intensity of laughter in the video and audio modalities are incongruent.

7.7 Discussion
Our inter-rater agreement results present evidence that annotation of laughter occurrence,
intensity, and temporal extent can differ substantially across annotation modalities. Per
our hypothesis, video annotations had lower agreement than audio and audiovisual ones.
When comparing against audiovisual reference annotations, we found recall to be worse
in the video condition. Differences in precision scores were lower, with all modalities
being close to the 90% to 95% range. These findings suggest that video-based annotation of
laughter, while feasible, should not be used in applications requiring high recall. Zooming
into the issue of low recall revealed that recall improves for video annotations the more
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intense the laughs being considered, likely as a result of higher saliency of body movement
cues. In the light of previous work [22], this means that video-based laughter annotations
are more likely to capture humorous laughter, strongly associated to high intensities, than
the more common rule-bound conversational laughter.

Regarding differences between audio and audiovisual conditions, our results revealed
high within and between-condition agreement ( 0.8 for detection, 0.66 for intensity esti-
mation) between them. These results validate the use of audio as the primary modality for
laughter annotation, but they are not without nuance. Although they indicate that there
was a clearer shared concept being annotated when audio was present, video annotati-
ons had higher within-condition agreement than agreement with audio and audiovisual
annotations. This suggests that there is a different concept being perceived in the video
condition with some consistency. Given the low recall of the video condition, we interpret
this to indicate that false negatives (w.r.t. audiovisual reference) are missed systematically,
likely due to the absence or subtlety of their visual cues. Systematic false positives across
annotators also likely contribute to these results, though to a smaller degree. In other
words, there appears to be incongruence in the perception of laughter occurrence across
modalities.

These results set the stage for the question explored in our machine learning analysis:
is perception of laughter in the visual modality a meaningful concept to annotate for the
purpose of building detectors, despite its incongruence with audiovisual laughter?

Importantly, we measured a similar incongruence in laughter intensity ratings, where
only positively labeled segments were included in the agreement calculations, indicating
that laughter intensity is not perceived in the same way when audio is present and when it
is not. Such incongruences in laughter intensity across modalities have only been studied
in the context of laughter synthesis. Niewiadomski et al. found that laughter episodes with
incongruent body movement and vocalization intensities were rated as less believable [34].
This would seem to go against our results, which suggest that significant incongruence
exists in in-the-wild laughter perception. However, the magnitude of the incongruencies
used (which can be controlled in a synthesis study, but not in the wild) could explain this
discrepancy.

Our results have implications in studies of laughter intensity [5, 34, 106, 348–351],
suggesting that the concept of laughter intensity should not be treated as a scalar property
of the laughter episode, but rather as a nuanced evaluation affected especially by the
modalities available to the observer. In particular, the question of whether a clear distinction
should be made between the intensity of body movements and the intensity of the sound
of laughter deserves consideration. McKeown et al. already asked the question of whether
laughter body movement intensity itself should be considered multi-dimensional [106],
but the distinction between visual and auditory intensity has not been considered before,
to the best of our knowledge.

Our findings lead us to the fundamental question of what is laughter intensity in the
wild. Are the observed differences across modalities mainly a product of imperfect recording
conditions, or would we observe them too under ideal conditions? (eg. in face-to-face
interactions). While in our dataset subjects prioritized audio in the multimodal condition, it
is not clear if body movement information would be prioritized in other datasets in which
it is easier to perceive (ie. with consistent access to the face or upper body), or in which
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the audio is harder to perceive. We consider it likely that in such cases visual information
will play a more important role, but more work is necessary to provide an answer to these
questions.

Despite the lower inter-annotator agreement in the video condition, our machine
learning experiments with different combinations of model inputs, training label modalities,
and testing label modalities, revealed that model performance was the same across labels for
models trained using video and acceleration inputs, both of which capture body movements.
This was regardless of the evaluation modality. In other words, annotating laughter
(traditionally understood primarily as a vocalization) from video alone may be perfectly
valid when the goal is to optimize model performance. We think that the reason for such
results is explained by our human annotation analysis. Concretely, episodes with lower
intensity were most commonly missed (w.r.t. to the audiovisual reference). The subtlety of
these training samples would presumably make them more challenging for the learning
algorithm, and therefore their absence would not have an adverse effect on performance.
We obtained these results in a challenging dataset, where many positive (audiovisual)
laughter episodes were missed by annotators, and used a modern action recognition 3D-
CNN. It is once again unclear whether these results would translate to a dataset with more
consistent access to, for example, facial visual information. The presence of visual cues
could improve the model, but their subtlety could be a challenge to most state-of-the-art
models. More work is warranted in this direction.

Our results provide validation for previous works using video-only labeling to train
laughter assessment models from body movements [103, 348], and datasets providing
video-only annotations [89]. Recording audio is not only a technical challenge (especially
for large groups), but the use of video labeling is also more privacy-conscious as it avoids
the need for recording the content of conversations. However, the fact that annotations
obtained from video are largely incongruent with audiovisual annotations should be a
consideration in many studies.

We think that these results could have wider implications if they generalize to other
multi-modal social signals with manifestations in body movement. Speaking status (or
voice activity) and back channels have been of interest in previous work [227, 381]. Video-
only annotations of speaking status have been used in previous work [81, 89, 95], but the
implications in model performance of this annotation choice have not been explored. Our
results would suggest that it is possible to annotate speaking from video alone without
an adverse effect on the model’s ability to detect speech, but further work is necessary to
provide validation for other multimodal social signals besides laughter.

7.7.1 Limitations
We consider the main limitation of our work to be that we used only one dataset in our
experiments. Our dataset is however representative of one of themost challenging scenarios
for the perception of laughter from video: with little access to the face of the participants,
different views and distances to the camera, low light conditions, and significant occlusion
of parts of the body from other participants in the scene. We therefore considered it a useful
data point to study. We expect that more traditional front-facing datasets with consistent
access to the body and face of the subjects will result in lower differences in agreement and
model performance between the video condition and the audio and audiovisual ones. We
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think clear access to the face may negate the incongruence observed in laughter intensity
ratings, since facial features may share more information with the laughter vocalization
than overall body movement does.

Acknowledgements
This research is supported by the Netherlands Organization for Scientific Research (NWO)
under project number 639.022.606. We acknowledge our crowd-sourced annotators who
very conscientiously participated in our preliminary tests and final study, and in some
cases provided valuable voluntary feedback.



7.A Annotation experiment details

7

169

Appendices
Impact of annotation modality on label quality and model performance in the automatic assessment of

laughter in the wild

7.A Annotation experiment details
7.A.1 HIT structure
The HITs in our human annotation study consisted in a sequence of pages or tasks to be
followed by an annotator in order. In general, each HIT contained several introductory
tasks and examples, followed by three annotation blocks, one for each modality condition.
The order of these three blocks, and of the examples within was randomized for each
instance.

In detail, each HIT consists of the following tasks:

1. Consent Form (5 min). Participants were asked to agree to an End User License
Agreement required to access our dataset. This was put in place to protect the privacy
of data subjects and were required to continue with the annotation.

2. General instructions (5 min). Introduction to the HIT, informing the annotator about
the different sections/conditions, the need for audio equipment, and the structure of
the HIT.

3. Reaction time test explainer (2 min). An example reaction time test, with instructions
to let the annotators familiarize themselves with the test.

4. Example laughter segments (3 min). Three example segments where the annotator
was asked to continuously annotate and then rate laughter segments. We chose
segments where laughter was clear and evident since the sole purpose of these
segments was to let the subjects become familiar with the process.

5. Video-only block (28 segments, 10 min). One video per page. The participant must
play the video and press a keyboard key when they perceive laughter to be occurring.
At the end of each segment, the participant must provide a rating of laughter intensity
using a slider with a continuous range between 0 and 10 and a rating of confidence
in their laughter annotation. This is all explained on a page with instructions at the
start of the block.

6. Audio-only block (28 segments, 10 min). Same as above. Participants must play a
web video containing no image (only audio) and similarly press a key when they
think they can hear laughter. In the instructions page, participants are asked to test
their audio equipment (speakers, headphones).

7. Audiovisual block (28 segments, 10 min). Same as above, but now annotators get
access to both audio and video.

8. Optional feedback (1 min). Annotators were asked to (optionally) rate their expe-
rience and give free text feedback on the process.
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7.A.2 Annotation experiment statistics
In this section, we present statistics from our annotation experiments from 48 annotators,
including the number of times the annotator detected laughter, the distribution of intensity
and confidence ratings, and the time taken to complete the experiment. Additionally, we
requested an optional rating of their experience completing the HIT (How would you rate
your experience in completing this experiment?) on a scale from 1 to 5.

Table 7.3 shows the annotation details, with each row being one hit/annotator. G
indicates the HIT group. HITs within the same group contain the same laughter/non-
laughter samples. N indicates the HIT number within the group. HITs with the same N
are identical, except for the (random) ordering of the samples within each condition. HITs
with different N contain the same samples but are assigned to different conditions. Each
row corresponds to one annotator (HIT). # positive indicates the number of times laughter
was detected by this person. Intensities indicates the histogram of laughter intensities by
each annotator (positive examples only). Each number (in order) corresponds to one step in
the Likert scale (1-7). Note that per our pre-annotations of laughter, 59 of the 84 examples
in each HIT contained laughter, while the rest only contained speech. Note also that time
taken in completing the experiment was measured as the difference between timestamps
in the data sent at the beginning and end of the experiment, and does not contemplate the
fact that annotators could have taken breaks in between.

We also allowed annotators to provide free text feedback (Do you have any comments
about the process? Did you find it frustrating, tiring, or too long? Were the instructions
clear? Did you have any issues with the tool?) about the process. Here, most annotators
who answered reported surprise at the originality of the task, some saying they found it
interesting and/or they had never completed an experiment of this kind. Some commented
about the instructions, reporting them to be clear. Some annotators reported the experiment
being long/tiring.
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Table 7.3: Statistics of the annotation HITs. See Section 7.A.2 for column name details.

ID G N # positive Intensity Confidence Time taken Rating
1 0 1 53/84 13-11-11-09-06-03-00 03-09-07-07-08-15-35 43.0 4/5
2 0 1 55/84 17-19-09-05-04-02-00 02-02-08-06-06-13-47 45.5 4/5
3 0 2 49/84 10-11-12-04-08-02-02 03-04-09-03-15-16-27 41.6 4/5
4 0 2 61/84 08-10-10-01-12-08-00 00-00-01-01-08-15-54 41.9 5/5
5 0 3 56/84 03-10-21-15-02-03-01 03-00-01-44-24-11-01 93.8 3/5
6 0 3 63/84 13-16-13-08-11-05-01 02-09-05-05-16-24-23 33.4 5/5
7 1 1 55/84 03-09-09-13-16-05-00 00-02-07-04-10-13-48 40.7 5/5
8 1 1 59/84 06-17-14-06-09-06-02 00-01-02-02-10-20-49 36.5 5/5
9 1 2 48/84 15-13-08-06-10-07-03 04-06-05-01-08-13-47 47.8 4/5
10 1 2 57/84 14-06-11-02-14-06-03 00-00-06-03-11-13-51 48.8 5/5
11 1 3 63/84 22-17-16-13-10-06-00 18-25-18-09-10-04-00 54.2 5/5
12 1 3 57/84 10-11-13-16-05-07-00 00-01-01-24-07-09-42 47.8 -
13 2 1 53/84 05-14-18-07-06-07-01 27-12-03-05-06-05-26 61.5 3/5
14 2 1 50/84 00-04-09-08-14-10-06 00-00-00-02-03-12-67 94.5 5/5
15 2 2 56/84 12-08-07-08-08-08-08 02-03-08-04-11-12-44 56.0 5/5
16 2 2 48/84 06-07-09-05-07-09-05 04-02-06-06-07-11-48 79.2 5/5
17 2 3 52/84 05-06-03-06-10-10-11 00-00-02-08-10-19-45 52.9 4/5
18 2 3 51/84 17-07-14-01-05-05-03 00-00-03-09-02-06-64 56.6 5/5
19 3 1 52/84 13-11-07-08-12-05-00 00-00-01-03-14-10-56 68.3 5/5
20 3 1 58/84 04-07-07-05-12-11-11 18-05-03-10-09-04-35 53.9 4/5
21 3 2 60/84 06-06-09-15-12-12-04 00-01-06-06-07-05-59 56.7 5/5
22 3 2 49/84 04-08-12-10-06-04-07 01-07-06-07-09-13-41 67.2 5/5
23 3 3 53/84 10-11-16-05-07-05-02 04-03-04-10-21-15-27 73.0 5/5
24 3 3 61/84 09-17-14-14-04-02-01 08-06-07-05-07-12-39 39.4 4/5
25 4 1 61/84 14-21-10-06-07-01-01 17-12-10-12-14-08-11 36.6 5/5
26 4 1 58/84 02-08-03-02-14-14-15 01-06-06-02-13-25-31 49.0 5/5
27 4 2 58/84 14-16-10-08-05-03-01 01-01-02-05-08-17-49 51.0 4/5
28 4 2 58/84 06-06-16-10-10-06-04 04-04-04-06-09-10-47 46.1 5/5
29 4 3 56/84 07-21-13-05-09-02-03 06-04-05-00-11-07-51 50.0 5/5
30 4 3 42/84 03-11-02-07-09-08-00 21-10-10-02-08-15-18 50.8 5/5
31 5 1 38/84 04-09-04-07-08-04-03 00-01-01-04-04-04-70 125.6 4/5
32 5 1 50/84 03-07-06-11-12-10-02 00-02-10-08-16-26-22 53.2 5/5
33 5 2 57/84 15-10-11-10-10-03-00 05-03-02-18-08-06-42 55.5 5/5
34 5 2 56/84 09-18-14-11-05-01-00 01-03-07-05-07-10-51 51.0 5/5
35 5 3 44/84 07-07-08-11-05-02-00 00-00-02-09-41-15-17 73.2 4/5
36 5 3 56/84 11-10-08-11-09-09-08 03-10-08-07-13-22-21 60.3 5/5
37 6 1 58/84 08-14-12-11-08-04-00 00-07-13-06-28-21-09 53.8 4/5
38 6 1 51/84 16-19-15-04-02-00-00 01-05-07-09-12-20-30 72.2 4/5
39 6 2 53/84 10-06-10-05-14-07-03 00-00-02-05-08-15-54 42.0 -
40 6 2 46/84 01-06-06-03-15-11-04 04-06-10-02-14-06-42 54.6 5/5
41 6 3 51/84 14-09-08-07-08-07-01 05-06-01-03-06-02-61 35.5 -
42 6 3 48/84 07-12-07-10-09-04-00 02-05-09-03-17-13-35 40.0 5/5
43 7 1 38/71 14-14-07-07-03-00-00 03-05-03-04-04-15-37 39.7 4/5
44 7 1 40/71 01-07-09-05-07-05-05 03-05-10-06-15-18-14 32.2 5/5
45 7 2 47/71 06-08-09-13-13-02-00 01-07-08-05-16-32-02 31.3 5/5
46 7 2 55/71 12-10-13-08-10-06-00 03-04-10-01-23-10-20 60.3 4/5
47 7 3 45/71 05-20-11-04-05-00-00 00-06-05-02-04-11-43 44.9 5/5
48 7 3 46/71 08-13-14-05-04-02-00 03-03-05-02-05-19-34 33.8 5/5



7

172 7 Impact of laughter annotation modality on label qality and model performance

7.B Segmentation network details
Figure 7.10 presents the architecture of the segmentation heads used. For all models, we
apply pooling and convolution operations over the spatial and channel dimensions and
up-sample the time dimension to the length of the target segmentation mask (45). Output
masks are averaged for multimodal methods.

(a) Time series ResNet head (acceleration modality).

(b) Audio ResNet head.

(c) Video ResNet (slow model) head.

Figure 7.10: Segmentation heads for acceleration, audio, and video models. The first block represents the feature
map before the head of the ResNet model, for each modality method. Subsequent operations pool and convolve
over the spatial and channel dimensions, and up-sample the time dimension.
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8
Discussion and future work

In this final chapter, we discuss the thesis contributions with respect to limitations and
challenges towards the machine assessment of social experience in mingling settings, as
discussed in Chapter 1.

8.1 Summary of contributions and findings
We start by reviewing the work per chapter. In this thesis, we presented the following
contributions:

Exploration of the link between body acceleration and attraction (Chapter 2) presents
a study of attraction in the dyadic speed date setting. This work focused on the link
between accelerometer signals, capturing overall body movement and attraction. Its
main contribution is evidence that, in the dyadic speed dating setting, it is possible
to detect constructs like attraction (self-reported) from raw body movement signals
obtained from a chest-worn accelerometer. We used hand-crafted features, inspired
by previous work, to capture individual and pairwise body movement information.
The pairwise features used in our study were designed to capture synchrony, mimi-
cry, and convergence information. Our work therefore also tested and ultimately
supported the link between these concepts (as captured by our features) and attrac-
tion, a link supported by previous work. Machine learning experiments revealed that
both individual and pairwise features were similarly predictive of attraction ratings,
but joint features delivered better performance. Statistical analysis suggested that
the overall increase or decrease in an individual’s body movement throughout an
interaction is a potential indicator of multiple types of attraction. Interactions in
which the female sought friendship or the male sought romantic or sexual goals had
a more characteristic signature in individual body movement. An ablation study
comparing the different feature sets revealed that convergence features, designed
to measure the degree to which the body movement of both subjects grew similar
throughout the interaction were more predictive than features designed to capture
mimicry and synchrony. Our results, obtained in relatively constrained pairwise
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interaction provide support for the idea that assessing social experience constructs
directly from (limited) body movement information (Section 1.2) is a valid approach.

Speaking status detection through feature filtering (Chapter 3) is a contribution to-
wards the detection of speaking status in crowded scenes, by minimizing the adverse
effect of cross-contamination in video (the fact that bodies often overlap in a video
of a crowd) through two avenues: the use of accelerometer as an alternative mo-
dality; and the use of a filtering approach using body pose estimation to exclude
contaminated features.

ConfLab: data collection for analysis of mingling settings in the wild (Chapter 4)
presents a new data collection concept, dataset, and benchmark for machine analysis
of mingling settings. The ConfLab dataset was collected in the wild during a machine
learning conference event. This dataset is unique among mingling datasets for its
conference setting, and for having been annotated for body joints.
In addition to the dataset, ConfLab introduced methodological improvements to
the data collection and annotation processes for mingling settings via key design
decisions and technological innovations: a) camera setup and synchronization, b)
higher-fidelity and smaller-form wearable badges, c) continuous annotation of poses
and actions. All details of our techniques were also made freely available to aid future
data collection efforts. Our sensor setup improved upon the data fidelity of prior
in-the-wild datasets while retaining privacy sensitivity: 8 videos (1920×1080,60 fps)
from a non-invasive overhead view, and custom-made wearable sensors with on-
board recording of body motion (full 9-axis IMU), privacy-preserving low-frequency
audio (1250 Hz), and Bluetooth-based proximity. Body joint annotations opened the
door to studying tasks previously unexplored in the in-the-wild mingling datasets.
The dataset baselines showcased three such tasks: body joint detection from overhead
camera views, pose-based no-audio speaker detection, and F-formation detection
from orientation information. These tasks bridge the gap between the existing fields
of pose estimation and pose-based action recognition; and mingling settings. Until
now, it has been impossible to evaluate methods from these fields on an in-the-wild
social interaction dataset. Other tasks not introduced in the paper such as joint
pose-video action recognition are also possible thanks to the availability of poses.

REWIND dataset: a mingling dataset with high-quality individual audio (Chapter 5)
Being the first mingling dataset providing high-quality individual audio recordings
from 33 data subjects, REWIND fills a gaping hole in the study of mingling settings.
First, the availability of audio makes it possible to annotate vocal or multi-modal
behavior (eg. speech, laughter, back-channeling) with access to speech / vocal pro-
duction. In addition to the annotation of the dataset itself, this provides a way to
validate the methods used by previous works, which had to default to the use of video
alone for annotation of primarily vocal phenomena such as speech. Beyond annota-
tion, the availability of audio enables the study of such behaviors across modalities,
including the development of audiovisual detection models. Finally, the availability
of a diverse set of body movement modalities: video, poses, and acceleration make
the dataset an attractive in-the-wild benchmark for body-movement-based speaking
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status detection. Given the task’s difficulty (as shown by our benchmarks), fully
exploiting these three modalities is attractive for future work.

Covfee: a web software framework for continuous annotation (Chapter 6) presents
the Covfee framework, a web software framework for continuous annotation that
both a) implements novel continuous annotation techniques for keypoints and ac-
tions, used in the crowd-sourced annotation of Conflab, and b) lowers the bar for
experimentation with new kinds of annotation techniques and interfaces. This
addresses some of the key challenges faced in the annotation, and the study of
annotation of human behavior (Section 1.4.3). The time benefits of the keypoint
annotation technique are validated in this work. We measured a three-fold decrease
in annotation time with no loss in inter-rater agreement. We additionally present the
design requirements, choices, workflow, and features of the Covfee framework that
enable both the straightforward use of currently implemented annotation techniques
and the implementation of new techniques. These include classes and interfaces for
data storage, integration with crowd-sourcing workflows, support for automated
annotator qualification tests, and annotation tracking and monitoring features. The
Covfee framework is freely available online under a free software license. We expect
that providing a platform for rapid prototyping of continuous annotation techniques
in addition to showing the feasibility of such techniques will further motivate re-
searchers to follow up on this line of work, to address the shortcomings of existing
techniques (Section 1.4.3)

Exploration of differences in the annotation of laughter across modalities (Chapter 7)
focused on the effect of the availability of different modalities during annotation.
This is done in the context of laughter. Although laughter is well-recognized as a
multimodal phenomenon, it is unclear how annotation of laughter differs when done
from modalities like video, without access to audio. This is particularly relevant for
in-the-wild mingling dataset, where audio recordings are often unavailable. In this
paper, we take a first step in this direction by asking if and how well laughter can be
annotated when only audio, only video (containing full body movement information)
or audiovisual modalities are available to annotators. We ask whether annotations
of laughter are congruent across modalities, and compare the effect that labeling
modality has on machine learning model performance. We compare annotations
and models for laughter detection, intensity estimation, and segmentation, three
tasks common in previous studies of laughter. Our analysis is in the context of
a challenging in-the-wild conversational dataset with a variety of camera angles,
noise conditions, and voices. Our statistical analysis of more than 4000 annotations
acquired from 48 annotators revealed that laughter could be annotated from video
with high precision. Recall, lower on average than for the audio and audiovisual con-
ditions, tended to increase with the intensity of the laughter samples. Inter-annotator
agreement revealed evidence for a discrepancy in the perception of laughter and
its intensity between modalities. Our machine learning experiments compared the
performance of unimodal (audio-based, video-based, and acceleration-based) and
multi-modal models for different combinations of input modalities, training label
modality, and testing label modality, for more than 120 model evaluations in total.
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These results revealed that training labels acquired in the audio and audiovisual
conditions resulted in the best model performances (mirroring the agreement scores).
However, models with video and acceleration inputs were consistent regardless of
training label modality, suggesting that it is appropriate to train state-of-the-art
models for laughter detection from body movements using video-acquired labels.

8.2 Discussion of Implications
In Section 1.4, we presented challenges in three stages of social signal processing studies:
data collection, annotation, and modeling/analysis. Here we discuss the implications of
the works presented in this thesis towards each stage. Note that this separation was done
to provide more structure to the discussion and is treated loosely. These stages are not
independent and we break boundaries in the discussions where necessary.

8.2.1 Data collection
The scaling of data collection efforts faces challenges that seem hard to circumvent, es-
pecially related to privacy restrictions stemming from the extra-personal nature of social
information (Section 1.4.2). Consumer wearable devices are being used for the large-scale
collection of personal health and behavior information [382]. Studies have recorded physi-
ological signals for thousands of subjects throughout weeks or months[383]. Similar to our
challenge of assessing social experience, wearable signals have been used to automatically
assess individual experience constructs, such as well-being [384] and engagement with an
activity [385], recorded over days or weeks.

However, such a scale is currently out of reach in the study of social signals, and
particularly in the mingling setting due to the privacy challenges involved (Section 1.4.2).
Motivated researchers will certainly be able to keep collecting datasets of similar scale (as
current datasets) using existing practices, and supplying the field with valuable data for
scientific study. However, thinking about the goal of social signal processing of ultimately
aiding human interaction through interventions begs the question: will socially intelligent
systems ever be widely deployed inmingling settings under the current privacy (law) landscape?.
This seems an unlikely possibility for systems based on current data collection techniques,
due to the issue of unanimous consent. Grounds for data processing other than consent are
hard to argue for non-essential data processing for research purposes. A reformulation
of data collection practices around privacy is likely necessary for systems to be widely
deployable. Such proposals have already been made in the robotics field [386], which faces
similar challenges.

Such a future may involve privacy-preserving modalities that can collect rich social
information from a subject (the consent-giver) while avoiding the capture of personal data
from non-consenting others. Some of the contributions presented in this thesis, such as the
improvements to wearable devices developed for ConfLab may contribute towards such a
future. In particular, the wearable badges presented with Conflab significantly improve the
recording of individual signals. The IMU signals recorded by the wearable capture only
the wearer, and have privacy advantages when recording a scene without consent from all
subjects, or for longitudinal recordings (Section 1.4.2). Acceleration signals, however, are
low-dimensional when compared to video and the fact that they capture only the wearer
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means that they carry limited social information.
Other modalities captured in Conflab such as Bluetooth-based proximity are a first

step towards capturing information about social connections while maintaining privacy.
A possibly harder question to answer is whether it is possible to collect sufficient social
information for meaningful analyses without collecting personal data at all. Such questions
have also been asked in the field of robotics [387, 388]. Answering this question precisely,
however, will require that researchers take a stance (directly or implicitly) about what
constitutes personal data exactly (ie. what is an acceptable threshold for identifiability).
The law does not currently give a detailed answer to this question from the point of view
of AI, as the means for identifying a subject are largely unspecified. Some scholars have
argued that virtually any data can be considered personal since it can be associated with a
person given enough processing power and auxiliary data. Law experts have argued that
this aspect of GDPR is being challenged by AI and Big Data [387]. Other areas of GDPR
may be challenged too. A second critical point regards the definition of data processing.
Currently, data processing is understood, under GDPR, to include virtually any form of
data manipulation. Therefore data processing for immediate anonymization, even without
persistent storage of the personal data, is subject to consent. This point could be challenged
in the future by the low risk of immediate anonymization and the many possibilities it
creates. A change on this point alone could allow for the recording of video (for research
purposes) without consent if its immediate anonymization is possible via techniques such
as pose detection, facial blurring, or inpainting, already the subject of extensive research
[389].

Meanwhile, the more traditional audio and video modalities face large privacy and
scalability challenges. Recording audio in a mingling setting is hard to achieve without
cross-contamination, where it is challenging to limit the recording to the wearer of the
microphone, who provided consent. Future work is necessary to address this challenge.
Hardware such as beam-forming microphones or throat microphones could provide a
suitable solution in the future.

The video modality is perhaps more ubiquitous than audio in mingling settings and is
almost universally the modality of choice for annotation of body actions (eg. laughter, nod-
ding, gestures). There is an open challenge in finding more privacy-sensitive alternatives
suitable for annotation (Section 1.4.2). In this thesis (Chapter 4) it was shown that accelera-
tion can be used to detect speaking (and speaking-related gestures) in a mingling setting
with AUCs of around 0.8, which, depending on the application, could be sufficient for many
downstream tasks. However, less common signals such as laughter or back-channeling are
harder to separate from the noise in an acceleration signal. Differentiating gestures is also
hard to accomplish without multiple devices. Alternatives to video could involve one or a
combination of carefully placed video cameras (face recordings are considered personal,
but the same may not be true of the rest of the body) and higher-quality wearable sensors
in larger numbers. It is possible that wrist accelerometers in addition to chest-worn ones
would significantly improve laughter detection performance.

Beyond the mingling setting, online crowdsourcing made more popular with the Covid-
19 pandemic, can offer amore efficient way to collect and annotate data of social interactions
at a scale hard to reach offline. The benefits of crowd-sourced data collection come from the
lower need for instrumentation, access to large subject pools, and straightforward online
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elicitation of consent. While the video call setting is fundamentally different from offline
interaction, the practical benefits of researching this setting at a larger scale, together
with its growing importance in our lives, could propel it forward as a primary setting of
interest. Here, social signal processing may, in the future, be able to achieve its goals of
aiding social experience through interventions and discovering relevant social facts about
human (sub-)populations. New software tools are needed to aid the process, with attention
to user experience, correct ethical and data management procedures, coverage of a wide
range of data collection, self-reporting and annotation needs, and attention to code quality
and re-usability. The Covfee framework presented in this thesis aims to be an example in
these areas. In particular, Covfee provides many building blocks to support online data
collection (eg. via webcam recordings). Expanding the platform in that direction could
enable efficient, reproducible, and scalable human behavior data collection methodologies
to be deployed on crowd-sourcing markets. No standard tools exist to fill this gap.

8.2.2 Annotation
In this section, we refer to the implications of this thesis (particularly Chapters 6 and 7) in
the data annotation stage (Section 1.4.3).

As with data collection, social signal processing faces the challenge of supporting the
annotation of larger datasets with more diversity of subjects, demographics and settings.
Contributions towards improving the time efficiency of annotations are particularly impor-
tant in this goal (Section 1.4.3). Continuous annotation has been presented in this work as
a promising technique for improving annotation time efficiency, possibly at the expense
of some time precision. While we showed some early promising results, many research
questions about the quality and time efficiency of continuous behavior annotation remain
unanswered. Only in the case of action annotation, the variety in the rate of occurrence
and characteristics of social actions (eg. speech, laughter, back-channeling) nuances re-
search in this topic. Questions of interest include: can continuous action annotation offer
significant time improvements over previous approaches? how are annotation time and
quality affected by action characteristics, such as rate of occurrence? How to optimally
address annotation delay for different types of actions? Can action classification be done
at the same time? Is it feasible for annotators to localize different actions at the same time
(eg. speech and laughter)? If so, how many? How would all these factors affect annotator
fatigue? Is it possible to improve the process by using different input devices such as
gamepads or specialized devices?

Similarly, applying continuous annotation to body joint annotation creates its own
questions, starting with: is it necessary to extensively annotate mingling videos for body
joints? An automatic solution to the problem would be ideal. While current pose detectors
struggle with the side-elevated and top-down views commonly used in mingling settings,
they work well with frontal shots of subjects. In contrast with the action annotation
challenge, where action recognition methods struggle to detect social actions in mingling
settings regardless of the viewpoint; pose detectors achieve near-perfect pose action
recognition in frontal shots. Model improvements and the use of larger side-elevated and
top-down image datasets may be enough to solve the problem to a sufficient standard on
top-down views. This is still a large undertaking, prompting the current attractiveness
of manual annotation. Beyond this basic question, there are others such as: how high an
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annotation frequency is necessary for the analysis of social phenomena from body poses?
Which body joints are more predictive of different social constructs?

Successfully answering many such research questions involves considering the needs
of the machine learning system and, crucially, of the annotator. Therefore, questions
such as these should ideally be answered holistically, combining methodologies from the
human-computer interaction and machine-learning communities.

Beyond continuous annotation, techniques such as semi-automatic, model-assisted
annotation, model bootstrapping, or active learning are other possibilities for enhancing
the annotation process. Particularly, a great need exists to bring about the engineering
solutions necessary to effectively research these subjects. Tooling needs are often research-
question specific, and existing tools fail to provide the flexibility necessary to apply to
a wide range of research questions. The Covfee platform aims to be an example in this
point by providing a flexible platform instead of a single specific tool. However, more
development will be needed to implement annotation techniques on top of platforms such
as Covfee and to extend such platforms with features to support algorithmic assistance in
annotation, active learning, and similar techniques.

Improving time efficiency is far from the only open challenge in social behavior an-
notation. The challenge of data capture (ie. modalities, settings, sensor setup) for social
signals is also a question about annotation (Section 8.2.1). In Chapter 7 we showed that
laughter can be annotated from video alone in a mingling dataset, a setting especially
challenging for video-based annotation. These results provided a degree of validation for
using video-only annotation in existing and future datasets. They also open the door for
work studying further questions about the effect of variables affecting the observability of
behavioral cues, such as video quality and occlusion.

Furthermore, the machine learning results in this work could have large implications
in labeling for action recognition model training, as they indicate that labeling from video,
despite the lower agreement of the resulting annotations, may not affect the performance of
models trained on inputs containing body movement information (video and acceleration).
This finding challenges the idea that laughter, studied as a primarily vocal phenomenon
should always be annotated from audio. This draws attention to the fact that inter-rater
agreement measures are designed to do exactly what their name implies: measure agree-
ment between annotations. They may not be a useful guideline for selecting annotation
procedures to maximize model performance. Our results beg questions like: when is it better
(for performance) to train on a modality with lower inter-rater agreement? Is it generally
optimal to train with labels acquired from a modality closely matching the model’s input
modality (as we observed), even though their inter-rater agreement might be low?. Beyond
laughter, answering these questions would inform the development of models for the
detection of multimodal social signals like back-channels or speech-related gestures.

8.2.3 Modelling and analysis
Rather than being independent, the stages of data collection, annotation, and modeling are
interrelated and involve complex trade-offs. Decisions at the data collection stage impact
the latter stages of annotation, modeling, and analysis. Works not primarily concerned with
modeling, such as the datasets and annotation studies presented in the previous sections
are very much capable of challenging our assumptions about what social signals to model, a
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question at least as important as the more commonly-addressed how to model social signals;
to the extent that they can be considered separate. In this section, we address how the
work in this thesis impacts our knowledge about the modeling of social signals, and we
address important open challenges faced in the field.

The suggestion presented in Chapter 2 that a phenomenon as subtle as attraction may
be manifest in overall body movement is a promising prospect due to attraction being a
subtle high-level construct that may be hard to detect even for the humans involved in the
interaction. The use of accelerometers also has the privacy advantages discussed in Section
1.4.2 in addition to being an unobtrusive, inexpensive, and low-dimensional modality. More
work is necessary to understand the capabilities of accelerometers (and other sensors) in
capturing such high-level constructs over a conversation.

Understanding the capabilities of sensor devices is essential since they constitute the
measuring devices for social signals. Much in the way that other disciplines calibrate
the sensitivity of their devices and calculate error rates for the detection of phenomena
of interest, it may be desirable to develop in the direction of obtaining an in-depth un-
derstanding of the capabilities of sensors and their associated machine learning models.
When research questions revolve around the capacity of sensors to capture social signals or
higher-level constructs, rigorously controlled studies could be in order before experiments
are performed in the wild. This is because controlling for potential confounding variables
like demographics and especially interaction type and conditions could be necessary to
understand the capabilities of a sensor. This is particularly true for effects expected to be
subtle, such as the effect of acceleration on attraction, where a large set of equal-length
dyadic conversations would presumably expose the effect better than in-the-wild uncon-
strained interactions of varying lengths and group sizes. Physical conditions likely play
an important role too. The fact that participants were seated during the speed dates, for
example, imposed a constraint on their movements that could have had an important effect
on the study results. Position, attachment, and calibration of the accelerometer devices are
also important methodological decisions that should be carefully considered in work of
this kind. The resolution of the accelerometer devices may also affect its ability to capture
subtle movements, potentially related to breathing patterns. Adding accelerometers on
other body parts such as the head or wrists may allow capturing a more complete repre-
sentation of body movement, at the expense of making synchronization necessary. Such
rigorous systematic testing of the capabilities of sensor modalities should not be unique to
accelerometers. Addressing this challenge requires interdisciplinary work, likely through
collaboration between experts in the sensors themselves and experts in the social sciences.

The results from Chapter 2 contributed to a body of work studying the link between
synchrony and variables such as cohesion [136], affect [66, 137], attraction [56] or relations-
hip quality [138]. Synchrony is almost exclusively studied in relation to another variable
due to the absence of a specific and accepted coding scheme for synchrony. This has created
a situation where most work on synchrony creates its own definition of it. Furthermore,
most of these definitions correspond to specific engineered features such as those used
in Chapter 2. Of particular interest looking forward could be operational definitions that
make use of deep learning methods to capture unobserved constructs. Certain basic de-
finitions of synchrony such as the "predictability of subject A’s behavior given subject
B’s behavior"could lend itself to model-based operational definitions of synchrony, where
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a model optimized for predicting behavior across subjects is used to quantify the level
of synchrony. This idea immediately raises other questions such as: is it wise to define
synchrony in terms of predictability or mutual information between signals? How do we
deal with difficult cases, eg. are two people who are not moving exhibiting movement
synchrony or not? Is most variance in synchrony not entirely context-dependent rather
than interaction-dependent?

Many open questions remain about synchrony, including its relevance in real-life
social interactions such as mingling settings. While certain dimensions of synchrony
such as mimicry are relevant predictors of higher-level constructs in constrained lab
settings, the same degree of predictive power has not been observed in the wild. This
may be due to limitations in current data collection procedures, or simply because any
structure measurable in social behavior as a result of synchrony is small in comparison
with the general unpredictability of social behavior. However, since the predictive power
of synchrony in the wild is likely to be low, work towards understanding it should

With the ConfLab and REWIND datasets, we collected sets of modalities that directly
address open modeling challenges in our field, particularly centered around the recognition
of actions and the direct assessment of social experience. As discussed in section 1.4.3 pose
annotations (provided for both datasets) are useful as an input modality that enables more
detailed analysis when compared to traditional bounding boxes. However, it should not be
assumed that pose annotations are necessary or optimal for our goal given how little we
understand about the optimal ways to detect actions in social settings. While the merits
of acceleration-based detectors have been established in previous work and supported in
this thesis, social action detection from video and pose faces bigger challenges. The high
dimensionality of video in particular means that datasets used in social signal processing
are likely too small and low-variance to adequately utilize the power of modern action
recognition methods. Meanwhile, poses are hard to annotate with high precision and this
may affect the performance of pose-based models.

This points once again stresses the urgency of stepping up data collection efforts to
further progress in social signal processing, particularly in niche sub-fields such as the ana-
lysis of mingling settings. This does not mean, however, that progress in modeling does not
hold relevance. It does mean, however, that the field cannot presently fully take advantage
of many of the breakthroughs brought about by large, data-hungry, deep learning action
recognition methods. Such methods are seldom evaluated in social interaction datasets
partly due to their smaller size and lower variance. It is unclear which architectures and best
practices from the action recognition community transfer to social action recognition, and
entirely new ideas are likely necessary to address the specific challenges of social settings.
In Chapter 3, for example, we showed that it is possible to improve the performance while
reducing the input size to a video-based speaking status detection method via leveraging
body poses. Although this work has the limitation of not using state of the art video
action recognition models, it suggests that filtering the input to the recognition method
through the use of poses may be effective in mingling settings. This has implications in
the design of such methods, especially for the side-elevated view, since pose tracks can be
obtained automatically and cross-contamination and occlusion are prevalent. More work
is warranted to understand whether equivalent ideas can be applied successfully to more
recent action recognition methods.
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The exploration of the transfer of knowledge across social settings (with eg. zero-shot,
one-shot, few-shot learning) may be particularly promising in social action recognition in
mingling settings. For example, large movie and meeting datasets contain a wealth of social
information that models could potentially learn to transfer to naturalistic mingling settings.
Training and even extensively testing large action recognition models, however, currently
requires significant computational power and is not a possibility for every research center.
Ongoing efforts to develop more data-efficient methods are therefore also critical to social
signal processing, particularly for the analysis of mingling settings.
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