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Abstract
An accurate estimation of gas turbine nozzle guide vane metal temperature locally on its surface is cru­
cial for predicting vane lifetime. The stagnation region at the vane leading edge is, typically, exposed
to the highest thermal load, thus, the showerhead configuration of film cooling is often applied on the
leading edge. Widely used lean­burn combustors implement swirlers, leading to a complex flow field
over the nozzle guide vane as the swirling profile is often preserved at the inlet of the guide vane. The
nozzle guide vane external heat transfer coefficient in the industry is often computed either with bound­
ary layer codes or RANS methods. However, higher accuracy hybrid RANS­LES models are of interest
since such models are becoming more and more available due to improved capabilities to facilitate the
increase of computational resource demands. This study aims at introducing hybrid RANS­LES mod­
elling to investigate swirling inflow effects on showerhead film cooling performance.

The implemented methodology and various turbulence models are first validated by replicating an ex­
perimental case of a linear cascade of blades. The uncooled blade external heat transfer coefficient
distribution is compared to the experimental data for cases with turbulence intensities of Tu =1% and
Tu =8%. The SST k − ω and lag elliptic blending k − ε turbulence models successfully replicated the
HTC distribution but the γ−Reθ transition model was required to capture transition on the suction side
for cases with Tu =1%. The showerhead film cooling effectiveness is investigated with both RANS
and hybrid RANS­LES models for a configuration of three rows of staggered cooling holes and blowing
ratios of 1.4 and 1.9. Uniform inflow and two profiles of swirling inflow are analysed, with the strongest
swirl being coupled with a radial temperature profile. Results indicate that the RANS­LES hybrid model
is promising in capturing the unsteadiness of the horseshoe vortex. Mixing between mainstream and
coolant jets, and the inherent unsteadiness of the mixing shear layers can only be captured with a
scale resolving simulation. The swirling inflow lead to an altered stagnation line and imposed a radial
pressure distribution close to the leading edge, which interfered with the coolant distribution on the
leading edge. The coolant jet contact with the vane surface area is found to be the most important
parameter affecting the cooling effectiveness since a coolant lift­off led to a significant reduction in
cooling effectiveness. A lift­off was often observed in areas where the swirling velocity component mis­
aligned to the mainstream flow direction. A positive contribution to cooling effectiveness was recorded
in regions where the swirl component aligned to the mainstream flow direction. The increase in cool­
ing effectiveness was observed due to locally increased momentum of the main flow that aids coolant
staying attached to the surface. The benefits of hybrid RANS­LES modelling are established, and the
results signify the importance of accounting for an unsteady stagnation line during the design of the
showerhead film cooling.
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1
Introduction

A higher turbine inlet temperature is desired to improve the efficiency of aeroengines, leading to gas
turbine nozzle guide vane (NGV) being susceptible to high thermal loads. The turbine inlet temperature
of modern gas turbines has surpassed the temperature resistance limit of the vane material. Therefore,
the nozzle guide vane is often equipped with film cooling technology. Film cooling and thermal barrier
coating are methods that have allowed to facilitate the increase of the turbine inlet temperature. The
high thermal loads pose a threat of mechanical failure of which creep and thermal fatigue are two of
the most prominent failure modes [1]. Hence, an estimation of temperature distribution locally around
the vane is essential for vane lifetime prediction. The flow over an NGV is generally quite complex
and highly turbulent with multiple secondary flow structures. A horseshoe vortex, which forms due to
interaction between vane and endwalls, has been shown to considerably increase the heat transfer
coefficient locally. The highest thermal load, however, is typically observed on the leading edge of the
vane at the stagnation point. Thus, this region can be equipped with multiple staggered rows of film
cooling holes and is often referred to as showerhead film cooling.

The outflow from the combustor can influence turbine performance and heat transfer on the nozzle
guide vane. The combustor outflow typically is a highly turbulent flow field. Lean burn combustion is
implemented in modern aeroengine combustors to reduce produced NOx emissions. Swirl generators
are used to guide a fraction of air to take part in the combustion reaction to reduce peak temperatures
and the production of thermal NOx [2]. Furthermore, a swirl can help to stabilise the flame in the com­
bustion chamber. However, the swirling motion is often preserved at the inflow of the gas turbine nozzle
guide vane, thus, potentially causing aerodynamic loss. Especially, if a vane is designed for an axial
inflow. In addition, the highly swirled flow is likely to influence the showerhead film cooling performance.

A numerical study through Computational Fluid Dynamics (CFD) modelling is performed to analyse the
showerhead film cooling performance and the effect of a swirling inflow. Reynolds Averaged Navier­
Stokes (RANS) modelling is still the industry norm, and researchers have been trying to develop turbu­
lence and laminar­turbulent flow transition models. The turbulence modelling error is one of the main
limitations of CFD RANS methods. To reduce this limitation, scale­resolving hybrid RANS­LES or full­
scale Large Eddy Simulation (LES) formulations are introduced in gas turbine flow problems, since the
development of modern computers can gradually facilitate the increased demand for computational
resources. The need for more reliable and higher fidelity results is a reason for performing more scale
resolving simulations. The hybrid RANS­LES modelling is expected to become an industry norm by
2030 [3], and it could be implemented in design routines at a reasonable computational cost. Especially,
heat transfer and temperature predictions of high pressure stage vanes and blades would benefit from
the implementation of scale resolving simulations [4].

Showerhead film cooling has been extensively investigated using RANS methods, however, there are
only few attempts [5] calculating cooling effectiveness with hybrid RANS­LES models. Turbine­vane
interaction has been studied both with RANS and scale resolving models in the last couple of years
[6]. The general flow field can be effectively simulated with RANS methods, however, a scale resolving
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simulation is desired when airfoil heat transfer, radial temperature profile, or flow mixing is of impor­
tance [6]. The current study aims at implementing hybrid modelling for a flow around an NGV with
showerhead film cooling, and to investigate the influence of swirl on film cooling performance. A study
by Wu et al. [7] established a swirling inflow effect on showerhead cooling with RANS, showing the
predicted shift of the stagnation line. The study by Ravelli et al. established the benefits of the hy­
brid DDES model. The unsteadiness of the mixing layer between coolant jets and the main flow, and
anisotropic turbulence are two phenomena that the scale resolving model was able to capture [5], sig­
nifying deficiencies of RANS. The study implemented a relatively large blowing ratio of BR = 3 and
a uniform inflow, resulting in a clear coolant lift­off from the vane surface. A lower blowing ratio can
lead to increased cooling effectiveness downstream of a cooling hole, although at the leading edge
region the coolant is susceptible to lift­off even at moderate blowing ratios [5]. Blowing ratios BR <
2 are investigated in the current study, and the Scale­Resolving hybrid (SRH) model is implemented
from the Star−CCM+ software package. It is, of course, critical to avoid hot gas ingestion, hence, a
higher blowing ratio can be desired in practical applications. Showerhead film cooling physics of gas
turbine nozzle guide vane flow are difficult to model due to strong mixing between coolant jets and the
mainstream flow, and due to highly turbulent inflow from the combustion chamber.

Giel et al.[8] performed heat transfer measurements on non­cooled linear cascade of blades, and this
experiment is used to validate the CFD methodology. The experimental case is replicated and the
convective heat transfer coefficient (HTC) is calculated on the blade surface. The attention is put
towards capturing the effects of the secondary flows, such as the horseshoe vortex. A highly complex
flow field is developing close to the endwalls that is a challenge for RANS CFD modelling. Thus, the
report consists of two separate analyses. The HTC calculation for the validation case of a non­cooled
vane at various flow conditions, and the showerhead film cooling analysis in terms of adiabatic cooling
effectiveness.

1.1. Aims of the thesis
The following are the goals of the study:

1) To validate a CFD RANS methodology and the most applicable turbulence models. The CFD results
are to be compared to the experimental data of HTC distribution on a blade that is subjected to a strong
horseshoe vortex.
2) To investigate the effect of swirl on showerhead film cooling performance for a turbine NGV.
3) To establish the benefits of hybrid RANS­LES modelling for heat transfer and film cooling problems.

The following steps are taken in the research. First, an extensive literature study is performed primarily
to study CFD modelling and various turbulence models, it is presented in Chapter 2. The implemented
methodology for the validation case of an uncooled vane, and the implemented method for the shower­
head film cooled vane analysis are described in Chapter 4. Notably, these are two separate analyses,
the validation case is focused on the HTC data, and the film cooled vane on the adiabatic cooling ef­
fectiveness. Similarly, results in Chapter 5 are first presented for the uncooled vane together with a
comparison to experimental data of the HTC. Then, the showerhead film cooling results are shown,
following a discussion of results in Chapter 6.



2
Literature Review

This section provides an overview of the literature study. Flow physics in the nozzle guide vane and
film cooling technology are reviewed. A brief history of heat transfer coefficient prediction methods on
gas turbine nozzle guide vanes is presented, followed by a summary of the current state­of­the­art CFD
methods. Subsequently, a review of the most successful turbulence models for CFD RANS methods
is provided with a focus on capturing secondary flow phenomena on an uncooled vane, and cooling
effectiveness on a film­cooled vane. Finally, the importance of representative turbulence boundary
conditions is investigated.

2.1. Flow physics in the gas turbine nozzle guide vane
Flow physics of gas turbine nozzle guide vane and cooling technology are the basis of the current study.
A high inlet temperature in gas turbine is desired to increase the thermal efficiency and performance of
the engine. Hot gas coming from the exit of combustor is flowing over the nozzle guide vane (NGV). The
flow typically has a high turbulence intensity with a non­uniform temperature profile, and a non­uniform
velocity distribution. The calculation of external HTC is necessary to design a cooling scheme, and to
estimate the lifetime of the vane. The material, which the NGV is made of, is required to withstand the
high temperature of the gas coming from the combustor. Over the years new cooling designs have
facilitated the increase of turbine inlet temperature to improve the efficiency of the engines. Film cool­
ing has allowed to reach turbine inlet temperature higher than the allowable limit for the metal vanes
(around 1200K) [9]. The development of turbine inlet temperature increase up to year 2000 is shown
in Figure 2.1.

Figure 2.1: Development of turbine inlet temperature and evolution of cooling technologies. From Lakshminarayana [10].

3
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First, the flow physics in an uncooled vane are discussed since the same phenomena are applicable to
a cooled vane. In terms of aerodynamic losses, various loss sources can be identified for an uncooled
vane. Profile losses and annulus losses arise due to the skin friction on the blade surface and endwalls,
respectively [1]. The secondary flows in forms of vortices contribute to losses as some parts of the fluid
are guided to move in directions other than the mainstream flow. The breakdown of various structures
of the secondary flow in high pressure gas turbine nozzle guide vane is visualised in Figure 2.2 on a
magnified scale. Furthermore, trailing vortices arise when the flow is separating at the trailing edge
forming a wake. The other secondary flow structures including horseshoe vortex, passage vortex and
corner vortices form within the cascade and are relevant to NGV heat transfer problems, since these
vortices interact with the airfoil surface. These secondary flows in the gas turbine nozzle guide vane
are evolving due to presence of an endwall boundary layer. Experimental research in the last century
has enabled to understand the flow field around a gas turbine vane. The secondary flows can lead
to up to 20% of total loss for a gas turbine nozzle guide vane [11]. In gas turbines, the secondary
flows increase heat transfer on the vane by mixing the hot mainstream gas into the airfoil and endwall
boundary layers. Not only the vane itself is susceptible to high metal temperatures, but the endwalls
as well. Downstream of the trailing edge, heat transfer on the endwalls is mainly dominated by the sec­
ondary flow field. On the airfoil surface, the secondary flow effects can extend up to 1/3 of the span [12].

Horseshoe vortex system as visualized by Wang [13] in Figure 2.2, forms on the endwall in front of the
leading edge of the vane and it is the strongest of secondary flows around an uncooled nozzle guide
vane. The formation of it is associated with the endwall boundary layer, which ”rolls up” in front of the
vane leading edge, forming a vortex. Then the horseshoe vortex bends over the airfoil as shown in
Figure 2.2, separating in suction side leg and pressure side leg. The suction side leg of the horseshoe
vortex is stretched due to flow accelerating over the airfoil suction surface, and eventually it dissipates.
The suction side leg of the horseshoe vortex, typically, has a weaker influence on heat transfer. The
pressure side leg of the horseshoe vortex system is guided towards the suction side of the adjacent
vane due to the positive pressure gradient. As it enters the passage further downstream, the multivor­
tex structure gradually forms into a part of the passage vortex [14]. Then, the vortex ”impinges” on
the suction side surface, causing an increase in the HTC in that region as displayed in Figure 2.5a.
Furthermore, both suction side and pressure side legs of the horseshoe vortex lift off the endwall and
are guided towards the midspan as the flow progresses over the vane.

Figure 2.2: A visualisation of secondary flow field consisting of horseshoe vortex, passage vortex and corner vortices from
Wang et al. [13]

The passage vortex grows in size but reduces its strength further downstream whilst staying close to
the endwall. As the vortex attaches to the airfoil, the HTC on the vane is increased close to endwall
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Figure 2.3: Passage vortex (PV), suction side leg of the horseshoe vortex (HSs), and corner vortex (CV) with oil visualisations,
from Fontaneto [9].

on the suction side all the way downstream to the trailing edge. This is shown in Figure 2.5a where
there is an enhanced HTC close to the endwalls. The region of low HTC right next to it, is where the
passage vortex is separating from the vane surface. The interaction between the suction side leg of the
horseshoe vortex and the passage vortex is a detail on which there has been some disagreement in the
past [15]. As shown in the visualisation by Wang et al. [13], the suction side leg of the horseshoe vortex
is demonstrated to wrap around the passage vortex, eventually merging with it. Goldstein and Spores
[16], however, argued that the suction side leg of the horseshoe vortex travelled on top of the passage
vortex without merging together. Notably, both of the vortices have an opposite rotation but passage
vortex is, typically, stronger. Vortices are also forming at the corners where the vane is connected
to the endwall. These are smaller vortices in strength, however, they are relatively easy to spot in ex­
periments and are demonstrated byWang et al. in Figure 2.2 and with oil flow visualisation in Figure 2.3.

Lean burn technology is widely used in modern aero­engines to reduce the NOx production. Efficient
mixing process in the combustion chamber and stable flame anchoring are ensured through strong
swirling flows that generate vortex breakdown [17]. However, the swirl motion is conserved to the entry
section of high pressure turbine and influences the flow field over an NGV. Swirl motion modifies the
radial distribution of aerodynamic load on the vane [17]. Swirl introduces a secondary flow structure
contributing to aerodynamic loss [18], and it interferes with heat transfer on the vanes [19]. Furthermore,
it can interfere with the coolant flows. The combustor­vane flow field interaction and swirling flows are
typically unsteady, implying to implement transient simulations in numerical analyses. Cubeda et al.
[6] investigated the effect of the inflow condition to aerothermal results prediction on the NGV. The
authors suggest that implementing an inflow profile obtained from a scale resolving simulation of com­
bustor considerably improves heat transfer predictions around the NGV. Furthermore, a complete effect
of flow unsteadiness on turbulent mixing can only be captured by using a joint combustor­NGV model
consisting of a computational domain integrating both the combustor and the NGV [6].

Nozzle guide vane is a stationary part and is directly connected to endwalls. Flow physics analysis for
a rotor, however, is more complicated involving additional secondary flow structures. Tip leakage flows
arise due to the gap between rotor tip and the endwall, introducing a tip clearance loss [1]. Furthermore,
the centrifugal and Coriolis forces are influencing the flow field around a rotor blade.

Cooled vane

A nozzle guide vane is often cooled to accommodate the highest possible turbine inlet temperature in
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the gas turbine. Internally cooled and film cooled vanes are considered in practice. Channels for a
coolant inside the vane are designed for an internally cooled vane and the cooling is achieved by con­
vection. Internal cooling does not interfere with the external flow over the NGV as long as the coolant is
not released, for example, through the tip of the trailing edge. A higher cooling effectiveness, however,
can be achieved by means of film cooling. The cooling channels inside the vane are carefully designed
not only to benefit internal cooling but also rigidity of the blade [1]. There are multiple technologies
to increase the heat transfer between the coolant and the inside surface of the blade. The internal
channels can be designed consisting of ribs that reduce the boundary layer thickness and increase the
turbulence in the internal channels. Pins are implemented with a similar purpose to increase the heat
transfer. Jet impingement is another technique to cool a vane through convection by directing strong
jets towards the inside surface of the vane. Jet impingement cooling is often applied to the leading edge
of a vane or blade. In addition, a thermal barrier coating can be applied to a vane. The coating layer
has a considerably lower thermal conductivity, hence, it helps to reduce the conductive heat transfer
and metal blade temperature.

Film cooling implements the air which is used to cool the blade internally via convection, and discharges
it in a carefully designed pattern of holes. The air forms a protective film of a relatively cooler air at the
blade surface. Therefore, the external heat load to the blade is reduced due to reducing the driving
temperature from the local gas temperature to the film temperature [1]. Film cooling effectiveness is
expressed with the Equation 2.1. Theoretically, the maximum achievable effectiveness is 1.0 when
the film temperature Tf is equal to the coolant temperature Tc. Typically, at the exact location of ejec­
tion point the effectiveness can be slightly above 0.50 [1]. Further downstream, the presence of hot
freestream gas causes the film temperature to rise which reduces the effectiveness quite quickly, the
effectiveness can be reduced below 0.10 around 20 hole diameters downstream [1]. A single row of
film cooling holes is effective in reducing the heat load in the immediate vicinity downstream of the
holes before the coolant mixes out with the mainstream flow. Multiple cooling rows on an NGV are
implemented to reduce the heat load in a larger area of vane surface.

ηf =
Tg − Tf

Tg − Tc
(2.1)

Implementation of film cooling comes with the expense of aerodynamic performance. Aerodynamic and
enthalpy losses arise from mixing between the coolant and the main flow. The temperature difference
drives the heat flux that reduces the enthalpy of the hot mainstream gas to the level of a cooler film flow,
whilst the mixing process causes an irreversible conversion of the mainstream momentum to entropy
[9]. Hence, an additional loss source is introduced as compared to an uncooled vane. In his publication
of loss mechanisms in turbomachines, Denton [20] defined loss components in the flow with injected
coolant by means of energy balance as reported in Equation 2.2.

W = Wis −Q− S = Wis −
∫
(T − Tt,g)dQ− Tt,gcp(κ− 1)Ma2(1− Vc

Vg
cosβ)ṁc (2.2)

The termWis is the isentropic work, the termQ is the heat subtracted from themainstream gas. The last
term S denotes the entropy production due to mixing process. The Equation 2.2 implements a definition
by Shapiro [21] on the entropy increase for an irreversible process of mixing between a mainstream
flow and a ”small amount” of injected flow. Notably, the entropy production largely depends on the
angle α at which the coolant is injected with respect to the mainstream flow, according to Equation 2.2.
Mass flow and velocity of the coolant flow are also of importance, hence, the size of the cooling holes
should be designed with care. Furthermore, the coolant interferes with the main flow and influences
the boundary layer. The coolant trips the flow close to the leading edge, causing a laminar­to­turbulent
transition [8] which is an important parameter in heat transfer problems.

A typical setup of NGV cooling is visualised in Figure 2.4. It consists of film cooling at the leading edge,
also called showerhead cooling. Further downstream, a single or multiple rows of film cooling holes
are placed perpendicularly to the streamwise direction on the pressure and suction sides of the vane.
The coolant is fed inside the vane through passages that, typically, are designed such that coolant
flows in multiple parallel passages forming a heat exchanger. These passages are placed between
the insert, referred as ’tube’ in Figure 2.4, and the blade surface. The passages are separated by ribs
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Figure 2.4: A typical setup of film cooling on turbine NGV, from Nirmalan [22]

whose function is to increase the surface contact area between the blade material and coolant. Fur­
thermore, the rib design is important for structural integrity and durability of a vane [1]. Cooling design
largely depends on the performance and manufacturing cost requirements of NGV, and the overall
performance parameters of a gas turbine. Hence, heat load on the external surface is not the only pa­
rameter to consider in design, aerodynamic loss, coolant thermodynamic properties, and mechanical
integrity are as important. Even though cooling configurations similar to the one displayed in Figure 2.4
are implemented often, a cooling hole placement in such rows is not a universal design, and the hole
arrangement can be optimised.

Film cooling technology is also applied to endwalls. Lean combustion technique has been implemented
to reduce the peak combustion temperature to limit NOx production. However, a flatter turbine inlet
temperature distribution can often be a consequence of this technique, increasing the thermal load on
endwalls [23, 24]. These considerations imply to develop thermalmanagementmethods for the endwall,
such as endwall contouring and film cooling. Endwall contouring can allow to reduce the strength of
horseshoe vortex and diminish turbulent mixing between coolant and mainstream [25]. The endwall
coolant flow is dominated by the secondary flows [26]. Various different cooling patterns can be applied
to the endwall. Zhang [24] performed a numerical study of a cooled endwall with coolant injection
through holes placed in the channel between adjacent vanes. Thomas et al. [27] performed both
experimental and numerical studies, placing cooling holes in two rows upstream of the vane leading
edge. Furthermore, a purge flow cooling can be applied when the coolant is injected through a slot
leakage from the combustor­turbine interfacial cavity [28].

2.2. Development of gas turbine vane HTC calculations
Estimating the HTC around turbine vanes has been of importance in turbomachinery ever since the
invention of a gas turbine. Some of the early attempts capturing and calculating the HTC distribution
were made using flat plate Nusselt number correlations based on experimental data. Simoneau [29]
reviewed the methods in 1993 stating that some of the recent experiments on cascades had enabled
the beginning of three­dimensional code development whilst the efforts of predicting laminar­turbulent
flow transition were still mainly based on flat plate correlations. The experiments investigating gas
flow over a flat plate helped to raise understanding about main physical phenomena and by the 1970’s
boundary layer codes were developed, such as STAN5 [30] which then served as the basis for TEXS­
TAN [31]. However, these two­dimensional codes were not able to capture three­dimensional flow
phenomena. During the same time period, the inviscid Euler solutions emerged, and later in the 1980’s
three­dimensional Navier­Stokes codes were developed, as summarised by Denton [32].

For the past thirty years, CFD has been used extensively to study heat transfer problems in gas tur­
bines. The focus in the literature study is put on assessing various RANS models. RANS and Large
Eddy Simulation (LES) are two of the most widely used CFD methods. LES can capture unsteady
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flow effects, however, its computational cost is still too high for industrial expectations [33, 34], which
is one of the main advantages of RANS methods. Similarly, DNS (direct numerical simulation) is a
valuable method for discovering detailed flow structures but is not viable to use in regular industrial ap­
plications. Some of the other interesting developments include using hybrid LES­RANS, zonalisation
and detached­eddy simulation (DES) [34]. Such hybrid LES­RANS methods would reduce some of the
high grid demands whilst still being able to capture the unsteady turbulent flow structures [35]. The
recently developed Stress­Blended Eddy Simulation (SBES) model by Menter [36] has been shown
to be promising amongst the hybrid LES­RANS formulations. The SBES improves the shielding of
RANS­modelled boundary layers and a rapid transition between LES and RANS formulations.
Some other solutions to improve CFD analysis are to use data­driven algorithms and extended RANS
methods. Physics informed machine learning can be used to improve the turbulence models [37]. Such
methods could be used to predict the Reynolds stress tensor. However, a potential problem is that the
flow cases are vastly different from each other which could create a bias in the models. Nonetheless,
there are no universal turbulence models which can predict greatly differing flows either. Unsteady
RANS simulations or URANS is an extension of RANS which are able to include slow and unsteady
flow effects. URANS is computationally less expensive than hybrid RANS/LES and LES itself, how­
ever, the use of sophisticated turbulence modelling closures is still required [38], similarly as for RANS
analyses. Another modification of RANS is the partially­averaged Navier­Stokes (PANS), proposed by
Girimaji [39], which serves as a ”bridging model” between DNS and RANS. The model aims at resolving
turbulence anisotropy and introduces additional parameters which are the ratio of unresolved­to­total
kinetic energy and the ratio of unresolved­to­total dissipation rate [35]. Hence, the two extremes de­
pending on those parameters would be that either all of the turbulent structures are fully modelled as
in RANS, or calculated as in DNS. As expected, this model is computationally more expensive than
RANS but can largely reduce the cost for modelling complex flows as compared to DNS and detached
eddy simulations. Seok et al. [35] implemented PANS using the open source CFD tool OpenFOAM,
however, it can also be used in commercial software since only the RANS model coefficients should
be changed [40].

The industry standard up to this day is RANS modelling due to its availability and comparatively lower
computational cost. The cost of the more sophisticated LES and DNS is still too large for routine every­
day use [41, 42], however, the hybrid RANS­LES formulations are introduced with the aim to bridge this
gap. The literature study is focused on RANS methods and investigating various turbulence models
and their performance. However, certain limitations exist for these methods which shall be addressed.
First of all, turbulence and transition modelling is an important aspect of CFD methods which naturally
imposes modelling errors. Various turbulence models have been developed for Reynolds stress tensor
closure with different performances at specific flow conditions. Denton [32] states that high Reynolds
number flows in turbomachinery are never steady, therefore large modelling error is imposed. In those
cases, LES are expected to give more accurate results. Various models have been correlated to exper­
iments with different flow conditions, and the models can be set up for various applications. According
to Denton [32], it is not likely that a general turbulence or transition model will be developed which is
superior to all others, at least until DNS can be used as a design tool. This is a well­known limitation of
RANS which the researchers have tried to limit with correlations to experimental data. Furthermore, the
experiments, with which the CFD calculations are often compared to, are also susceptible to unknown
boundary conditions, such as free stream turbulence intensity [32]. Nevertheless, CFD is an immensely
valuable tool for turbomachinery design but multiple uncertainties should be taken into account.

Important factors for HTC evaluation on gas turbine vane are boundary layer thickness, laminar to
turbulent boundary layer transition, turbulence modelling, freestream turbulence, surface roughness,
secondary flows, pressure gradient and others. The complexity of heat transfer nature is the reason
why sophisticated CFD methods are generally used for the prediction of HTC. A thinner boundary layer
leads to a higher HTC which is usually observed when investigating the HTC at the leading edge of a
gas turbine vane Figure 2.5b. Increased turbulence levels also increase heat and mass transfer, fur­
thermore, higher freestream turbulence tends to suppress the boundary layer thickness on endwalls,
as found by Giel et al.[8].The correlation of HTC and boundary layer thickness holds for either a fully
laminar or a fully turbulent boundary layer, however, before a boundary layer becomes fully turbulent it
is in a transitional state. In a gas turbine nozzle guide vane, the boundary layer can be in the transitional
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state for a significant portion of the vane surface [29] unless the boundary layer is turbulent due to high
freestream turbulence intensity or a coolant flow triggers an early transition. The transitional boundary
layer largely increases the HTC [43], therefore capturing transition correctly is of great importance in
heat transfer problems.

Some of the typical examples of calculated Stanton number and HTC distributions are shown in Fig­
ure 2.5. The transitional region in Figure 2.5b is vividly apparent on the suction side of the vane where
the HTC is rising, according to experimental data from von Karman Institute on vane MUR235 [44].
Notably, the three different turbulence models were reported to achieve only limited success trying to
capture this phenomenon in the particular study. In Figure 2.5a a three­dimensional Stanton number
(St) distribution is shown for different freestream turbulence length scales, and the Stanton number
is proportional to the convective HTC. Notably, the Stanton number increase at the leading edge is
expected, and there is also a considerable increase close to endwalls on the suction side which is the
effect of secondary flows as explained in more detail in Section 2.4.

(a) Stanton number distribution on a transonic turbine vane using
k − ω turbulence model at turbulence intensity of 9% and with
varying turbulence length scales a) length scale = 0.03, b) length
scale = 0.09 c) length scale = 0.23. From Garg & Ameri [45]

(b) Two dimensional HTC distribution for transonic guide vane MUR235 at
midspan, measurements together with the results of three different
turbulence models for a flow with transition, from Pecnik et al. [44]

Figure 2.5: Examples of typical three dimensional and two­dimensional Stanton and HTC distributions around a transonic
turbine nozzle guide vane. Effects of secondary flows shown in Figure 2.5a and transition behaviour in Figure 2.5b

Conjugate heat transfer is of great interest in research as well. A conjugate model incorporates both
convective and conductive heat transfer, where the solution of one mode is providing the boundary
condition to the other. Often these models are effective when analysing the cooling performance of
internally cooled gas turbine vanes since the fluid and solid regions have strong aerothermal interac­
tion [41]. The thesis is focused on the analysis of a vane without internal cooling scheme, hence, a
convective external heat transfer analysis is incorporated.

There are challenges that are likely to remain within the domain of RANS modelling in the future. Apart
from the already established turbulence and transition modelling errors, Tyacke et al. [34] summarise
that issues involve compressive and extensive strain, curvature and rotational effects, surface rough­
ness and others. Surface roughness is of interest in gas turbines, especially considering the lifetime
of components operating at high temperatures. Surface roughness influences skin friction, boundary
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layer growth, laminar­turbulent transition and heat transfer. Typically a newly manufactured blade could
be considered as smooth in CFD modelling, and it would be a good approximation for low Reynolds
number flow. However, over the lifetime of the blade and in high Reynolds number flows in turbine
the surface roughness can significantly affect the efficiency and loss coefficient [32]. If an effort is
made to model the roughness then an option is to use roughness parameters in near­wall modelling,
implement discrete element models accounting for blockage and obstruction drag, or fully discretise
the roughness profile [46]. The latter is, naturally, the most accurate but in many applications would
not be a feasible approach. Near­wall modelling is largely an empirical approach, hence it is apparent
that rough surfaces are difficult to model with RANS methods.

2.3. Turbulence and transition modelling for gas turbine vane heat
transfer

RANS methods require specialised models for estimating the small scale turbulence and this section
aims at providing an overview of some of the most successful turbulence models. Not all of the different
models can be realistically reviewed in this paper, however, the focus is on those which have proven to
either provide accurate HTC predictions or are able to capture transition. Furthermore, more attention
is shifted to those models which are available in commercial software tools because such tools will be
used in the analysis.

2.3.1. Turbulence modelling
RANS averaging of flow quantities introduce a Reynolds stress tensor term which must be modelled
or solved for. Eddy viscosity models are a class of modules for which eddy viscosity is estimated, and
there are Reynolds stress models (RSM) which directly solve for the Reynolds stresses. Two of the
simplest eddy viscosity models are k − ε model solving for turbulent kinetic energy k and turbulence
dissipation rate ε, and k−ω where ω is the specific turbulence dissipation rate. These were among the
first models which emerged in the progress of CFD modelling. The k− ε model requires damping func­
tions on the wall which are not accurate for adverse pressure gradients [47], and the model is not able
to accurately model transitional flows. Therefore, this model will not be investigated in detail. However,
it forms the basis for some of the other, more advanced, models. The k−ω turbulence model does not
require damping functions and is more applicable for turbomachinery purposes. However, the k − ω
model, similarly as the k − ε model, often overestimates turbulence production at the stagnation point,
and also it is largely dependant on freestream turbulence conditions [48]. Both of these two­equation
RANS models have an underlying assumption that the boundary layer is turbulent which is the reason
for high turbulence production at the leading edge where usually the boundary layer is not developed to
the turbulent state. The various methods to limit this overprediction at the leading edge and regions of
a large normal strain include introducing parameters that modify the turbulent kinetic energy production
term in equations like it is done with Kato­Launder constraint [49]. Some of the other methods dealing
with this limitation of the standard k − ω model are the realisable k − ε model and Durbin’s realisability
constraint which are described in the next paragraphs.

SST model

One of the proposed solutions to the leading edge anomaly is the SST k−ω model which includes the
production limiter parameter. SST k−ω is a blended model which in principle uses k− ε far away from
the wall and k − ω close to the wall with a blended region in­between them [50]. This idea forms the
basis of the SST k − ω model, or simply the SST (shear stress transport) turbulence model. The SST
k − ω model has been shown [51] to prevent the unrealistic growth of turbulence kinetic energy at the
stagnation point by means of implementing Durbin’s realisability constraint [52]. SST k− ω turbulence
model by itself cannot capture transition accurately, often predicting it at too low Reynolds numbers
[53]. However, it is often used in conjunction with transition models, such as γ − Reθ or one equation
γ, where the additional transport equations are solved for intermittency (γ) and momentum thickness
Reynolds number (Reθ). The former makes up the SST k − ω γ −Reθ model which is widely used for
heat transfer problems. Furthermore, the SST k−ω model has been shown to be capable of predicting
secondary flow phenomena [12]. The SST k − ω γ − Reθ model should be included in the analysis
when estimating HTC around a vane, and a more thorough literature review on it is in Section 2.3.2.
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Moreover, a hypothesis is formed that the inclusion of the transitional model will considerably improve
HTC predictions both at midspan of the vane and close to endwalls as compared to the original SST
k − ω model, similarly as it was found by Papa et al. [14] for the endwall region.

Models based on k − ε

There are many turbulence models developed which are based on the two­equation k− ε model. One
of such developments is the RNG k − ε model. Re­Normalisation Group (RNG) method by Yakhot et
al. [54] was made in order to renormalise Navier­Stokes equations to improve accounting for small
turbulence scales, and the model achieved considerable success at the time. However, the RNG k− ε
model, as found by [55], fails to capture the transition onset, and it overestimates heat transfer over the
airfoil surface. The overall performance is significantly worse as compared to Reynolds stress models
and transition SST k − ω model on the suction side of the vane.

Another non­linear k − ε model is the realisable k − ε which is introduced to limit the turbulence pro­
duction at the leading edge. This model incorporates a realisability constraint on turbulence quantities,
such as velocity fluctuation, turbulence kinetic energy k and ε [47]. Luo et al. [12] found that SST k−ω
outperforms the standard realizable k − ε, even though the latter can successfully predict the general
trend of HTC distribution. Another study [56] assessed the realizable k − ε model and argued that
the secondary velocities are underpredicted resulting in weak predictions of HTC on the endwalls and
airfoil surface as compared to other turbulence models, like v2 − f . Due to these reasons, both the
RNG and realisable k − ε models are not included in detailed analysis for an uncooled vane.

Another model which is based on k− ε is the v2 − f model. The v2 − f model has been shown to have
good performance in HTC calculations [23, 44, 56], especially well capturing HTC on the pressure side
of the turbine vane [23, 57, 58] where there is no laminar­turbulent transition. This model is based
on k − ε but extended with a transport equation for wall­normal stress component v2 of the Reynolds
stress tensor [59] and includes an elliptic relaxation parameter f . Instead of calculating the evolution of
eddy viscosity based on k, the evolution of eddy viscosity is calculated from the velocity scale v2 repre­
senting velocity fluctuations normal to the streamline [59]. The model is designed such that near­wall
turbulence effects can be estimated accurately which is of high importance in heat transfer predictions
[60]. This is the main reason why the model has seen success in multiple flow cases in the literature.

v2 − f model is widely discussed in the literature, and it often gives satisfactory results in heat transfer
problems. Hermansson et al. [56] found it to give good predictions of Stanton number on the endwall
surface. The author stated in 2004 that due to implementing the square of the normal fluctuating ve­
locity component v2, the model is able to better capture heat transfer phenomena [56]. However, this
paper dates back to 2004, and other models, such as the SST k − ω model together with γ − Reθ
transition, have potentially become superior. Furthermore, the v2 − f model is not able to accurately
predict transition [58], therefore the HTC predictions on the vane suction side are often erroneous.

One equation Spallart­Almaras model was created for low turbulence intensity flows [44], therefore its
applicability to turbine nozzle guide vane problem is very limited. Furthermore, Pecnik et al. found out
that it largely underpredicts leading edge HTC and predicts transition falsely [44]. This model is quite
popular for general CFD flow cases in the literature, however, it has not been used as extensively as
SST k − ω or v2 − f models for heat transfer problems and its performance is not comparable either.
Therefore, this model will not be included in the analysis.

Standard k− ε model requires damping functions at the wall but another method to model the viscous
sub­layer and the buffer layer is the two­layer approach which makes up the two­layer k − ε model
first proposed by Rodi [61]. The computations are split into two layers – the turbulent dissipation rate
ε and turbulent viscosity µt are specified in the layer next to the wall as functions of wall distance. The
estimated values of ε in the layer close to the wall are then blended smoothly with the values calculated
far away from the wall [60]. The model still greatly relies on empirical correlations and its success in
heat transfer problems has been very limited. Andreinini [62] investigated the two­layer k − ε model
for a three­dimensional flow in the endwall regions of a vane, and the model was not able to detect



2.3. Turbulence and transition modelling for gas turbine vane heat transfer 12

any of the secondary flow effects. Its performance was not matching the other investigated turbulence
models which were SST k − ω and v2 − f .

Elliptic blending models

Elliptic blending models and elliptic relaxation parameters are of interest in complex flows. The elliptic
blending concept was first introduced by Manceau & Hanjalic [63] in 2002 for Reynolds stress models.
The aim of incorporating the elliptic parameter was to obtain a more accurate model for near­wall tur­
bulence by evaluating the stress component normal to the wall. The turbulence anisotropy due to wall
proximity is one of the main reasons for the use of these proposed parameters [53], hence an argument
can be made that its performance is expected to somewhat emulate Reynolds stress models which are
capable of capturing turbulence anisotropy, unlike the models based on Boussinesq hypothesis. Us­
ing these elliptic parameters as a basis, multiple two­equation models were developed, such as the
k − ε elliptic blending model. The aforementioned v2 − f model has the elliptic relaxation parameter
implemented as well. A case with a flow over a curved surface was investigated by Lardeau and Billard
[64], who also introduced a lag elliptic blending model as an extension to the classical elliptic blending
model. The authors compared three turbulence models, elliptic blending k−ε, lag elliptic blending k−ε
and the SST k − ω with the LES data (see Lardeau [64]). Additional production terms are introduced
for the lag elliptic blending model which are attributed to the ”lag between stress and strain rate”. Due
to implementation of lag factor, the model can better account for curvature and rotation effects [53].
The results of comparing turbulence models suggest that both elliptic blending models provide a better
agreement with LES calculations than the SST k−ω model for a flow with a strong curvature. Moreover,
the lag elliptic blending model shows a considerable improvement with respect to the classical elliptic
blending k − ε model [64]. The flow in turbine nozzle guide vane has a strong curvature, therefore, it
might be interesting to implement this model in heat transfer calculations and compare it with the SST
k − ω and v2 − f models.

The lag elliptic blending model is comparatively newer than the other mentioned turbulence models,
and, unlike the classical elliptic blending model, it has not seen that much use in the literature in heat
transfer studies yet. Outside of the turbomachinery field a study by Xu investigated the model to predict
transition in hydrofoils with a conclusion that it is able to predict the natural transition in a case where
SST k−ω γ−Reθ fails to model it accurately [65], however, the bypass transition mode is the dominant
one in gas turbines [29]. Biswas and Durbin continued to investigate the lag elliptic model in 2019 [66]
after developing a lag formulation also for k − ω model [67]. The authors confirmed that flow over 2D
complex curvatures is better predicted than with the SST k − ω model. Furthermore, the authors sug­
gested that the model is also effective for three­dimensional diffuser flows with separation. However,
these benefits of improved eddy viscosity predictions were not observed for flows with accelerating
boundary layers [66].

Accounting for turbulence anisotropy

One of the challenges for eddy viscosity models is accounting for turbulence anisotropy when velocity
fluctuations are different in various directions. By definition, the Boussinesq hypothesis implemented
in EVM assumes isotropic turbulence. The elliptic blending models have reached some success in
dealing with turbulence anisotropy, however, only by means of modelling it. Apart from eddy viscos­
ity models, the other class of RANS models, Reynolds stress models (RSM), solve for all Reynolds
stresses, therefore they are able to capture the anisotropy much better. This would also be promising
for modelling secondary flows, as the anisotropy of Reynolds stresses largely drives the secondary flow
phenomena [68]. However, RSM models are more prone to numerical instabilities and the solution can
take a significant amount of time because there are more transport equations to solve as compared to
two­equation turbulence models, like k−ω. RSM also avoid turbulence production overprediction at the
leading edge but the model is often unstable in complex flows [60]. Development of lag elliptic blend­
ing models aim at capturing the anisotropic turbulence whilst being considerably less expensive than
full scale RSM. Casartelli et al. [69] applied various advanced RANS models in a study of centrifugal
compressors. The models that implemented a measure of anisotropy provided a better agreement with
the experimental data, and they were capable of modelling the turbulent secondary flow. Regarding
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the SST k − ω model, a couple of non­linear constituent relations stemming from RSM concepts have
been introduced to better account for turbulence anisotropy in eddy viscosity models.

Cubic relations [70] and quadratic [71] are two of such relations proposed to deal with turbulence
anisotropy by extending the linear relation between the Reynolds stresses and the mean strain rate.
The linear relation is shown to underpredict the turbulence anisotropy, and both quadratic and cubic
constitutive relations are also implemented in the Star­CCM+ software package. The quadratic relation
between the Reynolds stresses and the mean strain rate allows for k − ε based models to predict the
secondary flows more accurately, which suggests that it might allow for models like v2 − f to achieve
satisfactory modelling of turbulence. The cubic relation incorporates the cubic functions of the velocity
gradient and this way extends the non­linear quadratic relation. Both of these non­linear relations can
also be applied to the SST k − ω model, in fact, these relations partly contribute to the success of
this model. The cubic relation does not achieve the detail in which RSM can account for turbulence
anisotropy but it provides a powerful approximation without incorporating the usual drawbacks of RSM
such as numerical stability and cost [60].

Wall functions and wall­integration are two methods to deal with the flow conditions in the proximity of
the wall. Notably, if the computational mesh is fine enough close to the wall then the viscous sub­layer
can be solved and no additional functions are needed to model it. The condition for wall­integration
to be feasible is to have the y+ value of the first cell next to the wall around or below one everywhere
on the surface. The other approach would be to use wall functions and a coarser mesh, however, this
approach is not as accurate and the HTC results are predicted erroneously, as found by Luo et al. [12].

Turbulence models and film cooling

In film cooling problems, it is of paramount importance to capture mixing between the coolant jet and
the mainstream. Various turbulence models treat such mixing flows differently, and limitations should
be acknowledged. Dyson et al. [72] report an overprediction of adiabatic cooling effectiveness with the
SST k−ω model on the suction side of the vane for an attached jet. Similarly, the suction side adiabatic
cooling effectiveness is overpredicted with the v2 − f model [73]. The reason for the overprediction
is argued to be the limited jet diffusion predicted by the RANS model, although the general trend of
effectiveness is captured successfully [5, 72]. Li et al. [74] report improved predictions when applying
anisotropic turbulence parameters, signifying the importance of capturing anisotropic turbulence for
such problems as well. Furthermore, an application of transition models can improve the prediction of
coolant ejection from the channel into the mainstream [5]. The authors implemented realizable k − ε
turbulence model with enhanced wall treatment in their study. It was argued to provide more accurate
predictions of laterally averaged cooling effectiveness in the leading edge region as compared to SST
k − ω model.

Sillieti et al. [75] compared v2 − f , RKE and SST models in a flow with fan­shaped film cooling holes.
The authors compared CFD results with the experimental data, and RKE provided more accurate sur­
face temperature predictions as compared to the v2−f model. Overall, it was established that the RKE
model provided the best agreement with the experimental data, especially in the region 2­4 cooling hole
diameters downstream of the injection point [75]. Zhao et al. [76] also implemented RKE model in the
showerhead film cooling effectiveness analysis due to its capabilities of providing accurate predictions
in high speed airfoil flows. Lag elliptic blending k − ε model has not been extensively implemented
in film cooling problems, however, due to its similarities with the RKE and its capabilities of predicting
complex flows, it can be of interest in the cooling analyses. Furthermore, the elliptic blending model is
improved as compared to RKE in terms of accuracy in the near­wall region [60].

RANS methods are generally limited in terms of providing high fidelity results in problems involving
mixing of two streams. Often the models predict a long streak of coolant flow able to avoid fully mixing
out with themainstream, which is not expected in real gas turbine application. Such pattern is visible, for
example, in study by Zhao et al. [76]. Furthermore, RANS models by definition are not able to capture
the inherent unsteadiness of the shear mixing layer between coolant and mainstream jets. Ravelli et
al. [5] also reported large levels of turbulence anisotropy present in showerhead cooling regions, and
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RANS models are not able to resolve such flow. Hybrid RANS­LES formulations can be implemented
to ensure scale resolving in the regions where mixing takes place. Obviously, hybrid configurations or
even full LES simulation increase the computational cost.

2.3.2. Transition modelling
An accurate prediction of laminar­turbulent transition length and transition onset, where the transition
begins, is of paramount importance for calculating HTC distribution. Transition typically occurs on the
suction side of a vane, and the boundary layer can be in the transitional state for a considerable portion
of a non­cooled vane surface. For a film cooled vane, however, transition modelling is not an issue
since the boundary layer is triggered to a turbulent state by the coolant [8]. Multiple approaches are de­
veloped to predict the laminar­to­turbulent transition location. Some turbulence models, like v2−f , rely
on the turbulence closure model when computing transition. Pecnik et al. [44] showed that this method
is able to capture transition in the study performed using the v2 − f turbulence model. However, many
other turbulence models, such as the standard k − ω, for example, fail to predict transition onset, and
this approach for capturing transition ”should not be relied on” despite some promising results by v2−f
model [53]. Other approaches for transition modelling are to use experimentally obtained correlations
or to introduce additional transport equations [53]. Such methods have seen success in the form of the
γ−Reθ transitional model. Generally, transitional models are preferred for capturing transition because
turbulence models are designed with an assumption that fully turbulent flows should be predicted, with
the exception of low­Reynolds number k−εmodels which include damping functions near the wall [60].

γ −Reθ transition model

As mentioned in Section 2.3, the SST k − ω turbulence model can be used in conjunction with the
γ−Reθ transition model by Menter and Langtry [77], and the success of the model has been proven in
the literature. This transition model is based on introducing two transport equations for the intermittency
function γ and momentum thickness Reynolds numberReθ which is the criterion for the transition onset
[77]. Therefore, SST γ −Reθ has four transport equations to solve for (k, ω, γ and Reθ).

The intermittency function describes the state of the boundary layer and the probability of it being fully
turbulent. For example, γ = 1 when the boundary layer is fully turbulent and γ = 0 when fully laminar
[60]. The transition onset is modelled by finding the momentum thickness Reynolds number Reθ at a lo­
cation where the transition begins. The calculation of Reθ itself, however, is not implemented because
the quantity in the model is related to a vorticity­based Reynolds number. The correlation of Reθ is
defined at freestream but is then convected and diffused into the boundary layer where this parameter
is required to model transition, this way enabling to implement the information of freestream turbulence
characteristics into the calculations of transition onset. The model is based on using local variables,
thus the methodology is labeled as ”local correlation­based transition modelling”.[77]

The model has seen great success in the literature for capturing transition onset [14, 78, 79]. Papa
et al.[14] also mention that heat transfer predictions on the suction surface are excellent in the three­
dimensional flow regime in the vicinity of endwalls, however, the authors report overprediction of heat
transfer at the leading edge, which is likely associated with the excessive turbulence production at the
stagnation [14]. A recent study aimed to analyse heat transfer and transition predictions of the SST
γ − Reθ in a low pressure turbine stage, the results again suggested that the model is able to predict
the spanwise distribution of transition onset. However, even though the general trends were captured,
the γ −Reθ predicted a late transition in the hub region and somewhat early at the midspan [80]. Gen­
erally, the γ − Reθ model has proven its success over time but often the numerical results have not
shown a perfect match with experimental data which, on the other hand, is not surprising, given the
correlation­based nature of this transition model. As Dick and Kubacki mention in their transition model
review in 2017, the γ − Reθ has been used by many research groups over the years and the authors
have not recorded a ’complete failure’ of this model [79]. Overall, the γ − Reθ model has been shown
to possess transition predictive capabilities, which encourages the implementation of this model in the
current research as well.

The original γ−Reθ model by Menter and Langtry has been developed over the years with new correla­
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tions. Smirnov and Smirnovsky [81] introduced modifications to the model in 2009, the main difference
being an addition of a variable that limits the intermittency coefficient dissipation. The authors stated
that the modified version provided a better agreement with the experimental data on turbine vanes [81].
Furthermore, the problem with the original model is that it cannot account for crossflow induced transi­
tion [82]. Therefore, Muller and Herbst aimed at extending the model further in 2014 by introducing an
additional mode of destabilization [83]. The authors found out that the agreement with experimental
data is satisfactory [83]. Following this development, Bode et al. validated the modified γ−Reθ model
which accounts for crossflow transition, and concluded that the model indeed can capture transition in
three­dimensional flow with crossflow [82]. Bode continued studying this model and in 2018 introduced
another criterion to better account for three­dimensional transitional behaviour and the impact of turbu­
lence length scale [84]. The modifications by Muller and Herbst (see [83]) are also included as optional
in the Star­CCM+ software package [60] which is to be used in research at hand. Therefore, it is of
relevance to investigate if crossflow transition plays a significant role in transitional behaviour close to
endwalls or not. A hypothesis is that the crossflow can affect the flow due to the vortex structures close
to the endwalls of the turbine nozzle guide vane.

Moreover, Suluksna et al. [85] introduced a correlation which is also implemented in theStar­CCM+ soft­
ware package, called Suluksna­Juntasaro correlation. Obtained by means of numerical experiments,
the transition onset and transition length are controlled, and the correlation is established between a
pressure effect parameter and momentum thickness Reynolds number Reθ. To validate the model, the
authors tested the correlation on a flat plate with different turbulence intensities and pressure gradients
(see [85]). The original Menter γ − Reθ model with the additional proposed parameters by Suluksna
et al. is shown to agree with experimental measurements for moderate (1%­4%) and low turbulence
intensities, however, for high freestream turbulence intensity (over 4%) the model predicted an early
transition onset [85]. The authors concluded that the model is more suited to flows with low andmedium
freestream turbulence levels. Furthermore, the proposed model is shown to be able to accurately esti­
mate flows with separation. The proposed model with Suluksna­Juntasaro correlation can accurately
predict transitional behaviour induced by separation, and the results for flow separation and reattach­
ment point predictions are satisfactory as well [85]. Hence, this correlation is especially of interest for
flow cases with low or moderate turbulence intensities and also in the presence of strong pressure
gradients. These findings suggest applying the Suluksna­Juntasaro correlation for cases with both low
and high turbulence intensities in order to validate the statement that the model with correlation is not
appropriate for modelling transition for cases with high turbulence intensities when comparing to exper­
imental data from Giel et al.[8]. Giel et al. performed experiments with both low (0.5%) and high (8%)
turbulence intensity at freestream conditions, the test case from here onward is referred to as the ”Giel
cascade”.

Generally, γ−Reθ is one of the most well­established transition models in the literature, and nowadays
it is included in the majority of turbine nozzle guide vane heat transfer problems. Since it is a correlation­
based model, multiple variations of it have been developed. Another transition model is one equation γ
model which is a simplified version of the γ−Reθ model [60]. The model was proposed by Smirnov and
Langtry in 2015 and solves only for turbulence intermittency avoiding the transport equation for transi­
tional momentum thickness Reynolds number [86]. Such modification simplifies calculations requiring
less computing power, however, it is expected to be less accurate as compared to a more elaborated
γ − Reθ model. The γ transitional model also has the correlation for crossflow transition which on the
Star­CCM+ software can either be enabled or disabled in calculations [60]. This model can be used to
compare or verify the calculations of γ −Reθ and investigate whether there are significant differences
in transition onset prediction. However, in the current study, it is not intended to include this model in
the detailed analysis due to sufficient computational resources available for the more elaborate γ−Reθ
model.

kl − k − ω transition model

The three equation transition model kl − k − ω model by Walters and Cokljat [87] is shown to be able
to capture transition behaviour. This model is based on laminar kinetic energy kL, a concept that was
first introduced by Mayle and Schulz [88]. Local parameters are used to predict transition onset [89],
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similarly as for the γ−Reθ model. Medina suggests that even though the original kl−k−ω model over­
predicts laminar kinetic energy (LKE) at turbulence intensities below 6%, the author also claims that this
LKE transition model coupled with k−ω turbulence model provides excellent results [89]. The concept
of laminar kinetic energy has been discussed further in the literature, and more variations of Walters’
original model are created. A recent paper [90] introduces the kl−k− log(ω)model which is developed
further building upon the work of Bassi [91]. The authors of [90] claim that the improved kl − k− log(ω)
model is able to provide an improved transition prediction as compared to the well­established γ−Reθ
transition model. Salimipour [92] compared various modifications of the kl − k − ω model for a flow
over an airfoil with a separation bubble. Results were compared to DNS data, and the kl−k−ω model
was able to provide results closer to DNS data for separation­induced transition flow. For high angles
of attack of around 14°, the model was shown to be able to capture the transition better than the SST
γ−Reθ model [92]. However, the original kl − k−ω model is found to be computationally more expen­
sive and has slower convergence than the SST γ−Reθ model in a low Reynolds number flow study [93].

Overall, in the literature this three­equation transition model has not attracted as much attention to
specifically heat transfer problems when compared to the γ − Reθ model. An analysis of LKE based
model in a flow over vane cascade was performed [94] without comparing results to the γ−Reθ model.
The authors concluded that the model was able to predict the high Reynolds number flow but the
agreement with experimental data for low Reynolds number flow was limited [94]. Another study by Liu
investigated specifically the transition performance for low Reynolds number flow applications. In this
range, γ −Reθ provides better transition onset predictions [95].

A study by Marconcini et al. [96] is one of the only few comparisons of an LKE based model and γ−Reθ
model in terms of secondary loss coefficient in a turbine nozzle vane cascade. The authors validated
the LKE based transitionmodel by Pacciani et al. [97]. The LKE basedmodel was capable of accurately
predicting transition onset on the pressure side of the vane. The model, however, overestimated the
effect of horseshoe vortex, and the secondary flow penetration towards the mid­span was found to be
predicted too large in high turbulence intensity cases [96]. In general, the simulated results were quite
similar to the ones obtained with γ−Reθ model. The secondary flow field was predicted slightly closer to
experimental data by the γ−Reθ model but LKE based model gave a better agreement on the pressure
side of the vane. Hence, the LKE based model was able to predict the general features of the flow field,
and it is interesting to follow the development of LKE based models further. The kl − k − ω model is
not available on some of the commercial software packages, like Star­CCM+, but it is incorporated in
ANSYS FLUENT [98].

2.4. CFD modelling of secondary flows around gas turbine NGV
Secondary flows play a major role in high pressure gas turbine nozzle guide vane HTC predictions.
These form a complicated structure of flow which is a challenge for CFD modelling. Not only do sec­
ondary flows directly affect heat and mass transfer in the flow but they also tend to sweep the coolant
away from the surface in the gas turbines [29]. The flow structure in a high pressure gas turbine is
rather complicated and largely three­dimensional with a typically high turbulence intensity. Secondary
flows influence the flow close to the endwalls of a turbine vane. Hermansson et al. [56] estimated that
15% of the span is influenced by vortices close to the endwall for a relatively low turning angle, however,
the extent of this depends on blade aspect ratio, endwall boundary layer and specific flow conditions.
Luo et al. [12] investigated that passage vortex develops even up to 2/3 of the half span at the exit
of the flow channel within a cascade of vanes, hence it can be stated that not only the endwall but a
significant portion of the vane itself is subjected to secondary flow effects. In case of a swirling inflow,
another vortex is formed that can also be regarded as a secondary flow structure.

The evolution of vorticity of a particle depends on viscous forces and vortex filament stretching. Viscous
forces lead to vortex eventually dissipating and the strength of vorticity to decrease. Vortex filament
stretching can be visualised when imagining horseshoe vortex system, or corner vortices. The horse­
shoe vortex is forming as the vortex line of the endwall boundary layer is stretched and bent around
the vane surface as visualised in Figure 2.6. In terms of quantifying strength of a vortex, a vorticity and
Q­criterion can be implemented. Vorticity is formally defined as a curl of velocity [99]. The Q­criterion is
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Figure 2.6: Vortex lines bending around the airfoil and forming the horseshoe vortex, from Greitzer [99]

a measure of vorticity with respect to the strain rate. It is defined in Equation 2.4 where Ω is a vorticity
tensor and S the rate­of­strain tensor. A positive Q­criterion suggests that a particular region in the
flow is vorticity dominated, a negative that it is strain or viscous stress dominated [60]. Isosurfaces of
Q­criterion are often used to visualise vortical structures in the flow field in CFD analyses [15].

Ω = ∇u (2.3)

Q = 1/2(|Ω|2 − |S|2) (2.4)

The conceptual theory on secondary flows is relatively well established in experiments. However, it is
challenging to capture the three­dimensional effects in numerical simulations. Themain structures inter­
fering with the flow at the nozzle guide vane are the horseshoe vortex and the passage vortex together
with smaller corner vortices [14]. A typical breakdown of these structures is visualized in Figure 2.2
on an amplified scale. As argued by Cui et al. [15], even though the general endwall flow features
are widely accepted between researchers, there exists some disagreement on details regarding the
interaction between passage vortex and the suction side leg of the horseshoe vortex, since different
results have been reported in experimental cases.

The challenge in CFD RANS modelling is to capture those effects of secondary flows as they largely
influence the HTC and losses. At the leading edge on the endwall where the horseshoe vortex is form­
ing, heat transfer is enhanced due to roll­up of the endwall boundary layer [12]. The passage vortex
impinges on the suction side of the airfoil which causes the increase of heat transfer there as well [14].
This effect is also shown in Figure 2.5a where an increased HTC is apparent on the suction side at the
endwall region.

Secondary flows are mainly unsteady and LES could better capture such flows [15], however, a turbu­
lence model should be used when relying on RANS calculations which forms a challenge to reduce the
modelling error. Various studies have been performed to assess the performance of different turbulence
models in predicting losses and HTC at endwalls and different locations along the span of the vane.
Turbulence, transition modelling and turbulence boundary conditions remain the main modelling error
sources when calculating secondary flow effects using RANS simulations. As already established, the
unsteady nature of the secondary flows makes LES, URANS, DES and other more advanced methods
interesting to implement, however, it is still a common practice to rely on computationally less expen­
sive RANS and various turbulence models to estimate the secondary flow effects [55, 100]. Due to the
strong anisotropy of turbulence, the Reynolds stress models are expected to be superior in evaluating
the effects of secondary flows as compared to the eddy viscosity models, provided that numerical sta­
bility can be reached. Recently Li et al. [55] found RSM model providing results with a closer match to
the experimental data as compared to SST and standard k − ω models on a vane close to endwalls,
however, the transition prediction was not accurate. The eddy viscosity models can also be used to
capture the HTC enhancement due to secondary flows but the limitations should be acknowledged.
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Pecnik et al. [44] found that CFD RANS methods using eddy viscosity models are also able to capture
the aerodynamic loss from the passage vortex.

Regarding the comparative assessment of different models, Luo et al. [12] state that the SST k − ω
model outperforms the well­established v2 − f model in predicting heat transfer enhancement due to
secondary flows. On the other hand, v2−f has been used by many [23, 56, 101] to predict HTC on end­
walls and at span locations close to endwall. Hermanson et al. [56] established that the v2 − f model
is able to provide better predictions as compared to the realizable k− ε and the two­layer k− εmodels,
which is also in agreement with the literature on flows without secondary flow influence. Due to the use
of elliptic functions in the v2 − f model it is expected to somewhat capture the three­dimensional flow
phenomena due to its ability to deal with near­wall turbulence and turbulence anisotropy. This explains
why the v2 − f model has gained attention for secondary flow problems in the past, however, these
aforementioned authors published the studies in the period between 2003 and 2006 without comparing
the v2 − f model performance with the SST k − ω model.

In the year 2015, Andreinini et al. [62] compared a two­layer model, v2 − f , SST k−ω, and SST k−ω
γ−Reθ models and their ability to predict the flow field and heat transfer along the span of a gas turbine
vane. Notably, the various turbulence models provided contrasting results at different turbulence inten­
sities. In most cases the two­layer k − ε provided results largely differing from the experimental data,
however, the other models were able to predict the Stanton number distributions to a certain extent
[62]. For a low turbulence intensity (below 1%), the SST k − ω model provided the closest agreement
with experimental data for the mean Stanton number on the endwall which agrees with the findings
of Luo et al. [12]. Similarly, for a high turbulence intensity (around 19%) SST k − ω model estimated
the mean distribution the closest to experiments, also calculating the general trend more accurately.
However, none of the models were able to capture transition on the suction side of the airfoil at vane
midspan for high turbulence intensity cases, whilst only the v2 − f model was able to reproduce the
physical trend in low turbulence intensity case [62]. This is noteworthy since the SST k − ω coupled
with γ − Reθ transition model was not able to capture transition in this particular case. However, the
authors reported an overprediction of the HTC at the stagnation point which suggests that turbulent
kinetic energy production at the leading edge is likely large and transition onset is predicted to occur
too far upstream as compared to experimental data. This can occur due to a mismatch of turbulence
boundary conditions. Another study by Ameri [57] investigated the v2 − f model and concluded that
even though the agreement with experimental data is relatively good on the pressure side, the suction
side and effects of three­dimensional flows were not captured.

Overall, it seems that there is a consistency of the SST k − ω model being able to predict the three­
dimensional flow effects better than the v2 − f model close to endwalls of the turbine vane despite
v2 − f model being used predominantly in the older papers from the early 2000s. The authors of a
recent study that involved analysis of leading­edge fillet influence on the secondary flow field also state
that the SST k−ω turbulence model is the most applicable for evaluating secondary flow effects. Zhang
et al. [24] arrived at a similar conclusion as well when comparing the original SST k−ω with SST k−ω
coupled with the γ −Reθ transition model. The authors stated that the two models provided represen­
tative results for a cooled endwall. Papa [14] added that coupling of the γ−Reθ transition model to the
SST k − ω turbulence model greatly improved the agreement with the experimental data in the three­
dimensional flow region. However, in the qualitative comparison, it can be seen that the CFD results
overpredicted the effect of the horseshoe vortex [14]. Another study by Wang et al. [102] compared
the SST k−ω and standard k−ω models on the outlet guide vane endwall region. Heat transfer at the
leading edge was again overpredicted as compared to experimental data. The horseshoe vortex was
argued to be the main contributor to heat transfer near the leading edge [102]. Similarly, the secondary
flow effect was overpredicted on the suction side leg of the horseshoe vortex as well.

Levchenya & Smirnov [103] analysed the horseshoe vortex on a symmetrical airfoil using SST turbu­
lence model. The authors also found a system of horseshoe vortex, rather than one or two single
vortices. These structures correspond to a corner vortex, horseshoe vortex, secondary vortex and ter­
tiary vortex (in Figure 2.7 starting from the top), and they have also been found in experiments [103].
Notably, as found in simulations and also supported by Levchenya’s findings, the core of horseshoe vor­



2.5. Turbulence boundary conditions and HTC measurements 19

tex itself is the strongest among the four, followed by tertiary and secondary vortices. The authors also
reported that spatial oscillations of endwall Stanton number distribution were observed in simulations,
which is in accordance with experiments. However, the amplitude of tertiary and secondary vortex was
predicted too large. The authors argued that it is due to the SST model’s smoothing effect of the low
frequency unsteadiness [103]. The modelling of this unsteady effect is outside of RANS capabilities.
Furthermore, the finer mesh resulted in more smaller vortex structures appearing. The authors argue
that, when comparing to the experimental data from Prasner & Smith [104, 105], the time­averaged
pattern did not include the secondary vortex, however, at some instants it appeared when investigating
temporal behaviour [103]. This discussion signifies that the unsteady effects of the secondary flows
should be taken into account when high fidelity results are required. The SST model tends to predict
HTC variations with a too large amplitude, and it tends to display structures which in experiments might
appear only momentarily. Since a steady state RANS­based simulation cannot capture these unsteady
effects, it remains as a limitation when modelling the secondary flow field.

Figure 2.7: Horseshoe vortex system modelled by SST vortex upstream of the blade, from Levchenya [103]. Starting from the
top where the leading edge is located: corner vortex, horseshoe vortex, secondary vortex, tertiary vortex. The authors also

reported effect of grid resolution on this horseshoe vortex system.

Notably, even though the SST k − ω model is shown to be the most successful turbulence model in
terms of capturing the secondary flow effects among the models readily available in commercial soft­
ware packages, quite often the agreement with the experimental data is relatively modest due to the
complicated flow structure. Even though the main three­dimensional flow phenomena are likely to be
recognisable in the simulations, the question often remains how well these effects are captured by
RANS methods and what is the extent of the turbulence and transition modelling errors. Furthermore,
the lag elliptic blending k − ε model has not been analysed in the literature for turbomachinery cases
involving secondary flows. Due to its ability to better account for turbulence anisotropy, it is likely to
capture the HTC enhancement due to secondary flows. The model has been shown to be incapable of
accurately predicting transition location at vane midspan [58], however, it is worth exploring its perfor­
mance in predicting specifically the secondary flow phenomena. It must be noted that the SST k − ω
γ−Reθ model can also be equipped with corrections for turbulence anisotropy and rotation [60], which,
together with its superior performance in transition predictions, forms a likely reason why the newer lag
elliptic blending model has not been extensively applied for HTC prediction on gas turbine vane cases
in the literature.

2.5. Turbulence boundary conditions and HTC measurements
Freestream turbulence intensity and length scale greatly affect the HTC on the vane surface. Denton
[32] states that the uncertainty in accurately obtaining the freestream turbulence intensity value in prac­
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tical experiments is one of the main limitations of CFD modelling. If the turbulence intensity and length
scale are not accurately measured or estimated, then the boundary condition in calculations would not
be representative of the experimental case. Furthermore, studies [55, 106] have shown that the tur­
bulence boundary conditions of length scale and intensity have a significant effect on heat transfer. A
higher turbulence intensity at the inlet increases the turbulent spot production in the flow and ultimately
the transition onset moves forward, i.e. the transition occurs at a lower Reθ [43]. The γ−Reθ transition
model has incorporated the state of the boundary layer dependence on freestream turbulent conditions
by introducing the Reθ transport equation [77]. Eddy viscosity ratio, which is influencing heat transfer
calculations, is computed by turbulence kinetic energy which, among others, is affected by turbulence
intensity and length scale [58]. Hence, the turbulence models are also greatly affected by the incoming
freestream conditions.

For example, the standard k−ω model is known to be sensitive to inlet turbulence intensity, and it also
tends to overpredict turbulent kinetic energy production at the leading edge. Pecnik et al.[44] found that
for a test case of high pressure flow passing over a stator vane the v2 − f model was more sensitive
to turbulence intensity as compared to the SST k−ω model. Incoming flow turbulence conditions also
affect secondary flow development. Garg & Ameri [45] stated that the turbulence length scale affects
the influence of passage vortex, and a recent study by Li et al. [55], which implemented the RSM for
turbulence modelling, concluded that freestream turbulence and length scale significantly affect the
endwall flow field. Finally, film cooling effectiveness is also influenced by the freestream turbulence. A
higher turbulence level can enhance mixing between coolant and the mainstream, reducing the cooling
effectiveness [107]. Evidently, not only finding a suitable turbulence model is crucial, but an accurate
estimation of turbulence intensity and length scale is just as important. In addition, it is desirable to
investigate the sensitivity of HTC results to turbulence characteristics.

A CFD practitioner aims at using a representative turbulence length scale when comparing CFD re­
sults and experimental data but quite often the turbulence length scale is not measured in experiments.
However, Steelant and Dick [108] developed a method that relates the local turbulence intensity to the
flow acceleration through the channel. The derived expression can be used to find a proposed local
turbulence intensity at the leading edge of the airfoil for comparison between numerical analyses with
different turbulent length scales and experimental results. The authors validated the so­called Steelant­
Dick postulation on a flat plate and linear blade cascades [108]. The postulation has been shown to be
applicable for turbulence length scale estimation at the freestream condition [109]. Other studies [58,
110] have used Steelant­Dick approximation to find the inlet turbulent length scale but it has not been
widely discussed in the literature and some more validation of this approximation is desired for other
test cases. Giel et al. [8] have experimentally estimated the length scale in their test cases using hot
wire measurements, and these values will be used as boundary conditions for the CFD calculations in
the thesis. However, there are multiple aspects to consider when working with the measured values.
Firstly, the accuracy of the measurements is often limited and, secondly, the definition of turbulent
length scale is to be considered. The turbulent length scale to be specified in CFD RANS codes is
usually found to be considerably lower as compared to the integral turbulence length scale measured
in experiments, depending on how it is defined in RANS code when using commercial software [12, 45,
109].



3
Theory

The key theoretical concepts upon which the research is built are described in this chapter. First, con­
vective heat transfer theory is provided in Section 3.1 which is closely tied to the boundary layer theory
presented in Section 3.2. The boundary layer theory forms the basis for laminar­turbulent transition
physics that are explained in Section 3.3. The parameters influencing film cooling performance are
described in Section 3.4.1. Finally, the study aims to model the physics using computational fluid dy­
namics, thus, the CFD theory including turbulence and transition modelling is presented in Section 3.5.

3.1. Convective heat transfer
Convection and conduction are the two main modes of heat transfer in gas turbine vanes [10]. The
convective heat transfer is significant in the gas turbine nozzle guide vane where a hot gas coming from
a combustor is passing over a vane. Conduction is the heat transfer within a solid, hence important to
consider when investigating heat transfer within the vane. External HTC is a measure of convective
heat transfer which is in the presence of fluid motion. The enhancement of heat transfer by convection
can be related to the heat transfer by conduction with the Nusselt number Nu. It is defined as Nu =
HTC ·L/λ where the HTC is the convective heat transfer coefficient and λ is the thermal conductivity.
Correspondingly,Nu = 1 is associated with a case when heat transfer is purely by conduction, and large
values above 100 represent a case where convection largely dominates with a turbulent flow present.

3.1.1. The heat transfer coefficient
The Newton’s law of cooling states that the heat transfer is proportional to the temperature difference
and the surface over which the heat is exchanged [111]. The constant of proportionality is denoted as
the heat transfer coefficient (HTC) with units W/(m2K), and it relates the heat flux to the temperature
difference. The HTC is defined in Equation 3.1, and it is an important parameter when analysing heat
transfer problems.

The HTC is dependant on many properties of the flow. Considering flow over a turbine vane, the
turbulence characteristics, secondary flows, boundary layer parameters and non­dimensional flow pa­
rameters affect the heat transfer. As summarised by [10] more specifically, the Nusselt number is a
function of the following parameters, Nu = f(Ma,Re, Pr, Tu,Ω, TR,Λ,

dp
dxi

, secondary flow). Hence,
the problem is guided by compressibility, viscosity, inertial forces, shear, turbulence and other phenom­
ena. The secondary flows also locally increase the vorticity Ω.

HTC =
q

(Ts − Tref )
(3.1)

Typically, several regions of different heat transfer rates can be distinguished when analysing a flow over
a blade Figure 3.1. Firstly, it is noted that the heat transfer magnitude is related to the size of the bound­
ary layer and whether it is in a turbulent or laminar state. In the stagnation region, the boundary layer is
the thinnest, leading to large temperature and velocity gradients [112]. The laminar­turbulent transition
region is marked with an increased heat transfer. Furthermore, the separation, shock­boundary layer
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Figure 3.1: A typical distribution of relative magnitude of heat transfer rate around a turbine vane, and physical phenomena
affecting it, from [10]

interaction and relaminarisation also affect the heat transfer rates.

For a given temperature difference between a wall and a fluid, an increase in heat transfer rate corre­
sponds to an increase of HTC, and vice­versa, according to Equation 3.1. However, in general terms,
the heat transfer is influenced by the aforementioned parameters, and not explicitly the HTC. The HTC
is a parameter calculated from the Newton’s law of cooling. The choice of the reference temperature in
the HTC definition (Equation 3.1) is naturally affecting the calculated HTC value but not the recorded
heat transfer rate. In literature, multiple approaches are discussed, some authors use the inlet total
temperature as a reference temperature [113]. However, for compressible flows the commonly used
reference temperature is the adiabatic wall temperature which is also implemented by Giel et al. [8] in
their test cases.

Adiabatic wall temperature

Adiabatic wall temperature is usually chosen as a reference temperature for compressible flows. Con­
sidering an adiabatic flow, the total enthalpy h0 is constant and given by Equation 3.2. For a calorically
perfect gas (κ = constant) the Equation 3.3 holds, where ∆h = h0 − h∞ and ∆T = T0 − T∞. [58]

h0 = h+
u2
∞
2

(3.2)

∆h = ∆Tcp (3.3)

Combining these equations allows expressing the total temperature according to Equation 3.4. In high
speed compressible flows, the total temperature is often related to the recovery temperature or adiabatic
wall temperature, given in Equation 3.5. The dynamic part u2

∞
2 of Equation 3.4 describes frictional

heating caused by viscous dissipation of the fluid when it is being compressed. The Equation 3.4 as
an approximation for the adiabatic wall temperature is valid only for a flow with Pr = 1, meaning that
the momentum boundary layer is equal to the thermal boundary layer. Otherwise, a recovery factor is
implemented which accounts for the adiabatic wall heating due to dissipation. Recovery factor rc =
Pr1/3 in a turbulent boundary layer and rc = Pr1/2 in a laminar boundary layer [112]. In the experiment
by Giel et al.[8], the authors used rc = Pr1/3 in the definition of the adiabatic wall temperature.

T0 = T∞ +
u2
∞

2cp
(3.4)
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Taw = T∞ + rc
u2
∞

2cp
(3.5)

The adiabatic wall temperature has been shown to be representative when evaluating HTC. The con­
cept of the adiabatic wall temperature can be visualised as shown in Figure 3.2. For compressible
flows, it should be used as a reference temperature in Equation 3.1. In the experiment by Giel, the
authors have used a slightly different definition of adiabatic wall temperature in the Stanton number
calculations as explained in Table 4.1.1.

Figure 3.2: In a high speed compressible flow the fluid is stagnated on a wall, and the temperature with which the wall heat flux
qw = 0 is increased due to frictional heating from viscous dissipation.

Stanton number

St =
HTC

ρcpUref
(3.6)

Another way to express a normalised convective heat transfer around a body is by means of the Stanton
number. The classical definition of the Stanton number is shown in Equation 3.6. The exact definition
used by Giel is written out in Table 4.1.1. The HTC and St are scaleable and proportional. The specific
heat, density and reference velocity, used in the Stanton number definition, are typically taken at the
freestream conditions.

3.1.2. Parameters affecting heat transfer on gas turbine nozzle guide vane
The convective heat transfer around gas turbine vane is influenced by different physics phenomena.
The first stage of a high pressure turbine is susceptible to a highly turbulent flow of gas at high temper­
ature. The main parameters affecting the heat transfer on gas turbine vanes are turbulence conditions,
the state of the boundary layer and its thickness, laminar­turbulent flow transition, surface roughness,
pressure gradients, thermal conductivity and viscosity of a gas. Secondary flows severely affect HTC
distribution as well.

Generally, it is known that higher turbulence is tied to a stronger mixing of the flow which enhances the
convective heat transfer. A highly turbulent gas coming from a combustion chamber is passing over a
gas turbine nozzle guide vane, researchers have established the importance of freestream turbulence
conditions for HTC evaluation on the vane. It is, typically, the most influential transition affecting param­
eter on a gas turbine nozzle guide vane. Higher turbulence intensity at freestream leads to an earlier
transition, i.e. transition onset more upstream.Heat transfer in RANS eddy viscosity model codes is
defined based on eddy viscosity (Equation 3.15 for SST k − ω). The eddy viscosity is computed from
turbulent kinetic energy which is affected by turbulence intensity, according to Equation 3.19. Thus, the
HTC dependence on turbulence conditions is apparent not only in experiments but also implemented
in numerical codes.

Pressure gradient and a possible separation impact the state of the boundary layer, thus, influencing
the HTC. The curvature of a surface can have a stabilising or de­stabilising effect on the boundary layer.
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The suction side of an airfoil is a convex surface having a stabilising effect on the boundary layer, and
the pressure side is concave with a destabilising effect [99]. Furthermore, the wall­to­gas temperature
ratio is found to affect aerodynamics and boundary layer, as investigated by Maffuli and He [114, 115].
Gas properties, such as thermal conductivity and viscosity of the gas, directly affect heat transfer and
the HTC. The heat flux equation is shown in Equation 3.7. Other factors influencing transition and heat
transfer are surface roughness and compressibility. A rough surface can trigger an earlier transition.
Shockwaves also can cause a transition to occur [43]. Furthermore, the turbine NGVs nowadays are
often, if not always, equipped with film cooling. The coolant injection often triggers transition and the
boundary layer is often in a turbulent state for the greatest part of the airfoil surface.

3.1.3. Convective heat transfer implementation in Star­CCM+
Turbulent heat flux in Star­CCM+ code is defined as shown in Equation 3.7 [60]. The term is imple­
mented in the energy equation when using RANS models. Notably, eddy viscosity µt is proportional
to the mean turbulent heat flux, thus, the measure of turbulence directly affects the heat flux. Eddy
viscosity is calculated using the turbulence models as explained in Section 3.5. Therefore, various
models are likely to predict differing heat flux distributions if the eddy viscosity implementation differs
between them.

q̄ = −
(
λ+

µtcp
Prt

)
∇T̄ (3.7)

The gradient of mean temperature ∇T̄ drives the heat flux. Furthermore, the turbulent Prandtl number
Prt is defined as a ratio between the diffusivity of momentum and diffusivity of heat. It usually varies
between 0.7 and 0.9 [58, 116, 117]. The turbulent Prandtl number value is not specified in the Giel
experiment but it is taken as 0.85 for the simulations in the present work. It is noted that specifying
a constant value is a simplification since the turbulent Prandtl number varies with temperature. The
specific heat cp and thermal conductivity λ are gas properties.

3.2. Boundary layer theory
A boundary layer forms when a fluid is in motion over a solid surface. It serves as an interface between
a surface and a fluid in motion, thus, having a dominant influence on heat transfer. The concepts
of momentum and thermal boundary layers are addressed in this section, together with introducing
momentum thickness and intermittency. In literature, the boundary layer term is often related to the
momentum boundary layer. From here onwards, the ”boundary layer” term will be referred to the
momentum boundary layer.

3.2.1. Momentum boundary layer
The momentum boundary layer is the block of fluid on the solid surface, in which the flow properties
differ from the freestream value. For example, the velocity within the boundary layer varies between
zero and a freestream value. The no­slip condition at the contact between a solid and fluid causes the
velocity at a surface to be equal to zero. Wall shear and viscous effects of the fluid lead to a sheared
velocity profile within a boundary layer [118].

A laminar boundary layer develops on a surface but, eventually, it transitions into a turbulent state (more
on transition in Section 3.3). Due to high levels of mixing, the turbulence is diffusive, and momentum is
transported more effectively in a turbulent boundary layer as compared to a laminar one. Subsequently,
the velocity profile within a boundary layer is changing and the thickness of the turbulent boundary
layer is larger than in a laminar one. Similarly, the skin friction is increased. The same reasoning
applies to the thermal boundary layer which causes the rate of heat transfer to increase in the turbulent
boundary layer as compared to a laminar boundary layer. Along the chord of a flat plate, the boundary
layer thickness is increasing, hence the heat transfer coefficient is decreasing in fully laminar or fully
turbulent regions due to lower temperature gradients. The variation of heat transfer coefficient for a flow
over a flat plate is visualised in Figure 3.3. From such flat plate or other simple geometry experiments,
researchers have developed various correlations relating Nusselt number to Reynolds and Prandtl
numbers for a flow over a solid surface.
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Figure 3.3: A typical convective heat transfer coefficient distribution in a flow over a flat plate

A fully turbulent boundary layer can be split in different regions with various strengths between viscous
and turbulent stresses [47]. For a flow over a flat plate, the Reynolds number typically is much larger
than unity, meaning that inertial forces are dominant. Right on top of a surface, there is a viscous
sublayer where the fluid is in contact with the surface, and the turbulence is damped near the wall.
This layer is typically very thin in practice (y+ < 5) and the shear stress is constant and equal to the
wall shear stress [47]. From this, it follows that there is a linear relationship between the mean velocity
and distance from the wall. Thus, this layer is sometimes referred to as the linear sub­layer. Outside
of the viscous sub­layer, the turbulent stresses are getting more dominant and the layer in the range
of 30 < y+ < 500 is denoted as log­law layer. In this region the turbulent stresses are dominant. In
between the viscous sub­layer and log­law region, there is a so­called buffer layer region where turbu­
lent and viscous stresses are of similar strength. Finally, an outer region outside the log­law region is
inertia­dominated without any direct viscous effects present [47]. When developing a CFD model, it
is essential to discretise the prism layer with resolution such that the viscous sub­layer can bemodelled.

Momentum thickness

The flow in the boundary layer is slowed down as compared to the freestream velocity U∞ and the
velocity within the boundary layer varies with the distance from the surface, i.e. u = u(y). Hence, the
momentum in the boundary layer is lower as compared to a hypothetical case of a flow with invariant
velocity within the boundary layer. Considering that no boundary layer is present, the deficit can be
balanced by displacing the surface such that the surface is subjected to the same deficit of momentum.
This concept is visualised in Figure 3.4. The momentum thickness is then defined as the distance
of this displacement and calculated with Equation 3.8. Notably, as the boundary layer develops the
momentum thickness is increasing. The momentum thickness concept is used in the definition of
momentum thickness Reynolds number which is an essential parameter in correlations of laminar­
turbulent transition.

θ =

∫ ∞

0

u

U∞
(1− u

U∞
)dy (3.8)

Reθ =
ρUθ

µ
(3.9)

Intermittency
Intermittency γ is a measure of the state of the boundary layer. It is defined as a fraction of time during
which the flow is turbulent over any given point on the surface [43]. The γ = 0 for a fully laminar boundary
layer, and γ = 1 for a fully turbulent boundary layer. Most transition models are based on the concept
of intermittency.
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Figure 3.4: The concept of momentum thickness. The momentum thickness θ equals the height of a superficially displaced
block of fluid in a boundary layer, from [58]

3.2.2. Thermal boundary layer
Considering that the fluid and the wall have different temperatures, a thermal boundary layer is forming
in analogy to the momentum boundary layer [111]. The thermal boundary layer is thickening along the
wall in flow direction, similar to the momentum boundary layer. For a given temperature difference be­
tween the wall and freestream, a thinner boundary layer corresponds to a higher temperature gradient
dT/dy which is a reason why a higher heat transfer rate is observed for thinner boundary layers [10].
Similarly as for the momentum boundary layer, the thermal boundary layer has a varying temperature
profile within it, i.e. T = T (y).

In a flow over a surface with non­matching temperatures, both momentum and thermal boundary layers
will develop. The diffusivity of heat and momentum determines the relation between the two boundary
layers. The thermal boundary layer can be expected to be thicker than the momentum boundary layer
if the diffusivity of heat is larger than the diffusivity of momentum, and vice­versa. The relation be­
tween the two boundary layers is described by a non­dimensional parameter, called Prandtl number
Pr. Prandtl number is the ratio between molecular diffusivity of momentum and the molecular diffusivity
of heat in a fluid [111]. Typically, the Prandtl number varies between 0.7 and 1.0 for gases, suggesting
that the thermal boundary layer often is contained within the momentum boundary layer [58].

Pr =
µcp
k

(3.10)

3.3. Laminar­Turbulent transition
The transition of the boundary layer is of high importance in heat transfer problems. A typical convec­
tive heat transfer coefficient distribution for a flow over a flat plate is shown in Figure 3.3. A similar
profile is often observed on the suction side of an airfoil, the HTC is rapidly increasing in the transition
region before reaching the highest value at the end of transition when the boundary layer is turbulent.
Hence, it is paramount to predict an accurate transition onset and length in order to understand how
the heat transfer rates vary on the airfoil surface.

In this section, the physical transition mechanisms are discussed. The boundary layer transition to a
turbulent state can be triggered in multiple ways but it starts with instabilities developing that disturb the
laminar boundary layer. Two major modes of transition on a gas turbine NGV are natural and bypass
transition which are discussed in more detail in this section. On a high pressure gas turbine NGV, a
reverse transition from turbulent to laminar may be present as well [43]. A separation­induced transition
can also occur, however, it is more common in compressors and low pressure stages of gas turbines.
Moreover, for blade and vane rows downstream of NGV, a wake­induced (periodic­unsteady) transition
is likely when a wake from the trailing edge impinges on the subsequent blade’s surface. It must be
noted, however, that the theory of transition is still not fully understood despite years of research [79]
but DNS and LES simulations have revealed many details of the transition modes. On top of these tran­
sition modes, a crossflow­induced transition can occur in gas turbines as well when a crossflow causes
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Figure 3.5: A visualisation of the natural transition process. Tollmien­Schlichting waves appear when the critical momentum
thickness Reynolds number is reached. The high shear layer above hairpin vortices breaks down into turbulent spots (noted
with black triangles) that eventually grow and coalesce into a single unit forming a fully turbulent boundary layer. From [58]

an instability in the boundary layer. It is the only three­dimensional transition mode that the γ−Reθ tran­
sition model can account for by introducing an additional term [82], as explained further in Section 3.5.2.

Natural transition

A natural transition occurs in boundary layers that are sufficiently smooth with an undisturbed flow with
low incident turbulence. Considering a flow over a flat plate, a laminar boundary layer becomes sen­
sitive to the long wavelength disturbances causing two­dimensional Tollmien­Schlichting (T­S) waves.
A visual schematic of the natural transition process is shown in Figure 3.5. The disturbances start
occurring when the critical momentum thickness Reynolds number is reached. The T­S waves are
the primary instabilities causing a deviation from the initially laminar boundary layer flow [101]. Sub­
sequently, the primary instabilities grow to eventually cause a spanwise variation, forming secondary
instabilities. The secondary instabilities are three­dimensional and they evolve into the hairpin vortices.
The hairpin vortices impose a region of high shear above themselves that ultimately collapses and
decomposes into smaller structures of chaotic motion, forming the turbulent spots [47, 58, 119] that
are noted with black triangles in Figure 3.5. The turbulent spots grow larger and coalesce, eventually
forming a fully turbulent boundary layer.

Bypass transition

Bypass transition is the most common transition mode in gas turbine nozzle guide vane due to the
typically high freestream turbulence of the gas coming from the combustion chamber [43]. For the
freestream turbulence that is sufficiently high (above 1% [79]) the initial T­S wave instabilities can be
bypassed, and the flow directly collapses into turbulent spots [58]. A more theoretical approach is asso­
ciated with elongated disturbances in a streamwise direction that are induced in the laminar boundary
layer. These are termed streaks or Klebanoff distortions, and they are zones of forward and backward
jet­like periodical perturbations. High frequency disturbances are damped by the laminar shear layer
whilst the streaks are caused by deep penetration of low frequency disturbances. The dampening of
high frequency disturbances is called shear­sheltering [79]. Whilst the streamwise streak patterns are
of large wavelength, the instability patterns are of short wavelength. This means that even though the
high frequency perturbations are damped by the boundary layer shear, they are responsible for excit­
ing the instability patterns. The Klebanoff distortions or streaks grow in size and amplitude, eventually
breaking down and forming turbulent spots. Thus, the instability mechanism of T­S waves is bypassed
and the flow breakdown is considerably faster. The details of bypass transition have been obtained by
DNS and LES simulations. [79]

3.4. Film cooling
Showerhead film cooling fundamentals are described in this section. Showerhead term refers to the
film cooling applied to the stagnation line region at the leading edge of the NGV which is subjected to
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the highest metal temperatures. Similar to the film cooling on the pressure and suction sides of the
vane, the coolant is injected from the internal channels through the cooling holes to the external side of
the vane surface. A film layer is developed in the high temperature environment, protecting the vane
in the region of injection and downstream of the hole.

3.4.1. Flow parameters
Various parameters, such as cooling hole geometry, blowing ratio, turbulence intensity and others, in­
fluence the showerhead film cooling performance. The blowing ratio which reflects the ratio of coolant
mass flow to the mainstream is defined in Equation 4.5 [5, 76]. This definition is also implemented in
the present work. The blowing ratio influences the film cooling effectiveness. A too large blowing ratio
can cause the coolant flow to lift off from the airfoil external surface. In such a case, the coolant stream
”overshoots” the region just downstream of the hole, significantly reducing the cooling effectiveness.
On the other hand, an insufficiently high blowing ratio can result in hot gas ingestion that can damage
the vane and potentially cause engine failure. At the leading edge, the coolant is susceptible to sep­
aration from the surface even at low blowing ratios of around BR = 0.5 [5]. Theoretically, the reason
for strong susceptibility to lift­off is the lack of crossflow at the leading edge and the main flow being
decelerated as it approaches the stagnation point [120].

Film cooling around the leading edge region considerably affects aerodynamics and heat transfer on the
entire airfoil surface [107]. The leading edge region typically has the highest heat transfer rates on the
airfoil surface. Furthermore, this region is susceptible to high freestream turbulence and non­uniform
and unsteady inflow from the combustor. The coolant at the leading edge penetrates the boundary
layer causing a transition. Therefore, the boundary layer becomes turbulent downstream of the lead­
ing edge enhancing the heat transfer rates. This is a clear example of showerhead cooling influencing
heat transfer on the whole surface of the airfoil. Leading edge film cooling can also be applied to rotor
blades, in such case, the unsteady wakes shed by the upstream airfoil also affect the flow physics and
mixing of the coolant [107].

High freestream turbulence can significantly reduce film protection [107]. The high turbulence enhances
mixing and causes coolant jets to dissipate faster into the mainstream. In such a scenario, a higher
blowing ratio is desired since it increases the momentum of the cooling jet, hence, the coolant dis­
sipation into the mainstream is slowed down [107]. Furthermore, a highly turbulent mainstream flow
can penetrate the protective film layer and reduce the cooling effectiveness. Chen et al. [121] experi­
mentally investigated film cooling on a flat plate surface. The authors reported that higher freestream
turbulence enhanced mixing between coolant and the mainstream, reducing the effectiveness of the
cooling jets that were well­attached to the surface [121]. The enhanced flow mixing is the main detri­
mental factor of freestream turbulence, however, the likely coolant lift­off is of major importance for the
showerhead film cooling. In the leading edge region, higher freestream turbulence promotes disper­
sion of the coolant back towards the vane surface [122], thus, improving the coolant coverage on the
wall. Coolant coverage on the vane surface and film effectiveness are often studied by ensuring an
adiabatic wall on the vane surface. Other studies have exclusively focused on heat transfer coefficient
enhancement. The heat transfer downstream of the cooling hole is enhanced due to the mixing of the
coolant jets with the mainstream boundary layer which produces high turbulence [107].

Goldstein and Taylor [123] summarised the heat and mass transfer effects of coolant injection through
discrete holes on a flat plate. The results were obtained in terms of a local film­cooled heat transfer
coefficientHTC/HTC0 whereHTC0 corresponds to the heat transfer coefficient for an uncooled case.
Several regions can be distinguished as shown in Figure 3.6. The region immediately upstream of the
cooling hole (region A) is unaffected by the coolant jet. However, if the coolant momentum is sufficiently
high it can push the mainstream flow back causing a flow interaction similar to a flow around a solid rod
[107]. The region in­between two coolant holes is also unaffected unless the distance is low enough for
two coolant jets to interact. In such case the HTC would be increased. The small region immediately
downstream of the injection hole (region C) experiences the lowest HTC. A stagnation region is created
underneath the jet. The blowing ratio does not affect the presence of this region [107], however, the
length of low HTC region would increase if a higher BR causes coolant lift­off. The region D along the
edges of the injection holes is subjected to high heat transfer rates due to large shear stresses and
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eddies caused by strong mainstream interaction. The maximum HTC is typically recorded at region E
in Figure 3.6 downstream of the holes. The extent of heat transfer in this region largely depends on the
blowing ratio. For a low BR, the coolant stays attached to the surface and the HTC is relatively low due
to a lack of strong interaction with the mainstream. As the BR increases, the region grows in length
as and the HTC is increased due to enhanced mixing with the mainstream. If the lift­off of coolant is
experienced due to a high BR, the region E moves downstream where the coolant jet reattaches. In
case of a coolant separation, the mainstream penetrates underneath the coolant jet and it forms large
eddies that further enhance the HTC downstream. Finally, region F can occur downstream of the hole
at high BR due to partial reattachment of a separated coolant jet. [47]

Figure 3.6: Regions of various heat/mass transfer rates around cooling holes, from Dutta et al. [107]

Evidently, the heat/mass transfer rates in film cooling are largely influenced by mixing phenomena and
interaction between the coolant jet and the mainstream. The film cooling effectiveness, however, is in­
vestigated on an adiabatic surface and is strongly influenced by coolant and mainstream temperatures.
The definition of film cooling effectiveness is provided in Equation 4.4.

3.4.2. Geometrical parameters
Apart from the momentum of the coolant jets and coolant temperature, the geometrical parameters
largely influence film cooling performance as well. The most important parameters to consider are in­
jection angle, the shape of a cooling channel, and the diameter or size of the holes. Injection angle
β, which is defined in Figure 4.16a, plays an important role to ensure that the coolant does not lift off
from the vane surface at the leading edge. In the case of showerhead film cooling, typically the coolant
channels have a compound angle with respect to the mainstream direction. The cooling channels are
forming 20°­ 45° angle with the leading edge surface [5], and the channels are perpendicular to the
mainstream flow direction.

The shape of cooling channels can be varied. A uniform­cross­section cylindrical shape is the simplest
form but it is often implemented in designs. However, a fan­shaped diffusing cooling hole geometry
has gained attention in research and practical designs. Chen et al. [121] compared both shapes and
concluded that simple­angled fan­shaped holes provided better coolant coverage than the cylindrical
holes for a flat plate film cooling. At higher blowing ratios fan­shaped holes are less susceptible to
coolant liftoff. An apparent disadvantage of fan­shaped cooling holes as compared to the cylindrical
holes is the ease of manufacturing. Furthermore, adding a compound angle increased the coolant
coverage, especially for the cylindrical holes [121]. The addition of a compound angle provides stronger
resistance against the coolant liftoff at high blowing ratios [124]. The pitch between the cooling holes
affects the performance, and the distance between separate cooling rows is to be considered as well.
The pitch between holes determines whether two coolant jets mix together in case the distance between
them is sufficiently small.
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3.5. Computational fluid dynamics
A brief introduction to CFD modelling is given with a focus on RANS solvers and turbulence modelling.
The turbulence models used in the thesis and the theory of turbulence modelling are described in Sec­
tion 3.5.1. Transition modelling and a thorough description of the γ−Reθ model are in Section 3.5.2. A
brief summary of the CFD basic theory is provided, and the reader is guided to [47] for a more complete
review of the general CFD theory.

Computational fluid dynamics is a tool to numerically solve partial differential equations for governing
physics of fluid flow. The equations are derived from fundamental laws of physics: the conservation of
mass, conservation of energy and conservation of momentum. These laws are described in continuity
equation, energy equation and momentum equations, respectively. An equation of state is required
to close the set of equations for a compressible flow involving heat transfer. The equations of state
relate density and internal energy to temperature and pressure, and they describe the thermodynamic
properties of the fluid. [47, 58]

Navier­Stokes equations are typically used to describe the conservation of momentum. By applying
the concept of Reynolds averaging, the flow quantities are decomposed into the mean and fluctuating
components. Reynolds averaging of flow quantities introduces the unclosed Reynolds stress term.
This term is the Reynolds stress tensor τij = ρu′

iu
′
j consisting of the so­called Reynolds stresses, and

turbulence models are introduced to provide a solution to the closure problem. Generally, the time­
averaged value of the Reynolds stress tensor can be expressed with Equation 3.11 [125]. However,
the individual constituents of this equation also have unknown parameters that should be modelled.

∂(u′
iu

′
j)

∂t
+ Kij︸︷︷︸

advection

= Pij︸︷︷︸
production

+ Tij +Dv
ij +Dp

ij︸ ︷︷ ︸
diffusion

+ Φij︸︷︷︸
pressure strain

+ εij︸︷︷︸
dissipation

(3.11)

Multiple terms in Equation 3.11 involve advection, production with an inclusion of a source term and
an increase of turbulence intensity by energy transfer from the mean flow, turbulent diffusion, viscous
diffusion, pressure diffusion, pressure strain correlation and dissipation. Turbulence models are intro­
duced to close the set of equations by modelling the unclosed terms. This can be done by introducing
additional transport equations. Prandtl mixing model requires no extra equations, multiple other eddy
viscosity models require, typically, one or two, and finally the Reynolds stress models have seven
transport equations solving for all Reynolds stresses [47].

3.5.1. Turbulence modelling
First, the concept of energy cascade is presented before addressing the turbulence modelling in CFD.
In the flow field, the turbulent structures have various sizes or scales. The largest turbulence eddies
are capable of interacting with the mean flow and they extract energy from it. This process is called
vortex stretching. Angular momentum is conserved during vortex stretching, and the largest eddies are
effectively inviscid [47]. The largest (integral) scales are also the most energetic and responsible for
generating turbulence energy, which is then transferred to the medium­small scale vortices and dissi­
pated in micro or sub­micro scales vortices [125]. This process is often labeled as the energy cascade
and it is helpful for understanding how turbulence energy is produced and how the integral length scale
affects the turbulence modelling. The smallest scales are called Kolmogorov microscales. The energy
associated with the smallest scales is dissipated and converted into thermal energy [47]. For a direct
numerical solution, it is required to implement a spatial computational grid that is able to resolve the
Kolmogorov scales. LES can resolve the largest turbulent scales but RANS methods model all turbu­
lent scales requiring a turbulence model.

Eddy viscosity models, such as k − ω or k − ε, form a class of turbulence models that are based on
Boussinesq hypothesis. The experimental evidence has shown that turbulence decays unless there
is shear in isothermal incompressible flows [47]. The turbulence causes fluid elements to exchange
momentum, and turbulent stresses increase as themean rate of deformation increases. These observa­
tions in experiments led to the Boussinesq hypothesis which is the basis of all eddy­viscosity turbulence
models. In 1877, Boussinesq proposed that Reynolds stresses are proportional to the mean strain rate,
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leading to Equation 3.12 [47].

τij = −ρu′
iu

′
j = µt

(
∂Ui

∂xj
+

∂Uj

∂xi

)
− 2

3
ρkδij (3.12)

The first term of the right­hand side of Equation 3.12 is analogous to viscous shear stress expression
involving the strain rate term. However, the term is multiplied by the turbulent or eddy viscosity µt

instead of dynamic viscosity. Hence, the eddy viscosity models are based on the so­called Reynolds
stress analogy which is a presumption that there exists an analogy between Reynolds stresses and
viscous stresses on the mean flow. The parameter k is turbulent kinetic energy per unit mass, and δij
is Kronecker delta (δij = 1 if i = j and δij = 0 otherwise) [47]. The concept of turbulent eddy viscosity
is the basis of all eddy viscosity models, such as k − ω, k − ε and others.

It is noted that eddy viscosity models imply an assumption of isotropic turbulence since all normal
stress components have an equal contribution of 1/3 in the three dimensional flow field. This assump­
tion, however, is often invalid, especially in complex flows [47]. Often the most energetic largest eddies
are anisotropic. Reynolds stress models (RSM) are designed to solve for all Reynolds stresses but they
have an increased computational cost. In order to account for anisotropy with eddy viscosity models,
they are often extended with additional parameters or constitutive relations. The lag elliptic blending
k − ϵ model, for example, includes an additional transport equation for the ”anisotropy measure” ϕ.
Another set of models aiming to replicate the performance of RSM with reduced cost are the algebraic
stress models. These models reduce the partial differential equations describing Reynolds stresses to
algebraic equations to be solved alongside k and ε transport equations in the k − ε model [47].

Turbulence models are required for RANS solvers. v2−f , SST k−ω, lag EB and realizable k−ε (RKE)
models are described in greater detail in the following sections after they were found to be promising in
the literature for heat transfer problems, with the RKE model being specifically introduced for improved
performance in film cooling effectiveness predictions.

The SST k − ω model

The SST k − ω model, proposed by Menter [50], is one of the most widely used turbulence model for
different flow cases in CFD. The model is applicable to flows with separation and adverse pressure
gradients, making it appealing for both turbomachinery and external aerodynamics flow simulations.
The SST model extends the classical two­equation k−ω by implementing the Durbin’s realisability con­
straint to limit the turbulent kinetic energy production at stagnation. Furthermore, the model definition
allows to treat regions near the wall and far away from it separately with an inclusion of a blending
region. This is one of the main advantages of the SST model that increases the accuracy of flow field
prediction [52]. As discussed in Chapter 2, the model has been used extensively in HTC predictions in
turbomachinery, and it can be coupled with a transition model.
Two transport equations are solved for turbulent kinetic energy k (Equation 3.13) and specific dissipation
rate ω (Equation 3.14). The equations are written without source terms, and P and D are production
and dissipation terms, respectively.

∂

∂t
(ρk) +∇ · (ρkū) = ∇ · [(µ+ σkµt)∇k] + Pk −Dk (3.13)

∂

∂t
(ρω) +∇ · (ρωū) = ∇ · [(µ+ σωµt)∇k] + Pω −Dω (3.14)

The eddy viscosity µt is calculated with Durbin’s realizability constraint preventing the unrealistic growth
of k in the stagnation region [51].

µt = ρk min
(

1

max(ω/α∗, (SF2)/a1)
,
CT√
3S

)
(3.15)
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Non­linear constitutive relations and curvature correction for the SST model

Non­linear constitutive relations introduce non­linear functions of the strain and vorticity tensors with
an aim to account for anisotropy of turbulence. Quadratic and cubic relations are included in the Star­
CCM+ software package. The cubic relation is derived from Reynolds stress transport model, hence
it represents an Explicit Algebraic Reynolds Stress Model (EARSM) [60]. The RSMs perform better
than eddy viscosity models in anisotropic turbulence but, apart from demanding more computational
resources, can be unstable in complex flows. The cubic relation can serve as a compromise between
these factors, allowing for the eddy viscosity based SST k − ω model to better account for anisotropic
turbulence. The detailed formulation is provided in the Star­CCM+ user guide [60].
When implementing the cubic relation, Equation 3.16 is used for eddy viscosity calculation, instead of
the original equation implemented in the SST k−ω model (Equation 3.15). Coefficients Cµ and β∗ are
model coefficients and they are calculated involving the information about the strain rate tensor, full
equations in [60].

µt =
Cµ

β∗
ρk

ω
(3.16)

The SST k−ω model can also be equipped with the curvature correction. The turbulent kinetic energy
transport equation is typically insensitive to stabilising and destabilising effects associated with strong
(streamline) curvature and frame­rotation. Curvature correction provides an option to incorporate cor­
rection factors for these parameters, this way altering turbulent kinetic energy production according to
the local rotation and vorticity rates [60]. Smirnov & Levechya implemented the curvature correction
factor for the SST model in RANS simulations when investigating horseshoe vortex modelling [126].
The authors reported that the implementation of the curvature factor resulted in a more complex horse­
shoe vortex system and endwall local heat transfer patterns upstream of the leading edge of an airfoil.
The main reason was argued to be a considerable reduction of eddy viscosity produced inside the vor­
tex cores as compared to simulations without the inclusion of the curvature correction.[126]

Implementation of turbulent length scale

Implementation of turbulence length scale is discussed as the HTC results are often sensitive to the
specified length scale. The length scale measured in experiments and the implementation in RANS
CFD codes often differs [12]. In CFD codes the turbulent length scale is computed from turbulence
kinetic energy which is connected to turbulence intensity and the local velocity magnitude through
Equation 3.19. Equation 3.17 shows the equation for k−ω based models, and Equation 3.18 for k− ε
based models with the corresponding model coefficient values of β∗ and Cµ.

Λt =
k1/2

ωβ∗1/4 (3.17)

Λt =
C

3/4
µ k3/2

ε
=

0.164k3/2

ε
(3.18)

k =
3

2
(TuU)2 (3.19)

In an experimental setup, the measured length scale commonly replicates the size of the largest eddies
in the flow field. It is denoted as the integral length scale ΛI . In the test case by Giel et al. [8], it
is measured with hot­wire probes. The energy scale Λk is representative of the average of energy­
carrying eddies defined in the freestream and can be calculated with Equation 3.20 [12]. This serves
as an approximation of the experimentally obtained integral length scale measurement.

Λk =
1.5(2/3k)3/2

ε
=

0.8165k3/2

ε
(3.20)

It is noted from Equation 3.18 and Equation 3.20 that the length scale Λt in CFD RANS implementation
is about 1/5 of the Λk which is an estimate of the integral length scale. Considering that Giel reported
29.2mm length scale in the experiment [8], the turbulent length scale specified in the CFD code would
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be Λt = 6mm. A similar analysis applies to the k − ω models.

Lag­elliptic blending k − ε model

The lag elliptic blending model (lag EB) is an extension of the classical blending model, proposed by
Lardeau and Billard [64]. The introduced ”lag” term accounts for misalignment between strain and
stress tensors. Similar to the classical blending model, the lag EB model has a transport equation for
the blending factor, α. Additionally, another transport equation is implemented for the scalar measure
of anisotropy, or ”reduced stress function”. It is defined as ϕ = v̄2/k which can be labeled as a lag
effect on the eddy viscosity. The derivation of ϕ stems directly from elliptic­blending RSM, i.e. it uses
the same assumptions as the derivation for the lag model [64]. The derivation of the lag model stems
from the premise that often the turbulence kinetic energy production is overestimated in the regions
where the anisotropy tensor and strain tensor are not aligned. An example of such a case is when a
vortex is shed from a trailing edge of an airfoil. The lag EBmodel aims to introduce a method to account
for such misalignment between stress and strain tensors. [64]

The considered lag elliptic blending model is based on k − ε. The model implements four transport
equations. Two transport equations are for turbulence kinetic energy k and dissipation rate ε which
are similar to the SST model but ω equation is replaced with the ε equation. Two additional transport
equations are given in Equation 3.21 and Equation 3.22 without source terms. The blending parameter
α has a value of 0 on a surface and 1 in a freestream. The reduced stress function is defined in such
a way that the value of ϕ is required to be provided at the inlet, and ϕ = 2/3 in the freestream where
the turbulence is isotropic [53, 58].

∂

∂t
(ρϕ) +∇ · (ρϕū) = ∇ ·

[
(
µ

2
+

µt

σϕ
)∇ϕ

]
+ Pϕ (3.21)

∇ · (Λ2∇α) = α− 1 (3.22)

µt = ρCµϕk min

(
t,

CT√
3CµϕS

)
(3.23)

Eddy viscosity is calculated as described in Equation 3.23 with the anisotropy measure implemented,
and parameter t is the turbulent time scale [60]. The production and dissipation terms are calculated
similarly as for the k−ε based v2−f model, with the addition of production term for the measure of tur­
bulence anisotropy ϕ. The formulation of this production term, Pϕ, is deemed to improve the numerical
robustness by implementing different formulations close to walls and in freestream, as compared to a
single elliptic relaxation parameter f [53]. The inclusion of the Reynolds stress anisotropy tensor, the
near­wall turbulence damping function and the vorticity tensor enables the lag EBmodel to achieve high
performance in modelling separation and reattachment, vortex shedding, rotation and curvature effects.

The length scale implementation for lag elliptic blending k − ε model slightly differs from the classical
k − ε implementation. The equation for the length scale is given in Equation 3.24. The first term is
identical to Equation 3.18, however, an additional term consisting of kinematic viscosity is added.

Λ = CL

√
k3

ε2
+ C2

η

√
ν3

ε
(3.24)

v2 − f model

The v2 − f model implements additional transport equations for the wall­normal stress and elliptic re­
laxation parameter f to extend the classical k − ε model. The wall­normal stress component of the
Reynolds stress tensor is described by the velocity fluctuation normal­to­wall term v̄2 [59]. Hence, four
transport equations are implemented for k, ε, v2 and f . Evolution of eddy viscosity is calculated from
the velocity scale v2. The model formulation is similar to the EB k− ε model without the lag term. How­
ever, the v2 − f is an older model than EB k − ε.
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Realizable k − ε model

The realizable k − ε model is promising in film cooling problems as described in the literature review
in Section 2.3, hence, it is implemented to investigate the showerhead cooling effectiveness. As com­
pared to the original two­equation k−εmodel, the realizable k−ε contains a new transport equation for
the turbulent dissipation rate ε, and a critical model coefficient Cµ is expressed as a function of mean
flow and turbulence properties instead of being constant [60]. These modifications allow the model to
satisfy mathematical constraints on normal stresses that are consistent with the physics of turbulence.
The model coefficient Cµ being variable agrees with the experimental observations, and the coefficient
is included in the eddy viscosity computations. The ”two­layer” approach is implemented which allows
an all­y+ wall treatment. However, it is noted that the elliptic blending and lag elliptic blending k − ε
models are expected to improve the accuracy in the near­wall region. [60]

Hybrid RANS­LES models

Hybrid RANS­LES formulations have been developed to resolve some of the turbulent scales with a
considerably reduced computational cost as compared to LES methods. Detached eddy simulation
(DES) is one of such developments. Stress blended eddy simulation (SBES) was introduced more
recently by Menter [36]. SBES formulation improves shielding of RANS zones and achieves a more
rapid RANS­LES ’transition’. SBESmodel has been implemented in theANSY S software package, the
Scale­resolving hybrid (SRH) model has been implemented in the Star­CCM+ software package. The
SRHmodel implements unsteady RANS and LES interchangeably. The model applies spatial­temporal
filtering and allows RANS formulation to switch to LES in the regions where spatial and temporal reso­
lution are sufficient [60]. Hybrid models are computationally more expensive than full­scale Reynolds
Stress models, and they imply the use of transient simulations.

An initial solution must be provided for a transient simulation. This is often done by providing a steady­
state RANS solution. An implicit solver is implemented in the current study with the second order
temporal discretisation. Convective Courant­Friedrich­Lewy (CFL) number is an important parameter
to consider for transient simulations. The CFL number is dictated by the temporal and spatial resolution
as shown in Equation 3.25. The CFL in the regions of interest should be below unity to capture transient
behaviour. A mean CFL number or a specific range of between minimum and maximum CFL values
can be imposed when implementing adaptive time­stepping.

CFL = ∆t
∆x

U
(3.25)

Scale resolving models need to be equipped with a realistic inflow condition. As opposed to specifying
turbulence intensity as it is done for the statistical RANS models, an inflow profile needs to be provided
to ensure a flow with realistic turbulence characteristics. Mathematical methods have also been devel­
oped to achieve realistic turbulence characteristics at the inflow. Superimposing Gaussian noise to the
mean velocity field is one of the simplest approaches. Anisotropic linear forcing (ALF) can be applied at
the control volume in the inlet region. ALF extracts turbulence characteristics from a RANS simulation.
Then the turbulence kinetic energy, dissipation rate, and velocity components are applied to a forcing
volume in scale resolving simulation to replicate the statistical turbulence levels of RANS simulation.
[60]

3.5.2. Transition modelling
Some turbulence models, including v2 − f , attempt transition modelling, others are coupled with spe­
cific transition models. The γ −Reθ transition model is described in greater detail in this section. It is a
common practice to implement the SST k−ω turbulence model in conjunction with this transition model.

The γ −Reθ model description

The γ−Reθ transition model is applied for flows in which the boundary layer is laminar for a significant
portion of an airfoil. It is a two­equation model, consisting of transport equations for intermittency γ
(Equation 3.26) and transitionmomentum thickness Reynolds numberReθ (Equation 3.27). The γ−Reθ
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model evaluates the local flow features to account for natural, bypass and separation induced transition
modes, as well as wake­induced and reverse transition [82]. The model controls transition length
and transition onset by implementing correlations based on experimental data obtained on reference
geometries.

∂(ργ)

∂t
+∇ · (ρUγ) = ∇ ·

[
(µ+

µt

σf
)∇γ

]
+ Pγ − Eγ (3.26)

∂(ρReθ,tr)

∂t
+∇ · (ρUReθ,tr) = ∇ ·

[
σθ,tr(µ+ µt)∇Reθ,tr

]
+ Pθ,tr +DSCF (3.27)

The DSCF is a crossflow­induced transition term that can be either enabled or disabled in Star­CCM+
implementation. Production terms Pγ and Pθ,tr are written out in the equations below. The formulation
of equations is such that γ = 0 in the fully laminar boundary layer and it allows for relaminarisation to
be predicted. In the viscous sublayer and outside of the boundary layer the destruction term is disabled
such that the freestream value of intermittency is equal to one (γ = 1). [60]. The attention is guided
towards the implementation of two variables which are obtained from experimental correlations, Flength

and Reθ,tr.

Pγ = FlengthCa1ρS[γFonset]
0.5(1− Ce1γ) (3.28)

Pθ,tr = Cθ,tr
ρ2U2

500µ
(Reθ,tr −Reθ,tr)(1− Fθ,tr) (3.29)

The value of Reθ,tr is calculated at every cell via the transport equation. Similarly, the intermittency γ is
computed at every cell as well, meaning that the γ −Reθ model has a local treatment of the flow quan­
tities. Then the value of Reθ,tr is used to find Flength and the critical momentum thickness Reynolds
number Reθ,cr based on experimentally found correlations. The variable Flength controls the length of
transition, and the Reθ,cr the location of the transition. As shown in Equation 3.28, the variable Flength

controls the strength of the production term in the intermittency transport equation. This means that
a higher Flength results in a shorter transition length since the production of γ is increased, and γ = 1
corresponds to a turbulent boundary layer. The Reθ,cr is the momentum thickness Reynolds number at
which the intermittency starts to increase, it is based on experimental correlations performed often on
flat plates. The Fonset in Equation 3.28 serves as a switch that triggers the production of intermittency
in the location where the transition occurs. It is noted that Reθ,tr is not the same variable as Reθ,tr. The
Reθ,tr is computed via the transport equation and its value is specified at freestream. This freestream
value is then diffused into the boundary layer with the production term controlling the strength of this
process [77]. The Reθ,tr is a single value containing the information at which Reθ the transition occurs.
As explained in Section 3.2.1, the Reθ increases along the streamwise direction of flow over a flat plate,
then at a specific location Reθ = Reθ,tr when the transition occurs.

Experimental correlations for γ −Reθ model

Experimental correlations are applied to find Reθ,tr, Reθ,cr and Flength. Amongst the most popular
correlations for Reθ,tr is the non­zero pressure gradient correlation by Menter et al. [77]. Alternatively,
Langtry [127] developed a zero­pressure gradient correlation depending on turbulence intensity (Equa­
tion 3.30). The correlation by Langtry is also implemented in Suluksna­Juntasaro calibration, included
in the Star­CCM+ software package [60].

Reθ,tr =

{
(1173.51− 589.428Tu+ 0.2196/Tu2); Tu ≤ 1.3

331.5(Tu− 0.5658)−0.671; Tu > 1.3

}
(3.30)

U[stream of the transition location, the instabilities in the boundary layer start occurring due to the
production of intermittency. The location where the intermittency starts to increase is marked by the
critical momentum thickness Reynolds number Reθ,cr. Notably, the value of Reθ,cr is lower than Reθ,tr.
The relation between Reθ,cr and Reθ,tr is determined via experimentally obtained correlations.

Reθ,cr = func(Reθ,tr) (3.31)
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The experimental correlations for Reθ,tr or transition onset are based on the values in freestream.
Hence, the Reθ,tr cannot be applied locally to each cell in the computational domain. Therefore, the
transport equation for Reθ,tr is introduced. The transport equation (Equation 3.27) is constructed such
that the freestream value is convected and diffused into the boundary layer [77]. Then, by using the
correlation, local values of Reθ,cr and Flength are computed from Reθ,tr. Due to Reθ,tr being calculated
locally by using the information of the freestream conditions, the edge between freestream and the
boundary layer needs to be defined. In Star­CCM+ this is defined as ”freestream edge” [60]. Suluksna
et al. defined it as y = 2δ(x), where δ(x) is the size of the boundary layer at location x along the chord
[85].

To close the model, two additional correlations for Reθ,cr and Flength are obtained to find the local
values which depend on the locally computed Reθ. The correlation implemented in Star­CCM+ as
a default option is the Suluksna­Juntasaro correlation [85], which uses Equation 3.32 for Reθ,cr and
Equation 3.33 for Flength correlations.

Reθ,cr = min
[
0.615Reθ,tr + 61.5, Reθ,tr

]
(3.32)

Flength = min
[
0.5 + exp(7.168− 0.01173Reθ,tr), 300

]
(3.33)

Suluksna ­ Juntasaro correlations are based on the zero­pressure gradient Reθ,tr correlation (Equa­
tion 3.30), aimed to improve the results at lower free­stream turbulence intensities. Suluksna et al. [85]
performed correlations on various test cases with turbulence intensity ranging from 1% to 7% and better
agreement with experimental data was reached on cases with 1%­4% turbulence intensities. The au­
thors stated that the correlation is applicable for flow cases with low and medium turbulence intensities.

The correlations forReθ,cr and Flength are obtained from experiments on a flat plate, and there are many
more correlations made by other authors. Some of these, for example, are published by Sorensen
[128], Elsner [129] and Kelterer [130], all of whom implemented the Menter’s non­zero pressure gradi­
ent Reθ,tr correlation [77]. Kelterer at al. [130] stated that the performance of the γ − Reθ transition
model greatly depends on the correlations implemented and the solver. It is noted that both Reθ,cr and
Flength correlations are functions of Reθ [77]. Therefore, the Reθ,cr and Flength correlations cannot be
applied to an arbitrary Reθ,tr correlation but they should be applied to Reθ,tr correlation with which they
were derived.

Kelterer et al. [130] compared various other correlations and derived new correlations themselves. The
derived correlations are provided in Equation 3.34 and Equation 3.35 forReθ,cr and Flength, respectively.
The Kelterer correlation is included in the method of the current work, and for detailed expression of
Sorensen and Elsner correlations the reader is guided to the original paper by Kelterer et al. [130].

Reθ,cr =

1.02 ·Reθ,tr − 35 + tanh
[
−
(

Reθ,tr−138
54

)]
· 36; Reθ,tr ⩽ 215

tanh
[
−
(

Reθ,tr−215
15

)]
· 45 + 155; Reθ,tr > 215

 (3.34)

Flength = min

[
250 · exp(−

(
Reθ,tr
130

)1.7

) + 10; 40

]
(3.35)

Final remarks on γ −Reθ model

The y+ value should be below one everywhere along the surface when implementing the γ − Reθ
transition model, a fine streamwise resolution is required as well [60]. The transition model is to be
implemented when a significant portion of the airfoil surface is under a laminar flow. In gas turbine NGV,
the incoming flow is typically highly turbulent. In such a case, it is not needed to implement the transition
model simply because the boundary layer would mostly not be in the laminar state. Alternatively, a
coolant often triggers transition at the leading edge such that the boundary layer is turbulent.



4
Methodology

Themethodology section is split into two parts corresponding to two separate analyses. First, the valida­
tion case is described where an experimental case of a linear cascade of blades is replicated in a CFD
model. The calculated HTC results are compared to the experimental data to validate CFD methodol­
ogy and various turbulence models. Following that, a CFD model of nozzle guide vane equipped with
showerhead film cooling is presented. For this flow case, the adiabatic cooling effectiveness is investi­
gated, and the effect of a swirling inflow is analysed. However, the obtained results are not compared
to experimental data. In both flow cases, a hybrid RANS­LES simulation is attempted after presenting
steady­state RANS results.

4.1. Validation case
An experimental case from Giel [8] is recreated in a CFD model to validate the CFD methodology and
turbulence models. The focus is put on evaluating the interaction between the endwalls and the vane.
The heat transfer is calculated on the whole surface of the vane, including the regions close to endwalls.

4.1.1. Giel test case description
Experimental case by Giel et al. [8] is described in this section. A linear cascade of blades placed on a
wall is subjected to airflow at sea level conditions. The authors performed a series of experiments but
the particular experiment was conducted to investigate secondary flow influence on blade heat transfer,
together with effects of laminar­turbulent transition, shock and turbulence characteristics. The temper­
ature data was obtained on the airfoil surface, and the Stanton number was then calculated based on
the temperature. The recorded Stanton number data will be compared to the results obtained with CFD
simulations.

The experimental setup is shown in Figure 4.1a. A cascade of blades is subjected to flow at sea level
conditions, the inflow angle is 63.6°. Cylindrical electrical cartridge heaters were placed under the
surface of blades along the whole span of the blades. An optional turbulence grid is located upstream
of the cascade to generate turbulence. Hence, there are flow cases with a high turbulence intensity
at the inlet (around 8%) when the grid is placed, and low turbulence intensity (around 0.5%) when
removed. [8]
In total, there were eight separate flow cases tested as shown in Table 4.2. They are labelled as Case
A to Case H in this document from here onwards. The inlet Mach number was kept fixed at Main =
0.38 for all cases, but the outlet Mach number was eitherMaout = 1.32 orMaout = 0.98 depending on
the pressure set at the exhaust. Low Reynolds number and high Reynolds number cases were tested,
where an ambient temperature air was throttled at 0.5bar inlet total pressure for the former and 1.0bar
for the latter. The high Reynolds number cases had Rex = 1.0× 106 at the inlet and Rex = 1.8× 106
at outlet, the low Reynolds number cases had Rex = 0.5× 106 at the inlet and Rex = 0.9× 106 at
outlet. The Reynolds number in the current work is evaluated using the axial chord, denoted with the
subscript x. The exit Mach number was controlled by means of a valve between the test section and
exhaust header. Finally, the boundary layer width was estimated to be around 2.0 cm when the grid
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(a) The experimental setup. (b) Heaters and thermocouples placed under the blade surface.

Figure 4.1: Experimental and measurement setup, from Giel et al. [8].

for turbulence generation was installed, and 3.2 cm when removed. Geometric properties of the blade
and the described boundary conditions are summarised in Table 4.1.

Table 4.1: Geometric and flow properties of the experimental case as described by Giel et al. [8]

Geometric property Value
Axial chord 12.7 cm
Blade Span 15.24 cm
Blade pitch 13.0 cm
True chord 18.42 cm
Flow property
Inlet Reynolds number Rex,in 0.5× 106 or 1.0× 106
Outlet Reynolds number Rex,out 0.9× 106 or 1.8× 106
Inlet Mach number Mais,in 0.38
Outlet Mach number Mais,out 0.98 or 1.32
Inlet flow angle 63.6°
Endwall boundary layer width at the
inlet (with turbulence grid)

2 cm

Endwall boundary layer width at the
inlet (no turbulence grid)

3.2 cm

Heat flux rates were obtained from a calibrated resistance layer, together with temperature measure­
ments by calibrated liquid crystals. Metal blades were manufactured of high conductivity copper and
consisted of a low conductivity composite layer over which the heat transfer was measured. The layer
consists of adhesive film and neoprene rubber [8]. Liquid crystals were sprayed on the surface. The
composite layer conductance was calibrated in a separate test with an uncertainty margin of ±5% and
did not vary significantly over the various test cases with a wide range of heat fluxes. A separate blade
set which was equipped with static pressure taps was used for static pressure measurements. More
details of the experimental setup are available in the original paper by Giel et al. [8].

Hot wire measurements were incorporated to measure the turbulence intensity and length scale. A
density­velocity product in the freestream was calibrated to the wire output voltage to compensate for
the fact that the pressure in the rig was below the atmospheric pressure. Data were recorded at a sam­
pling frequency of 76.2 kHz, and just above 1× 106 data points were recorded for each length scale.
The lowest distinguishable frequency was found to be 2.3Hz. The resulting autocorrelations were fit
to the exponential curve in form of funct(t) = exp(−Ct), and the length scale was then computed as
Uavg/C. [8]
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Observations by the authors of the experiment

Three variables distinguish the test cases from each other – Reynolds number, Mach number at exit
and the installation of turbulence grid. The authors observed that the grid causes a significantly earlier
transition since the flow has high turbulence intensity at the inflow.

The cases without a turbulence grid installed lead to more pronounced secondary flow effects due to
thicker boundary layers on endwalls at the inlet. However, a reduction by 1/3 to 1/2 of the measured
Stanton numbers was recorded away from endwalls. These findings agree with the expectations. Sec­
ondary flows enhanced the heat transfer on the suction side of the airfoil since the relatively cool sec­
ondary flow fluid was impinging on the airfoil surface which was heated. Vortices lifted off from the
endwall surface and, eventually, exited the cascade at a spanwise location of around 25% of the span.
The authors state that the induced freestream turbulence from the secondary flow field was sufficient
to ”trip” the flow near endwalls, this way preventing separation. [8]

The exit Mach number (either 1.33 or 0.98) determined whether a shock was present, or not. The
oblique shock was observed at the trailing edge of the blade, and it impinged on the suction side of the
adjacent blade. In heat transfer data the shocks are observed, since the shock impingement caused
thickening of the boundary layer, thus, reducing the heat transfer rate on the suction side. Behind the
shock location, however, the secondary flows tended to raise heat transfer once again. Finally, when
flow approached the trailing edge, the Stanton number was reducing as the boundary layer was grow­
ing again. In cases with M = 0.98 at the outlet, no shock was observed. After the transition location,
the Stanton number data contours develop smoothly towards the trailing edge. The recorded HTC
distributions on the airfoil surface for multiple subsonic cases are shown in Figure 5.1a (Case F) and
Figure 5.3a (Case D).

The peak Stanton number at the leading edge is decreased by around 20% for test cases with the
higher inlet Reynolds number. In the high Reynolds number case, the authors highlighted that the
pressure side is transitional, and a complicated suction side Stanton number pattern was observed [8].
Notably, the HTC is proportional to St by ρinUincp, according to Equation 4.1. Hence, the Reynolds
number relates St and HTC values. Therefore, the pattern of observing a lower peak St in the high
Reynolds number cases may not be observed when investigating HTC values.

Finally, it is noted that in the high Reynolds number and low turbulence flow cases (Case G and H)
dots of paint affected HTC distribution on the suction side surface. The dots were invisible and ”barely
perceptible to touch” but the boundary layer was very sensitive to small disturbances due to the high
Reynolds number [8]. These painted dots affected transition at chordwise position s/span = 0.33 on
the suction side, and they were painted at 50%, 33% and 67% spanwise locations.

Definition of Stanton number

The adopted Stanton number definition by the authors of the experiment is given in Equation 4.1. Adia­
batic wall temperature is used as a reference temperature, and it is computed according to Equation 4.2.
Recovery factor rc is specified as rc = Pr1/3. Prandtl number Pr =0.72 is applied in CFD simulations.

St =
q

ρinUincp(Ts − Taw)
=

HTC

ρinUincp
(4.1)

Taw

Tt,in
= rc +

1− rc
1 + 0.5(γ − 1)M2

is

(4.2)

The density term ρin in Equation 4.1 is obtained from the total quantities at the inlet as shown in Equa­
tion 4.3 and described by Giel et al. [131].

ρin =
Pt

RTt
(4.3)
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It is noted that the results in [8] are given in terms of the Stanton number. A decision is made to com­
pare the CFD results and experimental test results in terms of HTC, where HTC = q/(Ts − Taw) as
shown in Equation 4.1, and the given adiabatic wall temperature definition is implemented. Then the
Stanton number is multiplied by ρinUincp to convert the experimental results from St to HTC.

Uncertainties in experiment

It is important to acknowledge the uncertainties involved in experimental cases before comparing its
results with the CFD simulations. The authors have described the uncertainties and the summary is pro­
vided in the following section. Overall, the maximum uncertainty in determined Stanton numbers is less
than 13% in the regions where St < 0.001. In regions where St > 0.002, the uncertainty is below 8%. [8]

The main sources of the uncertainty are the uncertainty of conductance of the low conductivity layer,
estimated to be around ± 5%, together with adiabatic wall temperature (δTaw = 0.6°C), liquid crystal
temperature (δTlc = 0.3°C) and copper substrate temperature (δTCu = 0.3°C). The evaluated error in
the Reynolds number and Mach number are ± 0.003× 106 for the former, and 0.001 ­ 0.003 for the
latter. Furthermore, it is noted that a correction factor for the radiative heat loss was applied to the
determined local surface heat flux q′′. With emissivity of ϵ = 0.98, the radiative losses were estimated
to be at most 6% but typically much lower for large portions of the blade surface. Subsequently, the
radiation correction will not be implemented in CFD simulations. [8]

4.1.2. CFD model setup
The experimental test case is replicated in the CFD model. A periodic model is implemented with the
blade geometry consisting of 143 points along the surface of a cross­section. The Star−CCM+ soft­
ware package is used to perform simulations.

Boundary conditions

Boundary conditions are shown in Figure 4.3, and flow boundary conditions in Table 4.3. Periodic
boundaries are applied, instead of modelling multiple blades and passages. The stagnation inlet and
pressure outlet are the boundaries at inflow and outflow, respectively. By adjusting the outlet pressure,
the exit Mach number is adjusted, depending on which flow case is modelled. The inlet total pressure
is around 1 atm for simulations with Rein = 1.0× 106, and around 0.5atm for Rein = 0.5× 106. On top
of the total pressure, the inlet flow angle, total temperature, turbulence intensity and length scale are
specified at the inlet. The pressure side and suction side of the airfoil are treated as no­slip walls with
specified temperatures on them. The endwalls are modelled as no­slip adiabatic walls. For a special
case when a heat transfer estimate is desired on the endwalls to investigate the secondary flow field,
a temperature can be specified, as it was done in a different experiment by Giel [131]. Hence, the
endwalls are split upstream of the leading edge at a location −0.3cx, as the endwalls were heated
from that location up towards the outlet in that particular experiment. The inlet is placed one axial
chord upstream of the leading edge, which is also a location where the turbulence characteristics and
the boundary layer width were measured. The outlet is located at 2.7cx downstream from the leading
edge, corresponding to the endwall size. This outlet placement is considered far enough downstream
since convergence problems were not experienced, and an additional simulation with the outlet placed
at 4cx downstream of the leading edge with free­slip condition at the extension of endwalls did not result
in significant differences in the flow field characteristics.
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Table 4.2: Overview of the test cases as
specified by the authors of the experiment [8].

Maout Rex,in Tuin

Case A 1.32 0.5× 106 8%
Case B 0.98 0.5× 106 8%
Case C 1.32 0.5× 106 0.25%
Case D 0.98 0.5× 106 0.25%
Case E 1.32 1.0× 106 8%
Case F 0.98 1.0× 106 8%
Case G 1.32 1.0× 106 0.5%
Case H 0.98 1.0× 106 0.5%

Table 4.3: Flow boundary conditions specified in the CFD model. The
pressure and temperature values are averaged over inlet or outlet.

Pt,in 1× 106 Pa (Cases E­H) or 0.5× 106 Pa
(Cases A­D)

Pout 16.9 kPa (Cases A,C); 23.5 kPa (Cases
B,D); 30.5 kPa (Cases E,G); 52.0 kPa
(Cases F,H)

Tt,in 300K
Twall 326K
Λt 6mm (Cases A,B,E,F) or 1mm (Cases

C,D,G,H)
Tuin 8%, 0.5% or 0.25%

Figure 4.2: Computational domain

Figure 4.3: Boundary conditions

Inlet boundary layer thickness on endwalls is estimated to be either 2 cm or 3.2 cm in experiments, de­
pending on the flow case. This is replicated by specifying an inlet 2D total pressure and temperature
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distribution. The distribution is obtained by simulating a channel flow with the same flow conditions (the
same Mach number, Reynolds number, turbulence intensity and length scale) at the inlet and outlet.
The channel is modelled with a width equal to the span of the blade. Downstream of the inlet, the end­
wall boundary layer is growing. Hence, when the boundary layer of the channel flow has developed to
the postulated size of 2 cm or 3.2 cm, the total pressure and total temperature profiles at that location
are taken and applied then as boundary conditions on the vane CFD model at the inlet. The channel
flow is simulated for all eight test cases, considering that the inlet total pressure and boundary layer size
vary per case. When specifying a uniform inlet pressure profile, around 10% lower HTC enhancement
was recorded in the regions on the suction side close to endwalls.

The ideal gas model is incorporated in the simulations with the ratio of specific heats κ = 1.4. Dynamic
viscosity, thermal conductivity and specific heatCp are dependant on temperature and specified accord­
ing to experimental data with reference being dry air in atmospheric conditions. Uniform temperature is
specified on airfoil walls. The authors of the experiment found out that the implemented measurement
technique replicated a uniform temperature boundary condition much closer compared to a uniform
heat flux boundary [8]. The average total temperature specified at the stagnation inlet is 300K, and the
temperature on the airfoil surface 326K in the CFD model. The ratio between the surface temperature
and the static inlet temperature is around 1.12, which is between the values reported on the stagnation
region and separation region by the authors of the experiment.

Computational grid and solver setup

Steady­state RANS simulations are performed. The y+ value below one is adopted both on endwalls
and airfoil surface everywhere in the computational domain. The maximum cell width expansion ratio
in the prism layer is limited to 1.1, both in prism layers on endwall and airfoil surfaces. The minimum
orthogonality angle is 30° but for the large parts of the domain it is above 80°. The computational domain
consists of around 22million cells in total. The requirements for the computational mesh are established
in order to accurately model the flow such that the main flow phenomena, especially, transition are well
predicted. For transitional flows treated with wall integration, it is generally required to have y+ < 1 on
walls which sets the requirement for the adjacent­to­wall cell width. Importantly, streamwise refinement
should be fine enough to capture transition onset accurately. Especially, the transitional models, like
γ−Reθ, require high resolution in the streamwise direction to calculate the location where the transition
starts [60]. Similarly, secondary flow refinement can be dependant on streamwise resolution, especially
by the SST model [81, 103]. The suction side mesh refinement is shown in Figure 4.5. The pressure
side is resolved with 156 nodes and the longer suction side with 304 nodes. The aim is to achieve a fine
resolution of the computational domain also in a spanwise direction to sufficiently resolve secondary
flows and potential crossflow.
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(a) Mesh resolution on the suction side. (b) Mesh on the endwalls and in spanwise direction.

Figure 4.4: Computational mesh

The non­normalised residuals are aimed to be below 1× 10−5 to reach convergence. As compared
to residuals for momentum equations, the energy equation residual was usually larger and was aimed
to be below 1× 10−4. Additionally, heat transfer rate monitors are incorporated to investigate conver­
gence. In recent literature, grids of five to ten million cells are reported when evaluating secondary
flows [55, 100]. The computational mesh limitations and requirements, however, largely depend on
the resources of a particular study. Smirnov et al. [81] highlighted the importance of grid refinement in
HTC calculations when investigating the Giel cascade.

Turbulence and transition models

Based on the results of the literature study, the turbulence models chosen for analysis are SST k − ω,
lag elliptic blending k − ε and v2 − f models. The SST k − ω model is analysed with and without
coupling the transitional γ − Reθ model. Considering that accounting for the turbulence anisotropy is
of importance when modelling secondary flows, the quadratic and cubic constitutive relations will be
applied to the SST model. Curvature correction is optional as well. The freestream edge of 5mm
is defined for the γ − Reθ transition model. Results were found to be insensitive to freestream edge
varying between 1mm to 10mm. The various correlations for transition parameters Flength and Reθ,c,
as explained in Section 3.5.2, are Suluksna­Juntasaro (the default option in Star­CCM+), Kelterer et
al. [130] and Sorensen [128]. Furthermore, the crossflow term can be added to the γ −Reθ transition
model. The horseshoe vortex is pushed towards the midspan as the flow is approaching the trailing
edge. Considering the vortices in the streamwise direction, the streamlines locally are directed towards
the midspan in the spanwise direction, and the crossflow term itself includes the streamwise vorticity
as well. These factors serve as arguments for investigating the simulation with crossflow transition term.

A scale­resolving­hybrid (SRH) is a hybrid RANS­LES formulation that was applied to this flow case as
well. Implementation of the SRH model implies the use of transient simulation. A second order implicit
upwind scheme was implemented. An adaptive time step was used to ensure the CFL number below
unity in the majority of the domain. The target mean CFL was set at 0.80. It was observed that the
time­steps were in the magnitude of 1× 10−6 seconds. The number of inner iterations was set to ten,
and 5­10 flow­throughs were simulated after a start­up time. A total computation time starting from the
initial RANS solution was around one week on 56 cores. The SST k − ω turbulence model is selected
for RANS regions. The hybrid model was implemented to study the unsteadiness of the horseshoe
vortex, rather than to compare HTC data to the steady­state measurements. For a scale resolving
simulation, it is challenging to impose a representative turbulence level at the inflow that matches the
experimental case based on measured turbulence intensity and length scale.
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Anisotropic linear forcing is implemented to achieve a realistic turbulence level at the inflow. It is a nu­
merical method for synthetic turbulence generation available in Star­CCM+ software. A forcing volume
is picked at the inflow, extending from the inlet plane to a location of approximately three boundary
layer widths in front of the leading edge. A similar volume is then applied to the previously simulated
RANS solution. The RANS­calculated turbulence intensity, velocity components and dissipation rate
are extracted from the solution in that forcing volume. Finally, the obtained field solution is applied to
the forcing volume in the scale resolving hybrid simulation.

4.1.3. Main sources of uncertainty
It is expected that the turbulence and transition modelling error can lead to the largest imposed uncer­
tainty in CFD results. However, in this section other uncertainties are addressed regarding the factors
influencing an objective comparison between CFD and experimental results.

• Even though the HTC calculation and temperature difference are scaleable due to temperature
difference directly affecting the heat flux calculations, the specification of temperature on the
walls affects the HTC results.

• A uniform temperature is specified on the airfoil, but the authors of the experiment recorded
a variation of around 20K between the stagnation point and regions where the flow separates.
Nevertheless, the authors specified that the boundary condition is much closer to a uniform tem­
perature as compared to heat flux which had a considerably stronger variation.

• The radiative losses at some locations can result in up to 6% of the total heat flux rates but mostly
are much lower, according to the authors of the experimental test cases. Since the radiation is
not modelled, it can impose a small error.

• Even though the incoming endwall boundary layer width is specified, the exact profile might not
match the one obtained in experiments.

• When presenting the results, the location where the pressure side is distinguished from the
suction side is not rigorously defined. The authors specify that s = 0 at the ”geometric stagnation
line” [8], suggesting that the stagnation point is where separation from pressure and suction sides
is defined. However, that does not allow investigation if CFD predicts the same exact stagnation
point.

• In literature, the turbulent Prandtl number is mentioned to vary between 0.7 to 0.9. The value of
0.85 is incorporated in the simulations, however, since no measurements were taken during the
experiment, it is taken into account as an uncertainty. The turbulent Prandtl number appears in
the turbulent heat flux equation in Star­CCM+ (Equation 3.7) which is incorporated in the energy
equation. A different value can make HTC appear slightly higher or lower on various parts of the
airfoil surface but it does not affect transition location or length.

These mentioned uncertainties should be taken into account, however, it is deemed that their influ­
ence on the comparison of results is relatively modest when compared to turbulence modelling errors.
Furthermore, the turbulence length scale to be specified at the inlet largely influences the turbulence
intensity and kinetic energy downstream, following decay, and it largely affects the calculations of tur­
bulence models. The length scale measured in experiments typically differs from CFD code definitions,
as explained in Section 3.5. It is important to address the length scale effects on HTC distribution, and
a sensitivity study is performed by analysing multiple simulations with various turbulence length scales.
The unsteady nature of secondary flows is another phenomenon imposing uncertainty in results. It is
observed that the SST model tends to model small structures of the horseshoe vortex in steady­state
simulations, which might be present only momentarily in experiments [103]. The implementation of tur­
bulence characteristics and unsteadiness of secondary flow are two aspects interfering with the model
flow field calculations, hence, are likely error sources.

4.1.4. Mesh sensitivity study ­ validation case
Mesh sensitivity study is performed implementing the SST k − ω turbulence model which tends to be
susceptible to grid refinement [132]. Transitional model γ − Reθ with Suluksna­Juntasaro correlation
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is incorporated. The high Reynolds number flow case (Re = 106) is used since it imposes the limit­
ing requirement for the first cell width regarding y+ value as compared to the low Reynolds number
(Re = 5 × 105) case. The case with low turbulence intensity is used to investigate if a simulation with
refined mesh predicts the same laminar­turbulent transition location.

The original mesh is made in an attempt to accurately model the flow such that the main flow phe­
nomena, especially, transition are well predicted. This is done by implementing the grid requirements
described in Table 4.1.2. At first, the computational mesh is made coarser in the streamwise direction
to study the effects of streamwise grid refinement. The streamwise resolution was halved, but the ef­
fects on the bulk flow far away from the wall were negligible with flow parameters differing by less than
0.5%. However, closer to the walls the shear force and skin friction coefficient results were differing
substantially between the two simulations. Especially, the HTC predictions on the airfoil surface were
affected. This initial investigation was performed in order to establish that streamwise mesh refinement
is of high importance in the following sensitivity study, on top of the mesh refinement in the normal to
wall direction close to airfoil and endwall surfaces.

(a) Original mesh (b) Finer mesh

Figure 4.5: Computational domain close to the airfoil surface. More nodes are implemented in the streamwise direction.

The original mesh of 22 million cells is compared with a refined mesh in Table 4.4. The differences in
the calculated flow field with respect to the original mesh are negligible, therefore the mesh is shown
to be independent regarding the resolution of the bulk flow. The mesh is refined to achieve a higher
streamwise resolution, and by putting more cells around the airfoil surface in the prism layer where the
boundary layer is modelled. In both cases, y+ < 1 on airfoil and endwalls, and a finer mesh consists
of 36.6 million cells. The original mesh implements 157 nodes along the pressure side and 305 along
the suction side, whilst the refined mesh has 189 and 369 nodes, respectively.

Multiple flow parameters are displayed in Table 4.4. The parameters on the inlet and outlet are mass
flow averaged, the HTC around the airfoil and forces are integrated across the surface elements. It is
shown that the discrepancy between the simulated flow characteristics is less than 1% for all parame­
ters, the majority of them having even a significantly lower discrepancy. After making the original mesh
with sufficient streamwise resolution, the discrepancies in HTC, skin friction coefficient and shear force
disappeared when refining the mesh. The HTC distribution around the airfoil is shown in Figure 4.7 at
midspan. The results suggest that the original mesh has a sufficient resolution for HTC calculations.
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Table 4.4: Comparison of the main flow parameters between simulations with the original and the refined mesh. Both
simulations were performed with the SST k − ω turbulence model.

Original mesh Refined mesh Difference in %
Number of cells 22 379 520 36683 136
Ma at inlet 0.382 0.382 0.01
Ma at outlet 1.324 1.327 0.20
Rex at inlet 1.00× 106 1.00× 106 0.00
Rex at outlet 1.65× 106 1.65× 106 0.00
Shear force on vane(N ) 1.456 1.507 3.81
Pressure force on vane(N ) 1081.6 1079.1 0.23
Heat transfer across endwall (W ) 840.18 837.04 0.37
Heat transfer across vane (W ) 822 857 4.51

The pressure distribution around the airfoil at midspan is shown in Figure 4.6a. The agreement on both
suction and pressure sides is remarkable, hence the pressure distribution solution is grid­independent.
Skin friction coefficient distribution at midspan is displayed in Figure 4.6b, a similar distribution is ob­
tained in both cases. Only close to the shock location on the suction side there is a slight discrepancy
due to streamwise refinement. However, it is expected because the shock is a discontinuity in the flow
field.

The HTC distribution around the midspan of the vane is shown in Figure 4.7. The agreement on the
pressure side is apparent. Also, on the suction side, the HTC is predicted similarly between the two
meshes. The highest discrepancy is right after the transition onset at x = 0.35cx where the finer
mesh predicts HTC about 4% higher. However, it is important that the transition location is predicted
consistently, and the results of the two meshes agree on transition starting at x = 0.34cx in this particular
flow case. The other location where a streamwise refinement is beneficial is at the shock location at
x = 0.85cx, however, calculations on both meshes give comparable results.

(a) Pressure distribution at midspan,
comparison between the simulations with

the original and the refined mesh.
(b) Skin friction coefficient at midspan, comparison between simulation results with the refined and

the original (coarser) meshes.

Figure 4.6: Mesh sensitivity study: a comparison of pressure and skin friction distributions at vane midspan.

Figure 4.7: HTC at midspan ­ comparison between the original and the refined mesh
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Figure 4.8: HTC at 10% span as predicted with simulations with the original mesh and refined. The secondary flow HTC
enhancement is predicted slightly differently.

Figure 4.9: HTC at 10% span as predicted by simulations with the original mesh and the refined mesh when implementing the
lag EB turbulence model. Secondary flow HTC enhancement is predicted similarly.

(a) Endwall HTC pattern with the finer mesh (b) Endwall HTC pattern with the original mesh

Figure 4.10: Mesh sensitivity: predicted HTC patterns on the endwall by both, refined and original, meshes.

Endwall patterns of HTC are obtained by specifying a constant temperature on the endwalls, and the
results are displayed in Figure 4.10. By a visual inspection, it is noted that the HTC pattern is calculated
similarly with both meshes, the finer mesh is able to refine the vortex structures in front of the airfoil
slightly more than the original mesh. The shock is predicted at the same location with both grids and
the figures display the horseshoe vortex forming before the leading edge. Furthermore, the HTC en­
hancement close to the suction side is predicted similarly with both meshes but the strength of vortices
within the horseshoe vortex system slightly differs.

It is challenging to capture the secondary flows due to their inherently unsteady nature. When investigat­
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ing the HTC distributions at 10% span (Figure 4.8), the agreement between two meshes, in general, is
satisfactory, especially on the pressure side. The region of uncertainty is on the suction side where the
secondary flow vortices are impinging on the vane surface. In that region from x = 0.35cx to x = 0.60cx,
even within a single simulation, the HTC solution is varying per iteration after reaching convergence.
It is noted that residuals are oscillating as well for the SST k − ω simulation, hinting at unsteadiness
in the flow field. It is argued that due to the unsteadiness of a three­dimensional vortex, iteration by
iteration the steady­state solver approaches a slightly different solution whilst trying to approximate the
solution of a secondary flow field. However, this variation is present irrespective of the mesh refine­
ment. Notably, the implementation of the transition model is also affecting the HTC calculation. The
same shock location is predicted by both meshes. Furthermore, the finer mesh predicts a higher HTC
just after the shock location on the suction side at 10% span. The maximum discrepancy of around 5%
in that region is deemed acceptable considering that the primary focus of the study is not on the shock
refinement.

The first HTC enhancement after the transition is associated with the suction side leg of the horseshoe
vortex impinging on the wall. The secondary flow field and visualisations are shown in Section 2.1. As
found by Levchenya et al. [103], the SST k − ω model refinement of the horseshoe vortex system is
dependant on the mesh resolution. Levchenya found that by creating a finer mesh, more structures
of horseshoe vortex appeared before the leading edge. However, in experiments they were observed
only momentarily [103, 104]. These findings suggest that the steady state solver is unlikely to reach a
complete mesh independent solution of the secondary flow field due to the unsteadiness of the vortex
system. A similar set of simulations is performed with the lag EB model with HTC distribution at 10%
span displayed in Figure 4.9. Notably, the lag EB model with both, coarser and finer, meshes predicts
a matching HTC distribution. However, the model also does not predict the suction side horseshoe vor­
tex leg attaching to the surface and causing an additional streak of large HTC on the suction side (see
Figure 5.6). Nonetheless, the solution with the lag EB model is deemed mesh independent. The HTC
enhancement after the shock is higher for the finer mesh, which is the only considerable discrepancy.

The mesh independence study has highlighted some of the intricacies when calculating the secondary
flow field. A finer mesh in a streamwise direction is desired to better resolve shock and transition
location. The finer mesh showed more variations in the secondary flow field as predicted by the steady­
state solver with the SST model. The potentially unsteady behaviour suggests that URANS might be a
valuable tool in evaluating HTC enhancement due to secondary flows impinging on the wall. Nonethe­
less, the steady solution of the SST model can give a representative solution and resolves the general
features of the flow field. The mesh resolution impact on resolving the secondary flow field varies de­
pending on the implemented turbulence model. The simulations with the lag EB model provided a fully
mesh independent solution in the flow case F. Considering the calculation of the bulk flow and heat
transfer data on the airfoil midspan, the mesh independence has been shown but care should be taken
with SST simulations when investigating the region on the suction side where the horseshoe vortex is
impinging on the wall.

4.1.5. Sensitivity to turbulent length scale
A sensitivity study is performed to analyse the impact of the freestream turbulent length scale on the
predicted HTC results and flow field. Case F is chosen for analysis with Tu = 8% at the inlet and sub­
sonic exit. It was observed that for low turbulence intensity (Tu = 1%) cases the chosen length scale
in the range of 0.1mm to 10mm did not significantly affect the results. First, the concept of turbulence
decay is presented in Section 4.1.5. The results of the sensitivity study are discussed in Section 4.1.5.
In the experiment, the authors reported an inlet integral length scale of 0.22 of the axial chord, which
equals 30mm [8]. As already established in Section 3.5 regarding the SST model, the energy length
scale to be implemented in CFD codes is typically lower than measured in experiments, and a 6mm
length scale is used for comparison with experimental data. Considering that lag EB k − ε and SST
k−ω models predicted results with a closer agreement to the data when compared to the v2−f model,
these two models are implemented in the sensitivity study. Four different length scales are analysed for
both lag EB and SST simulations ­ 0.1mm, 1mm, 6mm and 30mm. Furthermore, it should be noted
that the implementation of length scale in the respective turbulence models slightly differs between the
models, as explained in Section 3.5.
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Turbulence decay

Turbulence decays due to dissipation and can increase only due to the presence of shear. Hence,
in a gas channel or in a turbine passage, the turbulence intensity is decaying unless the shear force
is present. Turbulence intensity is used in the calculation of turbulent kinetic energy Equation 3.19,
which, in turn, is directly tied to the eddy viscosity (Equation 3.15), which affects the heat transfer
(Equation 3.7). Therefore, turbulence decay is affecting the HTC distribution on the airfoil, it is likely
that various turbulence models treat the decay slightly differently. Therefore, by changing the size of
the largest energy­carrying turbulent structures at the inlet (turbulent length scale), turbulence decay
will be affected. For example, since the turbulence intensity is decaying along the gas channel, a case
with a higher length scale at the inlet would likely have a higher turbulence intensity locally at a specific
location in the gas channel when compared to a case with a smaller turbulent length scale. Correspond­
ingly, this leads to different values of turbulent kinetic energy calculated and also different HTC values.

Results of the sensitivity study

First, the flow cases simulated with the SST model coupled with the γ −Reθ transition model are anal­
ysed and HTC data on midspan are shown in Figure 4.11a. On the pressure side, consistently, a higher
length scale results in a higher HTC. From 1mm to 30mm length scale cases are relatively comparable
on the suction side as well, predicting a similar pattern, but the 0.1mm case vastly underestimates the
HTC and also assumes a laminar boundary layer. Hence, the transition is predicted on the suction
side by the SST γ − Reθ model with a 0.1mm length scale. An early transition is predicted with the
simulation with 1mm, which is also apparent in the experimental data. The length scale of 0.1mm,
thus, does not represent data and is a strong outlier among the others. The 6mm length scale gives
the closest agreement with the data on the pressure side at midspan where the flow is not affected by
secondary flow phenomena, however, the suction side HTC is slightly underpredicted. Simulation with
a 30mm inlet length scale predicts the highest values on midspan which is expected since the local
turbulence intensity is higher. Notably, the overprediction of HTC at the leading edge is apparent for
simulations with 6mm and 30mm length scales whilst the 1mm length scale replicates the stagnation
HTC the closest.

By investigating the 10% span data on the suction side (Figure 4.11) and analysing the simulation
results in terms of HTC distribution on the blade suction side (Figure 4.12), the additional streak of
high HTC is suppressed by a higher turbulence level. The suction leg of the horseshoe vortex is not
that strong for higher turbulence intensity levels. This is due to the boundary layer on the endwalls
being smaller in size as the high turbulence suppresses it. However, the maximum HTC at 10% span
is recorded for the6mm length scale, followed by 30mm, and 6mm also represents the experimental
data the closest. Sensitivity is apparent. As the larger turbulence intensities suppress the incoming
endwall boundary layer, the effect of the horseshoe vortex on the suction side is weakened. The 30mm
length scale simulation has only two enhancements of HTC in SST simulations whilst 6mm and 1mm
length scale simulations predict multiple structures of HS vortex impinging on the suction side, on top
of the HTC enhancement by passage vortex, as shown in Figure 4.12.
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(a) Midspan

(b) 10% span

Figure 4.11: HTC rates on the airfoil surface along the streamwise direction. A comparison is made between the experimental
data and simulations with the SST γ −Reθ model and different turbulent length scales at the inlet.

(a) 1mm turbulent length scale at the inlet (b) 30mm turbulent length scale at the inlet

Figure 4.12: HTC distribution on the suction side of the airfoil, as predicted by simulations with the SST k − ω model with
different turbulent length scales. HTC is enhanced when implementing the large length scale at midspan but the suction side

leg of the horseshoe vortex is suppressed.
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The following two are the main conclusions of the sensitivity study. In the regions where secondary
flows do not influence the HTC data, a larger inlet length scale corresponds to a higher HTC, as the
higher length scale leads to locally higher turbulence intensity and turbulence kinetic energy, leading
to a larger eddy viscosity in those regions. Meanwhile, the secondary flow effects can be strong with
smaller length scales, since the endwall boundary layer has a larger size for low turbulence intensity
cases, resulting in a stronger horseshoe vortex system. The higher turbulence intensity suppresses
the incoming endwall boundary layer.

(a) 1mm turbulent length scale at the inlet (b) 30mm turbulent length scale at the inlet

Figure 4.13: HTC distribution on the suction side of the airfoil, as predicted by simulations with the k − ε lag EB model with
different turbulent length scales. HTC is enhanced when implementing the large length scale at midspan but the additional line

of high HTC disappears, which is associated with the suction side leg of the horseshoe vortex.

Similar to the SST γ − Reθ model, the lag EB model also, consistently, predicts a higher HTC on the
pressure side with a larger turbulent length scale, and results are sensitive to the inlet length scale,
as was expected. Again, only the 0.1mm length scale gives non­comparable results with a slightly
different HTC trend on the pressure side of the airfoil, as shown in Figure 4.14a. The 30mm length
scale greatly overestimates the pressure side HTC, and 1mm or 6mm simulations give the closest
agreement to experimental data, a similar trend as observed with the SST model. The early part of
the suction side, however, is well estimated by the 30mm length scale on midspan. It must be noted,
however, that an overprediction of HTC is recorded at the stagnation point in all simulations, except for
the length scale of 0.1mm.
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(a) Midspan

(b) 10% span

Figure 4.14: HTC rates on the airfoil surface along the streamwise direction. A comparison is made between the experimental
data and simulations with the k − ε lag EB turbulence model and different turbulent length scales at the inlet.

An investigation of Figure 4.13 suggests that the simulation with a small turbulence length scale of 1mm
predicts an additional streak of enhanced HTC, as SST γ −Reθ does. However, it is quite weak in the
lag EB model simulation, and it disappears in simulations with 6mm inlet length scale or larger. This
streak corresponds to the suction side leg of the horseshoe vortex. Notably, the closest agreement
with the data at 10% span is for the simulation with a 6mm length scale, i.e. the length scale replicating
the length scale specified by Giel. The 30mm length scale results in significantly underestimated HTC
enhancement on the suction side due to a suppressed endwall boundary layer. Simulations with 1mm
and 0.1mm length scales replicate the experimental data on the suction side, recording 5%­20% lower
HTC values towards the trailing edge on the suction side, as compared to the simulation with 6mm inlet
length scale. However, it cannot be stated conclusively that the simulations with a 6mm inlet length
scale have better agreement with experimental data when compared to a 1mm length scale. Gener­
ally, towards the trailing edge the former recorded better agreement with the data, but 1mm length
scale simulations provided closer agreement at the leading edge and regions close to it. However, the
additional streak of high HTC reported on the suction side in Figure 4.13 when using 1mm length scale
is not observed in the experimental data. In lag EB model implementation, similarly to the SST model,
the range of magnitude between 1mm and 10mm is appropriate for representative inlet length scale
specification.

The turbulence length scale sensitivity study has highlighted the importance of selecting a representa­
tive length scale at the inlet. Due to turbulence decay, the chosen length scale influences how large is
the turbulence intensity locally, and, thus, affects the HTC and transition. However, the sensitivity study
has also shown that the length scale affects the strength of horseshoe and passage vortices. Similar
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findings are observed also in low Reynolds number (0.5× 106 flow cases) and high inlet turbulence
intensity case A when implementing Kelterer correlations for Flength and Reθ,cr. Transition onset shifts
significantly downstream when implementing length scales below 1mm, whilst the length scales of a
6mm or similar represent experimental data the closest. The 6mm turbulent length scale is chosen for
simulations with both, SST k − ω and lag EB, turbulence models.

4.2. Film cooled vane
A numerical study is performed investigating a transonic turbine nozzle guide vane equipped with show­
erhead film cooling. Adiabatic film cooling effectiveness is analysed. RANS and scale­resolving hybrid
RANS­LES simulations are performed, both with a uniform inflow and with a swirling inflow. The aims
are to establish the benefits of hybrid CFD modelling, and to investigate the showerhead film cooling
effectiveness under different inflow conditions.

4.2.1. CFD model description
The implemented nozzle guide vane is LS89 from von Karman institute [113]. Multiple studies have
been performed investigating flow physics around this vane in an uncooled condition [58, 113], and with
pressure and suction side film­cooling [9]. The flow turning angle is relatively low, there is not a strong
horseshoe vortex forming as compared to the validation case. In the current study, a showerhead film
cooling configuration is applied to the vane. The cooling effectiveness is investigated in a case with
uniform inflow and a swirling inflow. The showerhead cooling consists of three rows of cooling channels
spanning the whole leading edge between endwalls which are modelled as flat surfaces. The geomet­
rical parameters of the domain are listed in Table 4.5.

The cooling channels are cylindrical with a diameter of 0.7 mm. The cooling holes are staggered in
multiple rows on the airfoil surface. The cooling hole pitch within a row is 4 mm or 5.7 cooling channel
diameters. The coolant channel length is 4.5 diameters. The cooling channels are at a 35° angle to
the vane surface, i.e. the coolant injection angle β = 35° as visualised in Figure 4.16a. The coolant
channels are angled perpendicularly to the mainstream direction to ensure a crossflow. The design of
the showerhead is unique but a prior investigation is performed in order to replicate a realistic setup.
The stagnation line of NGV can be unsteady, hence, attention is on ensuring that the pressure side
has coolant coverage in various conditions. The suction side coolant coverage is less critical since the
lower pressure on that location tends to draw the gas and coolant to the suction side in the limiting case
when holes are very close to the stagnation line.

Table 4.5: Vane geometrical parameters

Chord 67.647mm
Axial chord 36.985mm
LE radius 4.127mm
TE radius 0.710mm
Vane span 80mm
Vane pitch 57.5mm
Cooling hole diameter, D 0.7mm
Cooling hole pitch 5.7D
Cooling channel length 4.5D
Coolant injection angle 35°
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Figure 4.15: Geometry of the domain

(a) Injection angle β. A schematic top view of the vane leading edge
and a single cooling channel. (b) Coolant plenum inlet and cooling holes

Figure 4.16: Geometry of coolant plenum and cooling channels.

Boundary conditions

Stagnation inlet and pressure outlet are implemented with total pressure specified at the mainstream
inlet and static pressure at the outlet. The total temperature is also specified at the inlet, and this value
is implemented in cooling effectiveness calculations. The periodic boundary condition is specified for
the surfaces at the top and bottom of the domain. The endwalls and vane surface are modelled as
adiabatic. A coolant plenum is modelled with a separate pressure inlet and outlet, and a lower temper­
ature air is used as a coolant. Stagnation inlet and pressure outlet are applied for the coolant plenum,
the cooling channels connect the plenum to the mainstream domain.

The temperature ratio between coolant and mainstream together with the blowing ratio are two impor­
tant parameters to consider. A blowing ratio of 1.40 is used and it relates the momentum of coolant
to the momentum of the mainstream, defined in Equation 4.5. Considering that the pressures are
specified at domain boundaries, the BR parameter can be adjusted by regulating the pressures of
the mainstream and coolant gases. The ratio of total temperatures between coolant and mainstream
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Tt,c/Tt,∞ = 0.71. The inlet­to­coolant pressure ratio was kept relatively low to ensure a low blowing
ratio. However, it has been shown in experiments that even at low blowing ratios the coolant at the
showerhead region is susceptible to lift­off due to relatively large injection angles [133].

The implemented pressure and temperature values are lower than in the actual gas turbine conditions,
however, the flow physics are similar and the problem regarding cooling effectiveness is largely scal­
able. The pressure and temperature at the inflow are taken to roughly replicate the same range of
magnitude of the experimental conditions on the NASA C3X vane, used in the study by Mangani et al.
[134]. The aim is not to replicate the overall experiment conditions fully as the considered cooling con­
figuration is different. The ideal gas model is implemented for air with the ratio of specific heats κ = 1.4.
The total pressure and total temperature specified at the mainstream inlet are Pt,in =300000Pa and
Tt,in =700K, and at the coolant plenum inlet these are Pt,c =310000Pa and Tt,c =500K, respectively.
The mainstream outlet static pressure is set at 184 000Pa, corresponding to an isentropic Mach num­
ber of 0.85 at the outlet. For RANS simulations, the turbulence intensity specified at the inlet is 8% and
the length scale is 8mm. A high turbulence intensity of 10% is specified at the coolant plenum.

Table 4.6: Flow parameters.

Tt,c/Tt,∞ 0.71
Pt,c/Pt,∞ 1.033

BR 1.40
Mais,out 0.85
Rex,out 0.9× 106

Computational domain

The geometry is created with a CAD model which is then imported into Star − CCM+ simulation
software. A polyhedral Star − CCM+ mesher is used for mesh generation.

Figure 4.17: Computational grid for the film cooled vane RANS simulations, a cross­section at vane midspan.

The polyhedral mesh has a 0.6 mm base cell size specified in the domain, and the base cell size of
0.054 mm is used in the leading edge region and in the cooling channels. The midplane section of
the complete computational domain is shown in Figure 4.17. Volumetric meshing control is applied
in the cooling holes and the region on the leading edge in the direct vicinity of the holes as shown in
Figure 4.18. This is done in order to ensure that the large grid requirements are met in the region where
the coolant is interacting with the mainstream. The region on the vane just outside the leading edge is
equipped with a surface control to ensure high resolution in the prism layer and smooth transition from
the very fine leading edge mesh. The regions further away from the leading edge and airfoil surface



4.2. Film cooled vane 56

Figure 4.18: Coolant plenum and leading edge mesh resolution.

Figure 4.19: Surface mesh on the leading edge and inside the cooling holes

are made coarser to limit the computational cost.

The y+ value on the surface inside the cooling holes and on the vane surface is ensured to be below 1.
The thickness of the first layer on the wall is 7× 10−7m in the region of cooling holes and the leading
edge. The computational mesh of 27 million cells is implemented in the RANS simulations. The re­
sults of the mesh sensitivity study are presented in Section 4.2.3. The residuals are aimed to be below
1× 10−6 which is a criterion mostly achieved in simulations. Energy residual and, in swirling flow simu­
lations, the y­axis momentum equation residual are obtained below 1× 10−4. An additional simulation
of an uncooled cascade is performed with an extended outlet to confirm the solution independence of
outlet placement.

Following the results of the literature review, the realizable k − ε model is implemented for the film
cooled vane. Alternatively, the lag EB k − ε model is also applied to RANS simulations since the re­
sults were found to match closely to the realizable k − ε prediction. The transient hybrid RANS­LES
simulations are performed with the lag EB model for regions with RANS formulation. The SST k − ω
model is not preferred in problems involving mixing between multiple jets and evaluating film cooling
effectiveness, as explained in Section 2.3. A preliminary analysis with the SST model resulted in a
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considerably different flow field when compared to RKE and lag EB model solutions.

Scale resolving hybrid simulations

Scale resolved hybrid model is applied to investigate the benefits of hybrid LES­RANS modelling as
compared to the steady­state RANS simulation. A transient simulation is performed with the steady­
state RANS result as an initial solution. The hybrid model is equipped with the lag EB turbulence model
in the regions where RANS formulation is implemented. The lag EB model is chosen since it has im­
proved near­wall treatment as compared to the RKE model which has been extensively used in the
literature on film cooling problems as explained in Section 2.3. In addition, both models provided simi­
lar results in terms of adiabatic cooling effectiveness in RANS simulations, as reported in Section 5.2.1.
In order to capture the unsteady behaviour in the mixing between coolant jets and the mainstream gas,
the CFL number in the whole leading edge region is kept below unity. A timestep of 4× 10−7 s is im­
plemented. One flow­through in this case is defined as a time for a coolant particle to flow through the
entire cooling channel. After a start­up time of around 2000 time steps, at least ten flow­throughs are
simulated.

The temporal and spatial resolution are investigated retrospectively during the simulation. The hybrid
simulation allows for the investigation of the RANS regions and scale­resolved regions. The aim is
to resolve at least 80% of the turbulence kinetic energy in the leading edge region. The modelled­to­
resolved energy ratio is investigated to satisfy this criterion. If the spatial resolution is insufficient in
a specific region on the leading edge or slightly downstream, then the mesh is refined further in that
particular region. For example, additional refinement was required in the regions close to the vane
surface just downstream of the leading edge where the volumetric mesh control did not extend. The
mesh that is implemented in RANS simulations is used at the beginning when running SRH simulation.
Similarly, the timestep can be adjusted if the CFL criterion is not met. The total duration of computational
time to simulate ten flow­throughs was around a week using 140 cores.

4.2.2. Cooling parameter and swirl definitions
Adiabatic film cooling effectiveness is defined in Equation 4.4.

η =
Taw − T∞

Tc − T∞
(4.4)

The parameters T∞ and Tc are constant mass flow­averaged quantities over the mainstream and
coolant inlets, respectively. Taw is obtained when the wall is modelled as adiabatic. The blowing
ratio is an important parameter in film cooling problems. The definition is provided in Equation 4.5. The
coolant mass flow ṁc and cross­section area Ac represent the total values summed­up over all cooling
holes, i.e. Ac =

∑n
i Ai where n is the number of cooling holes.

BR =
ṁc/Ac

ṁ∞/A∞
(4.5)

The adiabatic model allows for an investigation of the coolant coverage and interaction between main­
stream and coolant jets. However, an adiabatic model does not allow for an investigation of heat
transfer. There would be an enhanced convective heat transfer in the regions of high mixing that would
generate strong turbulence. Furthermore, the coolant inside the channels is cooling the walls of those
coolant channels. The vane would also be cooled in the leading edge region through conduction since
the vane structure is connected to the coolant channels. Hence, these factors are disregarded, and
the analysis is focused on film cooling effectiveness.

Inlet swirl profiles

In modern gas turbines, the swirlers help to stabilise the flame in the combustion chamber. However,
often the swirling motion is conserved when flow enters the NGV. The motivation for applying a swirling
profile is to investigate how it affects the showerhead film cooling performance. The swirl intensity is
characterised in Equation 4.6 as a ratio between tangential and axial velocities. This is a simplified
expression as compared to swirl number [18] but it can be effectively used to compare various swirl
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profiles. A swirl number is a parameter commonly used to characterise swirl strengths but it is based
on a swirler geometry. A cylindrical coordinate frame with origin at the center of the inlet is used to
obtain the averaged velocity values over the inlet for Equation 4.6. Furthermore, a swirl introduces
an additional secondary flow structure and it is expected that aerodynamic loss is increased. In addi­
tion, the mixing between coolant and the mainstream is a major loss source, present for both no­swirl
and swirling flow inlet cases. The loss is compared between multiple swirling profiles in terms of the
total pressure loss by implementing the definition of aerodynamic row efficiency [18, 135], shown in
Equation 4.7.

Sn =
Utan

Uax
(4.6)

ηrow =
1− ( Pout

Pt,out
)

γ−1
γ

1− ( Pout

Pt,in
)

γ−1
γ

(4.7)

Two swirling profiles are applied to the inflow. The first profile is created by simulating a channel flow
with a circular swirl imposed on its inlet. Then the obtained profile is extracted downstream with a swirl
intensity of 0.17, or 17%. The profile is shown in Figure 4.20. The second profile is extracted from a
simulation of a non­reacting combustor, and it is visualised in Figure 4.21. It has a considerably higher
swirl intensity of 75%. Both profiles have a swirl core aligned to the leading edge of the vane. For
reference, swirling flow with a swirl number below 0.30 in a burner is considered a weak swirl, and
above 0.6 a strong swirl [136].

Figure 4.20: Tangential velocity vectors at the inlet, swirl intensity of 17%.

The non­reacting combustor simulation is obtained from the FACTOR project simulation [137]. The flow
case consists of a non­reacting annular combustor simulator coupled with a swirler [17]. The studies
were focused on analysing turbine­vane interaction. The total pressure, total temperature, and flow ve­
locity components are extracted at the inflow of the nozzle guide vane. The aim of extracting this profile
is to apply a swirling inflow with a matching hot­streak at the inlet to analyse the effect on showerhead
film cooling performance. Notably, the geometry of the vane and the flow channel is not replicated
exactly from the FACTOR simulation. Therefore, the focus is on drawing analysis of the effect of flow
variables, such as swirl, rather than simulating a fully realistic turbine configuration.

There are some limitations that shall be addressed, regarding the application of the FACTOR swirl pro­
file. Firstly, the simulation of the FACTOR consisted of two vanes downstream of a combustor with
a periodic boundary applied on the edge of the domain, instead of one vane as in the CFD model of
the current study. Hence, the geometry of the channel is wider (two vanes vs one) and the periodicity
is different. A decision was made to extract a part of the inlet profile from FACTOR simulation, corre­
sponding to a portion consisting of a complete swirl profile with the swirl core located at the center of
the section. Therefore, the periodicity is altered, however, a complete swirling rotation is captured as
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(a) Total temperature profile at the inlet.
(b) Tangential velocity vector components at the inlet with vane leading edge shown in the

background.

Figure 4.21: Inlet hot­streak and swirl profile derived from FACTOR inflow.

visualised in Figure 4.21b. The swirl core is leading­edge­aligned without the possibility to investigate
the passage­aligned swirl due to the periodicity of the domain. Secondly, the vane span is shorter
in FACTOR geometry. In order to preserve the swirl profile, it is decided to shorten the span of the
showerhead CFD model for analysis of this particular flow case. In addition, the flow angles are not
matched. For the FACTOR inflow the mass flow averaged total pressure at the inlet Pt,∞ = 151413Pa,
outlet Mach number is kept around Mais,out = 0.90. The coolant­to­mainstream total temperature and
total pressure ratios are maintained as in the other simulations, Tt,∞ = 459.3K and Tt,c = 320K. The
blowing ratio is increased to BR = 1.90 to ensure that hot gas ingestion is avoided.

4.2.3. Mesh sensitivity study ­ film cooled vane
The computational mesh is refined for mesh independence study, and two additional configurations
are made. First, the base size of the cells in the entire domain is reduced by a third, and the first cell
width on the wall is reduced by 25% (labeled as ’Refined mesh’). The second configuration consists of
mesh refinement exclusively at the leading edge region and the cooling holes (’Refined LE’). The cell
size in the volumetric control is refined by half, and the prism layer is refined similarly to the first con­
figuration. Finally, after observing a mesh­independent solution for refined meshes, a coarser mesh is
added. For this configuration, the resolution in the leading edge region and inside the holes is slightly
reduced. The base cell size in the region is increased by 10%, and prism layer first layer thickness
increased up to 1× 10−6m whilst ensuring y+ value below 1. The realizable k − ε turbulence model
is implemented. To show mesh independence the adiabatic wall temperature is plotted at the leading
edge on the cross­section of the vane. The location where the temperature is obtained is shown in
Figure 4.22b. The temperature variation on the whole leading edge section is provided in Figure 4.22a.

Results indicate that mesh independence is achieved. The coolant coverage predicted by the three
simulations is evidently similar as reported in Figure 4.23. The area­averaged cooling effectiveness is
compared in Table 4.7 and it varies within 1%. The averaging is performed on the suction side and
pressure side areas (”SS” and ”PS” in Figure 4.24) of the leading edge.
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(a) Adiabatic temperature distribution on the leading edge with four different meshes (b) Location of adiabatic temperature comparison

Figure 4.22: Comparison of temperature distribution on the vane leading edge between RANS simulations with various mesh
sizes.

(a) Original mesh (b) Refined mesh

Figure 4.23: Adiabatic cooling effectiveness on the vane leading edge

Table 4.7: Mesh independence study. A comparison of predicted blowing ratios and area­averaged cooling effectiveness
values. and

Original mesh Refined mesh Refined LE Coarser mesh
Number of cells 33.5 million 63.8 million 71.1 million 26.6 million
ηavg on ”PS” 0.236 0.234 0.239 0.243
ηavg on ”SS” 0.300 0.298 0.302 0.303
BR 1.385 1.408 1.394 1.410

Figure 4.24: The areas ”PS” and ”SS” on the vane leading edge over which the area­averaged cooling effectiveness values
are obtained



5
Results

The results section is split into two parts. First, the results are presented for the validation case in
Section 5.1 and then for a film­cooled vane in Section 5.2.

5.1. Validation case
The CFD results together with a comparison to experimental data are provided first for the cases of
higher Reynolds number at the inlet (Rex = 1.0·106 for cases F and H), then for the lowerRex = 0.5·106
for cases A and C. The presented cases provide the information to analyse the effects of the three flow
variables of the experiment, which are the inlet turbulence intensity, Reynolds number, and outlet Mach
number. The results of the four remaining cases (Case B,D,E,G) are placed in Appendix A.

5.1.1. Rex = 1.0 · 106 cases

(a) Case F. Experimental data of HTC on airfoil surface. (b) Case F. Suction side HTC as predicted by the SST model

(c) Case F. HTC distribution on airfoil surface as predicted by the lag EB model.

Figure 5.1: Case F (Tu=8%), HTC distribution on the airfoil surface. SST model predicts an additional streak of high HTC
between the endwalls and the midspan. The lag EB model prediction agrees better with the experimental data on the suction

side.

61
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(a) Case H midspan, Tu = 0.50% (b) Case F midspan, Tu = 8%

(c) Case H 10% span, Tu = 0.50% (d) Case F 10% span, Tu = 8%

(e) Case H 25% span, Tu = 0.50% (f) Case F 25% span, Tu = 8%

Figure 5.2: Re = 1.0 · 106, Maout = 0.98. HTC along the curvilinear distance on the airfoil surface at various span locations.
Results show the lag EB model being superior in estimating secondary flow HTC enhancement on the suction side, especially
in the low turbulence intensity case. A transition model is required to capture transition location on the low turbulence intensity
case H, Kelterer correlation is implemented for the γ −Reθ model. Overprediction of HTC at the leading edge for case F by all

models.

The HTC values on the complete airfoil surface are shown in Figure 5.1 for the case with 8% turbu­
lence intensity. The predicted HTC values at different locations along the airfoil span are displayed in
Figure 5.2 for two subsonic flow cases. Evidently, the pressure side HTC predictions The curvilinear
distance along the airfoil surface s is normalised over a length of the blade span and placed on the
horizontal axis. For the suction side s/span > 0, and for the pressure side s/span < 0.
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Only the cases with low turbulence intensity Tu < 0.5% experience a considerable portion of the suc­
tion side boundary layer in a laminar state. Therefore, the transition model is not implemented in high
turbulence intensity flow cases. A simulation without transition model improves the underpredictions by
the γ −Reθ in the regions where the transition model wrongly predicts a completely laminar boundary
layer, e.g. on the pressure side. The Kelterer correlation for transition parameters is implemented since
the Suluksna­Juntasaro correlation predicted a transition onset too far downstream. However, it should
be noted that the reported dots of paint interfered with the transition prediction in low turbulence case H.

The HTC enhancement on the suction at 10% and 25% of the span is associated with the secondary
flows impinging on the wall. In this region, the lag EB model provides the best agreement with the
experimental data as shown in Figure 5.2d, Figure 5.2c and Figure 5.2e. However, all of the models
correctly captured the location where the HTC starts to increase on the suction side. The SST model
provides a closer agreement to the experiment as compared to the v2 − f model which underpredicts
the HTC enhancement due to secondary flows. However, the SST model predicts an additional streak
of high HTC in the high turbulence intensity case F, as observed in Figure 5.1. This streak is associated
with the trace of the suction side leg of the horseshoe vortex which was observed in the low turbulence
intensity cases in the experiment. All three RANS models overpredicted the stagnation point HTC for
the high turbulence intensity case F, the SST model overprediction is the smallest.

5.1.2. Rex = 0.5 · 106 cases

(a) Case D. Experimental data of HTC on airfoil surface.
(b) Case D. Suction side HTC as predicted by the SST

γ − Reθ model

(c) Case D. HTC distribution on airfoil surface as predicted by the lag EB model.

Figure 5.3: Case D (Tu=0.25%), HTC distribution on the airfoil surface. SST γ −Reθ model accurately predicts the transition
onset at s/span = 0.6 whilst the lag EB model prediction misses it. Both models predict the suction side leg of the horseshoe
vortex impinging on the wall, the second streak of enhanced HTC can be distinguished only vaguely in experimental data. The
lag EB model prediction agrees slightly better with the experimental data in the region s/span > 0.5 close to endwalls due to a

stronger HTC enhancement.
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(a) Case C midspan, Tu = 0.25% (b) Case A midspan, Tu = 8%

(c) Case C 10% span, Tu = 0.25% (d) Case A 10% span, Tu = 8%

(e) Case C 25% span, Tu = 0.25% (f) Case A 25% span, Tu = 8%

Figure 5.4: Re = 0.5 · 106, Maout = 1.30. HTC along the curvilinear distance on the airfoil surface at various span locations.
Suluksna­Juntasaro correlation (default in Star­CCM+) is implemented for γ −Reθ model. The transition model accurately

predicts transition onset, also the high turbulence case has an early transition onset which is predicted by the γ −Reθ model.

For low Reynolds number cases, it is observed that the transition onset is further downstream as com­
pared to the Rex = 1.0 · 106 flow cases as observed in Figure 5.3c. This agrees with the theory and
experimental data from Giel. The supersonic flow cases A and C are displayed in Figure 5.3 where the
HTC enhancement at around s/span = 1.4 is associated with the shock wave location. The transition
onset predicted by the SST γ − Reθ model with Suluksna­Juntasaro correlation has moved negligibly
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further downstream by 0.01cx, as compared to the case H where the model predicted significantly too
late transition. It is noted that case C (Rex = 0.5 · 106) in the experiment was not affected by the re­
ported dots of paint, as opposed to the case H (Rex = 1.0 · 106). The difference between transition
onset locations in case H and case C is evident in experimental data, similarly as predicted with Kel­
terer correlation. In Rex = 0.5 · 106 cases, the γ − Reθ model transition predictions match with both
Kelterer and Suluksna­Juntasaro correlations. Notably, in Rex = 0.5 · 106 cases (Figure 5.4) there is
a clear transition predicted by v2 − f and lag EB models slightly downstream of the trailing edge as
well, however, it is considerably differing from the actual transition onset recorded in the experiment at
around s/span = 0.5 as shown in Figure 5.4a.

Transition location seemingly forms the biggest difference when comparing Rex = 0.5 · 106 to Rex =
1.0·106 cases. Apart from that, the HTC onmidspan and other regions is simply reduced or scaled down,
as is expected for a lower Reynolds number flow. Notably, the stagnation HTC is not overpredicted by
the SST model in the Rex = 0.5 · 106 and high turbulence cases, as opposed to Rex = 1.0 · 106 cases.
Similar to the Rex = 1.0 · 106 cases, all RANS models capture the enhancement of HTC due to sec­
ondary flows impinging on the suction side wall. Furthermore, an additional streak of high HTC close
to midspan in Figure 5.3c is observed in experimental data, and it is predicted by both SST and lag EB
models. The lag EB prediction provides the closest agreement to experimental data in low turbulence
case C (Figure 5.4c) at 0.5 < s/span < 1 where secondary flow impinges on the wall at 10% of span­
wise location. The HTC values downstream of the shock are underpredicted by all three RANSmodels.

5.1.3. Difference in horseshoe vortex modelling between lag EB and SST mod­
els

As shown in Figure 5.1 and Figure 5.3, the HTC pattern on the vane suction side is largely influenced
by secondary flows. The vortices impinge on the vane surface, increasing the HTC locally. However,
the predicted HTC pattern slightly differs between the SST γ −Reθ and lag EB models. The additional
streak of enhanced HTC is often visible for SST model (Figure 5.1b) between midspan and the location
where the passage vortex impinges on the surface. The additional enhancement, which is also present
in the experimental data, is associated with the suction side leg of the horseshoe vortex, therefore, the
horseshoe vortex system is explored in more detail. The modelling differences stem from horseshoe
vortex calculations. Case F is used to compare the modelled horseshoe vortex system between SST
γ − Reθ and lag EB models. As shown in Figure 5.5a, the SST model predicts the system consisting
of four separate vortices, as visualised by Q­criterion isosurfaces. Meanwhile, the lag EB model pre­
dicts one distinguished vortex (Figure 5.5b) or, at most, two when an additional corner vortex appears
in low­turbulence case. This is also the reason why the SST suction side HTC pattern has the extra
streak of enhanced HTC, which is not recorded by the lag EB model in either low or high turbulence
cases. It corresponds to one of the horseshoe vortex structures impinging on the suction side of the
vane.

There is high eddy viscosity at the core of a vortex, responsible for enhancing HTC when the vortex
impinges on the wall. A modelling difference between lag EB and SST is also apparent when analysing
the region on the suction side where the secondary flows start to affect the HTC distribution. As shown
in Figure 5.6b with streamlines seeded from the endwall, a spot of large turbulence kinetic energy is
present where a vortex impinges on the suction side of the airfoil for SST k − ω simulations. The peak
turbulent kinetic energy is larger as compared to the lag EBmodel (Figure 5.6a). However, downstream
of that peak location on the suction side, the turbulent kinetic energy value quickly reduces and the lag
EB model predicted flow field has a higher turbulent kinetic energy. In general, the turbulence kinetic
energy pattern on the vane surface is similar to the HTC pattern since the heat transfer calculations in­
corporate turbulence kinetic energy term, as explained in Section 3.5. It is noted that the lag EB model
includes the transport equation for anisotropy measure or ’reduced stress function’ ϕ, and, according to
Equation 3.23, it is also included in the equation for eddy viscosity. Therefore, the anisotropy can play
a role in HTC calculations, especially in this location where the secondary flow field is estimated. Tur­
bulence prediction is likely overestimated by the SST model at a location where a vortex impinges on a
wall since the Reynolds stress and strain components can be misaligned there. As found by investigat­
ing lag EBmodel flow field, the reduced stress function ϕ is low at the impingement location, suggesting
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(a) Positive Q­criterion values upstream of the leading edge.
Modelling of horseshoe vortex structure. SST k − ω model

(b) Positive Q­criterion values upstream of the leading edge. Modelling of
horseshoe vortex structure. Lag EB model.

Figure 5.5: Q­criterion upstream of the vane leading edge.

a high anisotropy. In such locations, SSTmodel is prone to overestimate turbulence kinetic energy [64].

(a) HS vortex bending around passage vortex. Case F, lag EB model

(b) HS vortex bending around passage vortex. Case F, SST model. An
arrow indicates a region of high turbulent kinetic energy where the

vortex impinges on the vane surface.

Figure 5.6: Streamlines seeded from the endwall show the suction side leg of the horseshoe vortex bending around the
passage vortex.

5.1.4. SST γ −Reθ with constitutive relations and crossflow transition term
Applying constitutive relations for the SST model is deemed to improve accounting for turbulence
anisotropy, as described in Section 3.5.1. High turbulence Case F and Case E were simulated with
quadratic and cubic relations applied and without a transition model. The quadratic relation provided
results without considerable discrepancies from the linear constitutive relation when applied to the SST
model. The cubic relation incorporates a slightly modified equation for the eddy viscosity but the pre­
dicted HTC distribution is only slightly affected. In general, the similarities in the predicted HTC distribu­
tion were apparent when compared to SST simulations without non­linear constitutive relations applied.
The cubic relation leads to a slightly larger HTC enhancement due to secondary flows at 10% of the
span, the maximum HTC value 4%­6% higher at that location. The simulation with the cubic relation
was more robust, and the unsteady horseshoe vortex and its impingement on the suction side were
resolved more consistently. The residuals progressed orderly with fewer oscillations. Provided that
anisotropic turbulence is of importance and convergence is reached, it is recommended to implement
the cubic relation for SST simulations. Regarding the curvature correction, no significant differences
were observed when implementing this parameter. The stagnation point HTC was increased by 4%,
resulting in an even larger overprediction
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Crossflow transition

(a) Crossflow transition term enabled (b) The original γ − Reθ without crossflow term

Figure 5.7: Case H. HTC distribution on the suction side of the airfoil with and without the inclusion of crossflow term in the
γ −Reθ transition model (Tu = 0.5%). The differences are obtained in the areas where the secondary flow field interferes with
the transition location. Crossflow term inclusion achieves a closer agreement with the data, by ensuring a slightly smoother

transition and avoiding the streaks of extremely low HTC rates.

Considering that the secondary flow field is affecting the HTC distribution on the suction side close to
the endwalls, the γ −Reθ transition model incorporating the crossflow transition term is tested. Firstly,
no noticeable effect is observed in the high turbulence (Tuin = 8%) cases. This is expected in the
cases with Tuin = 8% where either no transition or very early transition was observed on the suction
side of the vane. The boundary layer is already in a turbulent state, and the transitional model does
not play a significant role in flow field calculations. An effect of the crossflow term is observed in case
H where Tuin = 0.5%, and the boundary layer is laminar for a considerable portion of the vane suction
side surface. The HTC distributions on the pressure side along the whole span and the suction side
at midspan are predicted similarly with negligible discrepancies when compared to the original SST
γ − Reθ model. In these regions, there is no crossflow either. However, the flow field is affected due
to secondary flows close to endwalls. The simulation results are displayed in Figure 5.7 for case H
(Tuin = 0.5%,Maout = 0.98). The low HTC lines in a streamwise direction close to midspan represent
the locations where the vortices are separating from the surface. By enabling the crossflow transition
term, the extremely low HTC values at those separation locations are avoided. Hence, the agreement
with the experimental data shown in Figure 5.2c is improved as well. The benefit of the crossflow term is
observed only when the transition occurs sufficiently downstream in the region where secondary flows
attach tn the vane surface.

5.1.5. Different correlations for γ −Reθ transition model
The performance of γ − Reθ model correlations is investigated in low inlet turbulence intensity flow
cases with high Reynolds number (Case H), and the low Reynolds number flow case D. In high tur­
bulence intensity flow cases, the transition model was not required and all implemented correlations
resulted in similar HTC distributions. Transition parameter correlations by Suluksna­Juntasaro (default
option in Star­CCM+), Kelterer et al. [130] and Sorensen [128] are compared in low turbulence case
H. The correlations are applied for Reθ,c and Flength. The following simulations are performed with the
crossflow term enabled. A more detailed description of different correlations is in Section 3.5.2.

Case H
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Different correlations greatly affect the transition onset in low turbulence Case H as shown in Fig­
ure 5.8a. It is observed that the Suluksna­Juntasaro predicts the transition onset too far downstream
as compared to the experimental data. Furthermore, the transition is too sharp, meaning that the pro­
duction of intermittency is strong with a large value of Flength. Kelterer et al. correlation achieves an
accurate transition onset. The transition length is still too short, however, it is slightly longer as com­
pared to Suluksna­Juntasaro and Sorensen correlations. The pressure side HTC is underpredicted
when coupling the transition model to the SST turbulence model, irrespective of the applied correlation.
The secondary flow pattern and HTC enhancement towards the trailing edge are calculated more accu­
rately with the Kelterer et al. correlation once again. However, it must be noted that in the experiment
transition was affected by the dots of paint on the suction side surface at s/span = 0.33 [8]. The tran­
sition onset is moved forward, and the dots were painted at 50%, 33% and 67% spanwise locations.
Further away from the dots at a 10% span, the transition onset is still predicted too far downstream
by Suluksna­Juntasaro correlation as shown in Figure 5.8b. Although, the dots are still likely to have
affected the flow field.

(a) HTC at midspan (b) HTC at 10% span

Figure 5.8: HTC results for Case H. Kelterer correlation improves transition onset prediction.

Case D

The Suluksna­Juntasaro correlation was created based on a flow over a flat plate with Re at inlet
varying between 1.8 · 105 to 5.6 · 105 which is below the Reynolds number for Case H. Flow case D has
an inlet Re = 5 ·105 and the dots of paint on suction side surface did not interfere with the experimental
results. As shown in Figure 5.9a, the performance of Suluksna­Juntasaro correlation has improved.
The transition onset is predicted accurately. Kelterer et al. correlation provides a similar transition
onset prediction as well. The transition length is again predicted to be very short, in low Re flow cases
it corresponds to the transition length in experimental data.

(a) HTC at midspan (b) HTC at 10% span

Figure 5.9: Case D, Re = 0.5 · 106, Tu = 0.25%. Low Reynolds number flow case results in Suluksna­Juntasaro and Kelterer
correlations predicting a similar transition onset that matches the transition location in the experiment. The HTC values in the

turbulent boundary layer are underestimated
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5.1.6. Scale resolving hybrid model results
A transient simulation with the SRH model is performed to capture the unsteadiness of the horseshoe
vortex. Considering the current mesh spatial resolution and time resolution, the SRH simulation is treat­
ing regions close to the walls with RANS formulation and the bulk flow predominantly with LES.

The suction side HTC close to endwalls is largely varying as shown in Figure 5.10, signifying the un­
steadiness of secondary flow. The HTC results at the vane midspan are invariant in time. However, the
general trend of results is similar to RANS simulation results. The HTC enhancement is apparent close
to endwalls on the suction side of the vane. The largest HTC enhancement is at the location where
vortices attach to the wall. Closer to the trailing edge, the vortices start to dissipate and a lift­off from the
surface can occur as well. In those regions, the HTC values are reduced. However, the unsteadiness
leads to time­dependant HTC distributions. Notably, the turbulence conditions at the inlet for the scale
resolving simulation were not matched to the Giel experimental case. Therefore, a direct comparison
to the steady­state experimental data is not performed since the HTC results are strongly tied to the
freestream turbulence levels.

Figure 5.10: A momentary HTC distribution on the suction side of the vane at different timesteps.

Subsequently, the anisotropic linear forcing was implemented to better replicate turbulence conditions
of the high turbulence intensity Case F, as explained in Section 4.1. Time­averaged values of HTC are
shown in Figure 5.11 and Figure 5.12 at various locations on the vane, together with RANS predictions
and the experimental data. The turbulence level was increased due to the implementation of ALF in
the hybrid simulations, however, it was still lower than in the experiment. The calculated turbulence
intensity, Tu, in front of the leading edge has decayed to 6%­7%, instead of Tu = 8% as in RANS
simulations. The turbulence intensity is calculated with Equation 3.19 using the sum of modelled and
resolved energy. Nonetheless, the obtained results allow drawing comparisons with RANS simulations.
Since the wall treatment depends on RANS formulation, the hybrid model was also equipped with the
lag EBL model but results showed only minor discrepancies when compared to the SRH results with
the SST k − ω formulation, and results of the latter are displayed in Figure 5.12. An additional RANS
simulation with Tuin = 5% is performed for comparison in Figure 5.12.

Firstly, the ratio between HTC at the stagnation point and the HTC at s/span = 1, where the secondary
flows attach to the wall, is predicted accurately by the SRH model at 10% of span cross­section in Fig­
ure 5.11b. The overprediction of the stagnation HTC has seemingly disappeared but also the incoming
turbulence level is lower. However, the strong HTC enhancement due to secondary flows still persists
in SRH results. Secondly, as reported in Figure 5.1, the RANS SST simulation predicted a strong
additional streak of high HTC, associated with the suction side leg of the horseshoe vortex. In the
SRH time­averaged HTC distribution, this streak of large HTC is still observed but it is less pronounced
as shown in Figure 5.11a. This is also supported by Figure 5.11b, where at s/span = 0.7 the HTC
enhancement is more gradual for the SRH time­averaged results. Similarly, the HTC results pattern
at 25% span shows better agreement with the experimental data on the suction side in Figure 5.12b.
Notably, higher HTC values are reported on the suction side close to endwalls with the SST model and
Tuin = 5% due to a larger endwall boundary layer. It was observed that higher turbulence suppresses
the endwall boundary layer. The SRH model results in Figure 5.12b signify that the time­averaged
solution of HTC on the suction side does not include largely varying HTC values at s/span >0.8.
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(a) Time­averaged HTC distribution on the suction side of the vane as
predicted by a transient SRH simulation. A comparison in terms of

experimental data and RANS results is in Figure 5.1.

(b) Time­averaged value of HTC at location 10% of span for SRH
simulation, compared with experimental data and RANS prediction with

the SST model.

Figure 5.11: HTC results on vane surface by SRH simulation with applied anisotropic linear forcing. Case F

(a) HTC at midspan (b) HTC at 25% span

Figure 5.12: HTC results of SRH simulation compared to experimental data at midspan and at 25% of span. Case F

5.1.7. Summary of CFD results for Giel experiment
• TheRANSmodels are capable to predict the HTC enhancement due to secondary flows impinging
on the suction side of the airfoil. The estimated trends of HTC development on the vane surface
are observed in the experiment, validating the implemented CFD methodology.

• The predicted HTC results are largely susceptible to the turbulent conditions at the inlet. The
turbulence intensity affects transition location, the HTC magnitude, and the horseshoe vortex
development

• The lag EB model, which aims to account for near­wall turbulence anisotropy, provided the clos­
est agreement to the experimental data in terms of estimating the HTC enhancement due to
secondary flows. However, for high turbulence intensity cases it overestimated the stagnation
HTC, and it could not predict transition in low turbulence intensity cases. The SST k − ω model
limited the stagnation line overpredictions.

• An implementation of the transition model is imperative to capture transition. The boundary layer
on the suction side was in a laminar state for a significant portion of the vane surface only in
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low turbulence intensity cases, for which the transition γ − Reθ model successfully captured the
transition onset. In the case of a high inlet turbulence intensity (8%), the transition model is not
needed due to a turbulent boundary layer.

• Enabling the crossflow term in the γ−Reθ transition model was found to improve HTC predictions
when compared to the experimental data. However, that was observed only in low turbulence
cases when the transition onset was sufficiently downstream where the secondary flows attach
to the suction side surface.

• A high turbulence intensity weakened the suction side leg of the horseshoe vortex due to sup­
pressing the endwall boundary layer. The detailed horseshoe vortex structure modelled by the
SST and lag EB models differed. The horseshoe vortex unsteadiness was highlighted in the SRH
transient simulations.

• The scale­resolving hybrid model with an additional computational cost can capture horseshoe
vortex unsteadiness and avoid RANS deficiencies, such as stagnation HTC overprediction. How­
ever, it can be challenging to ensure realistic turbulence conditions at the inflow.

5.2. Film cooled vane
The results are first provided for RANS simulations with both uniform and swirling inflow, and then the
scale resolving hybrid model results are presented.

5.2.1. RANS predicted results
Investigation of adiabatic cooling effectiveness is performed with both RKE and lag EB turbulence
models. The cooling effectiveness distribution on the vane leading edge is shown in Figure 5.13 with
a blowing ratio of 1.40. Around 500­1000 iterations were needed to reach convergence.

As shown in Figure 5.13, the overall pattern and distribution of coolant are predicted similarly with both
lag EB and RKE turbulence models. The predicted cooling effectiveness is higher on the suction side
of the vane as compared to the pressure side, and no coolant lift­off is observed on any of the cooling
hole rows. The effective suction side cooling is associated with a lower pressure on the suction side
as compared to the pressure side, contributing to an extensive coolant coverage. The coolant streams
travel downstream without fully mixing out with the mainstream until close to the trailing edge. This
is likely a deficiency of RANS when predicting mixing between two streams whilst assuming isotropic
turbulence. The absolute values of cooling effectiveness predicted by RKE and lag EB turbulence
models slightly differ when analysing the surface­averaged cooling effectiveness. Adiabatic cooling
effectiveness is increased on the suction side but reduced on the pressure side with the lag EB model
as compared to the RKE model, as shown in Table 5.1 for cases with Tuin = 8%. This is despite
recording lower maximum effectiveness in Figure 5.13 immediately downstream of the cooling hole by
the lag EB model. The total surface­averaged cooling effectiveness over the entire leading edge differs
only by 0.02 between both turbulence models, suggesting that the predicted stagnation line location
slightly differs. The surface­averaged quantities are obtained on the areas ”PS” and ”SS” as shown in
Figure 4.24.
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(a) RKE model computation. (b) Lag EB model computation.

Figure 5.13: Adiabatic cooling effectiveness on vane leading edge, Tuin =8%

Figure 5.14: Adiabatic cooling effectiveness on vane leading edge with the RKE turbulence model, Tuin =1%

Table 5.1: Various RANS simulation results of area­averaged cooling effectiveness values on the vane leading edge regions
(regions visualised in Figure 4.24).

Turbulence model Realizable k − ε Realizable k − ε Lag EB Realizable k − ε Lag EB
Tuin 1% 8% 8% 8% 8%
Swirl intensity, Sn ­ ­ ­ 17% 17%
ηavg on ”PS” 0.180 0.238 0.213 0.216 0.184
ηavg on ”SS” 0.290 0.305 0.329 0.249 0.250
ηavg total 0.242 0.275 0.277 0.234 0.221

The adiabatic cooling effectiveness on the leading edge is shown in Figure 5.14 for a simulation with a
reduced turbulence intensity of Tuin =1%. The lower turbulence at the inlet reduces the area­averaged
cooling effectiveness. It is argued that the higher turbulence intensity leads to a stronger dispersion of
coolant back to the wall, hence increasing the coolant contact with the surface and, thus, the cooling
effectiveness. As compared to the high turbulence inflow case, the cooling effectiveness is lowered,
and the coolant traces are more narrow in Figure 5.14 for Tuin =1%.

Swirling inflow

The swirling inflow is implemented to study its effect on showerhead cooling. The first inflow profile is
obtained by simulating a straight channel flow with a perfect circular swirl profile provided at the inlet.
The swirling flow is developing downstream and shaped by the influence of the endwalls. The swirl
core is leading­edge aligned, and the RKE turbulence model is implemented. The swirl intensity, de­
fined as a ratio between average tangential and axial velocity, is 17%. The film cooling effectiveness
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distribution on the vane leading edge is shown in Figure 5.15

Swirling inflow considerably affects the showerhead cooling and adiabatic cooling effectiveness. No­
tably, the stagnation line is shifted which is expected. The clockwise swirl alters the pressure field of the
bulk flow in the vicinity of the leading edge. The cooling effectiveness is increased in the regions where
the radial velocity component of the swirl aligns with the mainstream flow direction. These are the
suction side on the left part of the leading edge, and the pressure side on the right side in Figure 5.15.
There is a positive incidence angle close to the endwall on the left in Figure 5.15, but negative on the
right. The swirl profile is shown in Figure 4.20

Figure 5.15: Adiabatic cooling effectiveness with a swirling inflow (clockwise swirl), Tuin =8%.

Overall, the leading edge area­averaged adiabatic cooling effectiveness is reduced with the swirling
inflow by 0.04, about 15%, as compared to results without swirl in Table 5.1. Additional attention is put
towards the regions where there is the highest cooling effectiveness, as shown in Figure 5.16. These
are the regions where the swirling velocity components aligns with the mainstream flow direction. On
the suction side region, the area­averaged cooling effectiveness ηavg = 0.313, which is similar to the
total area­averaged value reported without swirl on the suction side for simulations with the RKE model.
However, it is noted that the area in Figure 5.16 excludes the narrow region close to endwall that does
not have coolant coverage in the swirling inflow case. Regarding the region on the pressure side,
however, the cooling effectiveness is considerably increased to ηavg = 0.295 which is an increase by
approximately 0.06, or 25%, as compared to the average pressure side value in the uniform inflow
simulation, reported in Table 5.1. This increase is associated with enhanced coolant coverage on the
pressure side due to swirl affecting the pressure field in front of the leading edge.

Figure 5.16: Areas of enhanced cooling effectiveness due to a swirling inflow (clockwise swirl).

If low turbulence (Tu < 1%) is imposed at the inlet, there is a complete lift­off for the cooling jets in the
regions where the swirl velocity component misaligns with the mainstream flow direction, as shown in
Figure 5.17. Thus, the cooling effectiveness is significantly reduced to area­averaged ηavg = 0.083 on
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the suction side region. The coolant jets tend to reattach downstream. Similar to the uniform inflow
case, the high turbulence contributes to higher cooling effectiveness by aiding coolant dispersion back
towards the wall.

Figure 5.17: Adiabatic cooling effectiveness with a swirling inflow (clockwise swirl), Tuin =1%.

The pressure field alteration is shown in Figure 5.18b. The incidence angle is positive at cross­section
at 25% of the span, and negative at 75% of the span, as defined in (Figure 5.18a). Notably, for the swirl
intensity of 17%, the pressure ratio at the front part of the airfoil is altered only by 0.01 ­ 0.02, however,
it is enough to considerably affect the coolant distribution and shape the stagnation line.

(a) Locations of 25% and 75% span cross­sections.

(b) Pressure ratio on the airfoil surface at cross­sections of 25% and 75% of airfoil span. The altered pressure field
due to swirl is observed at the front part of the airfoil. Note, the pressure ratio for inflow without swirl has data

overlapping between 25% and 75% span because of the symmetry.

Figure 5.18: Pressure ratio over the airfoil surface at various span locations
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The aerodynamic row efficiency, defined in Equation 4.7 is reduced from 0.938 in the uniform inflow
case to 0.935 in the swirling inflow case, signifying a slightly increased aerodynamic loss. Notably, the
difference is minimal, however, the observed trend is in line with results from [18], considering that the
currently implemented swirl intensity is 17%.

Swirl with a radial temperature profile

Simple swirl profiles allow investigating of the theoretical effect of the swirl on flow physics. However,
such an inflow is circular and almost symmetrical, and it is not coupled with a hot­streak or radial tem­
perature distribution. An extracted profile from the FACTOR simulation is implemented, as described
in Section 4.2. A much stronger swirl with an intensity of 75% is observed as compared to the previous
case, and it causes a severe stagnation line alteration. Therefore, the coolant distribution is greatly
influenced. A slightly higher blowing ratio of 1.90 is implemented to ensure that the hot gas ingestion
is avoided in the high pressure regions.

The temperature distribution on the leading edge surface is shown in Figure 5.19 with the lag EB model.
Notably, the temperature distribution is influenced by the incoming hot­streak. The hot­streak migration
is visualised in Figure 5.20. The swirl intensity is rather large in this case, and the stagnation line has
moved downstream of the suction side cooling row. Such a situation should be avoided in showerhead
cooling design in real gas turbines. The placement of the cooling rows should account for the expected
unsteadiness of the stagnation line.

Figure 5.19: Temperature distribution on the vane leading edge with a swirling inflow and a radial temperature distribution.

Figure 5.20: Hot­streak migration

The pressure field alteration is visualised in Figure 5.21. A considerably higher influence on the leading
edge pressure ratio is observed when compared to swirl intensity of 17% in Figure 5.28. The pressure
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ratio varies up to 0.05 between midspan and regions closer to endwalls at a specific chordwise location.
The row efficiency, defined in Equation 4.7, is reduced from 0.935 to 0.888, signifying a much larger
aerodynamic loss, as compared to the simple swirl with an intensity of 17%.

Figure 5.21: Pressure ratio at various span locations with a swirling inflow with an intensity of 75%.

There is a critical hot­streak observed on the suction side in Figure 5.19. The high pressure region is
not letting the suction side cooling row channels distribute the coolant onto the suction side surface as
the stagnation line is strongly altered. On the pressure side at this location of the span, the coolant
coverage and cooling effectiveness are high, therefore, reducing the impact of the hot streak. Hence,
a combination of strong swirl and hot streak can lead to local regions of high temperature despite the
film cooling. It also signifies the importance of cooling design details. The placement of cooling rows
should account for an unsteady stagnation line.

5.2.2. Scale resolving hybrid simulation results
Results from a transient SRH simulation with a uniform inflow were obtained starting from a steady­state
RANS initial solution with a uniform inflow. Since no synthetic turbulence production, such as ALF, was
applied, the turbulence level at the inflow was low. Time­averaged cooling effectiveness on the leading
edge is shown in Figure 5.22, and a momentary solution at t =0.002 s in Figure 5.23. The predicted
cooling effectiveness is considerably lower as compared to RANS simulations. The suction side (”SS”)
area­averaged cooling effectiveness is reduced from 0.29 to ηavg = 0.185. Similarly, a reduction on the
pressure side section is observed with ηavg = 0.07. A strong mixing between coolant and mainstream is
predicted with the hybrid model. Furthermore, the mainstream flow penetrates beneath the coolant jet
on the pressure side, causing a coolant lift­off. Subsequently, the cooling effectiveness on the pressure
side is lower as compared to the RANS solution provided in Figure 5.14.

Figure 5.22: Time­averaged cooling effectiveness on the leading edge of the vane. Results of SRH simulation with a uniform
inflow.
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Figure 5.23: Momentary cooling effectiveness distribution on the leading edge of the vane at time t =0.002 s. Results of SRH
simulation with a uniform inflow.

Q­criterion isosurface, shown in Figure 5.24, allows investigating the flow structures at the leading edge
region. A lot of flow structures are resolved in detail at the leading edge region with LES formulation.
Further downstream, RANS formulation is applied where the coolant jets are undisturbed. In general,
there is a tendency for the mainstream flow vortical structures to bend around the coolant jets. A
complete lift­off is characterised by the mainstream flow bending completely around the cooling jets, a
similar pattern was observed in work by Ravelli et al. [5] with the DDES model. On the pressure side of
the leading edge, the mainstream penetrates beneath the coolant jet. On the suction side, the coolant
stays attached to the surface and the mainstream flow structures remain above the coolant jets.

Figure 5.24: Q­criterion isosurface where Q =5× 107 s−2. Results of an SRH simulation with a uniform inflow.

The flow structure is quite chaotic with a lot of turbulence generated in the leading edge region, as shown
in Figure 5.25. The cooling jets stay intact due to possessing a large momentum. Vortical structures are
forming around the coolant jets. The mainstream flow structures have a complete rotation around the
coolant jets if the jets have separated from the vane surface as it is on the pressure side. Furthermore,
an interaction between cooling rows is shown in Figure 5.25. The perturbed flow structures seemingly
tend to extend to the pressure side cooling holes, and these structures form around and over the middle
row cooling jets.

Figure 5.25: Q­criterion isosurface where Q =5× 107 s−2, a closer visualisation of the leading edge flow structures for a
simulation with a uniform inflow.
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Coolant flow development inside the channels is visualised in Figure 5.26. Velocity and Q­criterion
values suggest that a pair of vortices is present on the left side of the cooling hole cross­section, i.e.
the side closest to the coolant plenum. In that region, the absolute velocity of the coolant is lower.

(a) Velocity magnitude at the cross­section of coolant channels, coolant flowing in the
direction out of the page.

(b) A positive Q­criterion at the cross­section of coolant
channels.

Figure 5.26: Velocity and Q­criterion at the cross­section of coolant channels. A pair of vortices is developing inside the
channel.

Swirling inflow

Swirl influences the coolant distribution and cooling effectiveness, as already shown in RANS simu­
lations. In the regions where there is a swirling flow component aligned to the mainstream direction,
the coolant jets are less susceptible to liftoff. In hybrid simulations, the same trend persists, as shown
in Figure 5.27. Furthermore, when investigating the surface temperature, a shear layer unsteadiness
is observed in Figure 5.28a downstream of the pressure side cooling holes. In the middle row, much
lower cooling effectiveness is observed due to an early coolant lift­off. Q­criterion isosurface, shown in
Figure 5.28b, helps to visualize the flow structures in more detail. The high­temperature mainstream
air tends to bend around the coolant jets in the middle row, penetrating also between the coolant jet and
the vane surface. On the pressure side jet, however, the flow field is different and the mainstream does
not penetrate between the coolant jet and surface in the immediate vicinity downstream of the holes.
The mainstream flow still tends to bend around the jet from a location approximately 2­3D downstream
of the hole. Eventually, the coolant mixes out with the mainstream. Notably, even though the largest
part of the leading edge was resolved with the LES, the suction side cooling holes on the left side in
Figure 5.27 had considerably less than 80% of turbulence kinetic energy resolved. This is due to a
higher flow velocity locally that imposed larger requirements for flow resolution.

Figure 5.27: Cooling effectiveness distribution on the leading edge. Results of an SRH simulation at t =0.004 s
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(a) Temperature distribution on the vane surface. (b) Isosurface of Q =5× 107 s−2

Figure 5.28: Temperature and Q­criterion isosurface on the pressure side of the vane leading edge where the swirl velocity
component aligns with the mainstream flow direction resulting in increased cooling effectiveness.

Area­averaged cooling effectiveness in the region on the pressure side where the coolant is attached to
the surface (circled in Figure 5.27) is ηavg =0.113. This value is increased from ηavg =0.088 recorded
in the RANS simulation with Tuin =1% in Figure 5.17. Thus, for the coolant jets that are well­attached
to the surface due to swirl, the cooling effectiveness is predicted higher by the SRH model as com­
pared to RANS in the immediate vicinity downstream of the holes. Closer to the opposite endwall on
the pressure side cooling row, the swirl velocity component does not align with the mainstream flow
direction. In this region, the coolant jet separates from the surface as shown in Figure 5.29, and the
pattern of mainstream flow bending around the coolant jet is observed immediately downstream of the
hole.

Figure 5.29: Coolant lift­off on the pressure side. Visualised in terms of Q­criterion=5× 107 isosurface.

The second swirl profile with an intensity of Sn = 75% is simulated by the SRH model. The momen­
tary and time­averaged temperature distribution on the leading edge is shown in Figure 5.30. A strong
interaction between adjacent coolant jets is observed, especially on the suction side of the vane, as
opposed to RANS results for the simulation with the second swirl profile in Figure 5.19. The coolant
jets do not travel downstream parallel to each other, instead a strong mixing is observed on both sides
of the vane surface. The strong stagnation line alteration is predicted similarly as with RANS. The flow
field in front of the leading edge is largely chaotic due to the strong swirl. Notably, the coolant coverage
on the leading edge and cooling effectiveness immediately downstream of the holes is relatively high
as compared to the weaker swirl in Figure 5.27, since a complete coolant lift­off is mostly avoided due
to high mainstream momentum locally. The unsteadiness of the shear mixing layers can be observed
from the temperature distribution in Figure 5.30a.
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Large coolant coverage on the pressure side with negative incidence angle due to swirl is observed
in Figure 5.30a on the right side. Time­averaged temperature is compared to RANS simulation. The
average temperature on the pressure side region (”PS” in Figure 4.24) is predicted 5K lower, hence, re­
sulting in higher cooling effectiveness. The suction side region area­averaged temperature is increased
by 15K, as compared to RANS results. However, this is largely attributed to a higher portion of the
vane surface being exposed to the high­temperature hot­streak on the suction side in SRH results.
Nonetheless, the average temperature in the region where there is coolant coverage on the suction
side (left side in Figure 5.30) is increased by 7K as compared to RANS results. This corresponds to
the strong interaction observed between adjacent cooling jets and the mainstream in SRH results in
Figure 5.30, leading to a higher temperature that is also more uniform.

(a) Momentary temperature distribution on the vane surface at time
t =2.2× 10−3 s (b) Time­averaged temperature distribution

Figure 5.30: Temperature distribution around vane leading edge with the strong swirl and hot­streak profile applied at the inlet.
Results of the SRH simulation.

The momentary temperature distribution on the leading edge is shown in Figure 5.31a at four different
time steps. The focus is put on the area where the coolant is discharged onto the suction side of the
vane. The flow field is shown to be unsteady, and there is a strong interaction between coolant jets
and the mainstream. The resolved flow structures in Figure 5.31b suggest that coolant jets are pushed
onto the vane surface, and the jets do not preserve their shape as was observed in the previous RANS
simulations. Moreover, traces of high­temperature gas from the hot­streak are observed in Figure 5.31b,
but the coolant effectively covers the vane surface beneath them.

(a) Temperature distribution on the vane surface, visualising time scale of the
unsteady behaviour.

(b) Isosurface of Q =6× 107 s−2. Top view of the
cooling holes on the leading edge. Traces of high

temperature gas are observed entering the region above
the coolant jets.

Figure 5.31: Temperature distribution and Q­criterion isosurface on the vane leading edge where the swirl leads to coolant
distribution on the suction side. SRH simulation with the swirling inflow of intensity Sn =75%.
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Discussion

A numerical study is performed to study showerhead film cooling and heat transfer on a transonic
nozzle guide vane. Various turbulence models were validated to experimental data with the focus to
capture the horseshoe vortex influence on the HTC. Subsequently, adiabatic film cooling effectiveness
on the showerhead film cooling arrangement was analysed by applying a swirling inflow. RANS and
hybrid RANS­LES methodology was adopted, and a discussion of the main findings is presented in this
section.

6.1. HTC evaluation
Amongst the steady­state RANS models, the simulations with SST k − ω and lag EB turbulence mod­
els provided the closest agreement to the experimental data, regarding HTC enhancement due to sec­
ondary flows on an uncooled vane. The three most influential parameters affecting the HTC distribution
were found to be turbulence conditions, transition and secondary flow development. The turbulence
conditions of the flow upstream also affect both, transition and secondary flows.

6.1.1. Laminar­to­turbulent transition
A use of the transition model was imperative to accurately capture transition on the suction side of the
vane. SST k − ω was coupled with the γ −Reθ transition model, and it was the only model accurately
capturing transition in low turbulence intensity (Tu < 1%) cases as shown in Figure 5.4a. Furthermore,
enabling the crossflow­induced transition term improved the HTC predictions on the suction side region
where the vortices impinge on the wall, as reported in Figure 5.7. Hence, the lack of accurate transition
predictions proved to be the biggest limitation of the lag EB and v2 − f models that do not support cou­
pling with a transition model. Two different γ−Reθ transition model correlations were compared in both
Re =0.5× 106 and Re =1.0× 106 flow cases. Both, Suluksna­Juntasaro (the default in Star−CCM+
software package) and Kelterer correlation, predicted similar transition onset on the suction side in the
low Reynolds number flow case. Kelterer correlation provided accurate transition location in the high
Reynolds number flow case, as opposed to the Suluksna­Juntasaro correlation that predicted transition
too far downstream on the suction side. Nonetheless, it remains inconclusive whether the considerably
too late transition is due to the model deficiency or due to the reported dots of paint in the experiment
that affected the HTC results in the Re =1.0× 106 flow case.

It should be noted that, in high pressure gas turbines, the inflow is typically highly turbulent which would
cause a very early transition, similar to the reported flow cases of 8% turbulence intensity. An argu­
ment can be made that often in such applications there is no need to implement the transition model.
Especially if there is showerhead cooling applied that would trip the flow at the leading edge. On the
other hand, if the transition model is avoided for an uncooled vane, a CFD practitioner must investigate
if the incoming turbulence level is high enough to ensure a turbulent boundary layer immediately down­
stream of the leading edge. Furthermore, underpredictions of HTC on the pressure side are reported
with SST k − ω γ − Reθ (e.g. in Figure 5.9) if the incoming turbulence level is substantial. This is
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due to the transition model assuming a fully laminar boundary layer on the pressure side that was not
observed in the experimental data.

6.1.2. Secondary flow influence on the HTC
Secondary flows strongly affect heat transfer on the suction side where the horseshoe and passage
vortices impinge on the wall. Notably, the airfoil shape and large boundary layer size on the endwalls
contributed to the strength of the secondary flows. The horseshoe vortex develops close to the endwalls
in front of the leading edge. A major challenge for RANS CFD methods is to obtain a steady­state so­
lution of the horseshoe vortex. It is a largely unsteady flow phenomenon, hence, only a representative
solution can be obtained. Furthermore, the SST k − ω and lag EB model predictions differed. Com­
pared to steady­state experimental measurements, the lag EB model provided a closer agreement to
the data in the region where secondary flows attach on the suction side. This is also the model that
can replicate near­wall anisotropic turbulence.

Results in Figure 5.6 show that steady­state RANS with SST k− ω and lag EB turbulence models pre­
dict slightly different development of the horseshoe vortex. The SST k − ω model results suggest that
there is strong vorticity at the core of the vortex and multiple separate vortical structures in the steady­
state flow field (reported in Figure 5.5). These results agree with a study by Levchenya & Smirnov
[103] summarised in Section 2.4, where the authors reported that the multiple vortical structures were
observed in experimental results. However, these structures in the study were observed only momen­
tarily and not in a time­averaged flow field. Hence, the simplified horseshoe vortex predicted by the
lag EB model simulation can give a good estimate of a time­averaged flow field. Furthermore, the lag
EB model provided a low value of reduced stress function, ϕ, at the location where the passage vortex
attach to the suction side. A low value of ϕ suggests that there is a high anisotropy of turbulence in a
particular location, leading to the SST k−ω model overpredicting the turbulence kinetic energy produc­
tion at the location where the vortices attach to the surface.

A scale­resolving hybrid RANS­LESmodel (SRH) implementation provided an insight into the unsteady
behaviour of the horseshoe vortex. A time­averaged solution indeed replicated the pattern of exper­
imental data accurately, as reported in Figure 5.11b. However, the magnitude of HTC was under­
predicted due to lower levels of turbulence intensity achieved at the inlet. Overall, the SRH model is
promising for HTC predictions if the turbulence level at the inlet is accurately replicated. When analysing
steady­state RANS predictions of horseshoe vortex, a CFD practitioner should address the limitations,
such as not capturing unsteadiness and anisotropic turbulence, even though the general trend of HTC
enhancement is well predicted. Furthermore, it is noted that the hybrid model implements RANS for­
mulation for the wall heat transfer. Hence, a choice of the desired turbulence model is important as
well.

6.2. Showerhead film cooling performance
Showerhead cooling performance was investigated in terms of adiabatic cooling effectiveness with dif­
ferent inflow conditions. A common trend is that cooling effectiveness is higher on the suction side from
the stagnation line, as compared to the pressure side. This is expected, due to lower pressure on the
suction side. Furthermore, the high momentum of the mainstream flow mostly does not allow for the
coolant jet to separate from the vane surface on the suction side. In general, the cooling jets are sus­
ceptible to lift­off in the leading edge region, and it highly influences the film cooling effectiveness. This
phenomenon would be less prominent further downstream at pressure or suction side cooling rows,
where the coolant channels would be aligned to the mainstream flow direction, instead of being placed
perpendicularly to the mainstream. The blowing ratio was kept between BR =1.4 ­ 1.9. In previous
work by Ravelli et al. [5], the authors reported coolant lifting off the leading edge surface with BR = 3.0,
resulting in a relatively low cooling effectiveness in certain regions where the coolant was completely
unattached to the surface.

Notably, despite enhancing the flow mixing, a higher turbulence intensity actually improved the cool­
ing effectiveness due to the dispersion of coolant as it was ”pushed” back towards the wall. This
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phenomenon signifies that ensuring avoidance of coolant liftoff is the most critical aspect of the show­
erhead cooling design. On a flat plate film cooling, it is expected that higher turbulence would simply
reduce the cooling effectiveness due to enhanced mixing [121]. On the other hand, a designer must
always take into account the risk of hot gas ingestion. This extreme case would occur if the pressure in
the coolant plenum is lower than the mainstream flow pressure. A sub­optimal cooling effectiveness at
the expense of a higher blowing ratio to avoid hot gas ingestion is preferred, as the latter can impose
structural damage. Hence, it is likely that if higher blowing ratios BR > 2 are used in practical designs
the cooling effectiveness can be further reduced.

The unsteady stagnation line, especially with a swirling inflow, can pose a challenge in the design pro­
cess. As results show, a swirling inflow can significantly alter the stagnation line, therefore, the cooling
rows should be placed such that both, the suction and pressure sides, have coolant coverage in various
flow conditions. A bad example is shown in Figure 5.19 where a hot­streak and high pressure region
coincide on the suction side of the vane, leading to no coolant coverage locally on the suction side. A
weaker swirl in Figure 5.15 also affected the cooling effectiveness locally, causing a complete lift­off in
case of low turbulence intensity in Figure 5.17 in regions where the swirling component misaligned with
the mainstream flow direction. For the leading edge aligned swirl core, the coolant coverage at the lead­
ing edge is largely asymmetric. The swirlers are commonly used in lean­burn aeroengine combustors
to stabilise the flame. Often the swirling flow persists until the inlet of a high pressure turbine, hence,
it is relevant to study its effect on showerhead cooling. However, the implemented inflow profiles were
not matched to the flow angles of the nozzle guide vane. Hence, the strongly swirled FACTOR inflow
results in an extreme case that is not likely in a realistic design. Nonetheless, the effects of a disturbed
stagnation line and altered coolant coverage are clearly detectable and can be studied.

A scale resolving hybrid model allowed the investigation of the flow pattern in more detail. Steady­state
RANS models assume isotropic turbulence, and some of the models, like the lag EB model, introduce
transport equations to estimate the anisotropy measure. However, even in the latter case, the results in
terms of flow mixing are not reliable. Nonetheless, the general pattern of coolant coverage and stagna­
tion line location are predicted similarly as in the SRH simulations. In addition, the steady­state RANS
results with the lag EB and RKE turbulence models predicted a largely similar coolant distribution and
effectiveness, as shown in Figure 5.13. As opposed to RANS results, the hybrid model simulation pre­
dicted a considerably stronger interaction between adjacent coolant jets and the mainstream in case
of a highly swirling inflow, which lead to an increased surface temperature locally on the suction side in
the region in Figure 5.31a. The flow structures are visualised by means of Q­criterion isosurfaces. In
the case of a coolant lift­off, the mainstream hot gas penetrated beneath the coolant jet and the vortical
structures formed around the jet, as reported in Figure 5.29. A similar pattern was predicted with the
DDES model for the BR = 3.0 [5]. In cases when coolant jets were well­attached to the surface, a dif­
ferent and more chaotic flow pattern was observed, especially in cases of a strong swirl (Figure 5.31b).
A highly turbulent and chaotic flow is observed at the leading edge that imposes a turbulent boundary
layer on the suction side of the vane.

Finally, it is noted that the conclusions from the current study apply only to the flow conditions that
were analysed. In heat transfer problems, a general conclusion can rarely be drawn, since turbulence
conditions, the momentum of the flow, and other factors greatly influence the flow physics, as was also
found in the current study. For example, the inflow at high pressure gas turbine nozzle guide vane is
highly turbulent, and it is unlikely to observe turbulence intensities as low as 1%. Similarly, blowing
ratios larger than two were not tested in the study. The flow physics is highly complex in the stagnation
region, contributing to the uncertainty of different flow conditions. Furthermore, the adiabatic cooling
effectiveness largely depends also on the implemented cooling design which was kept constant during
the study.

6.3. Hybrid RANS­LES modelling
RANS vs a hybrid RANS­LES model implementation is a trade­off between fidelity of the solution and
computational cost. The advantages of the hybrid model are the ability to investigate unsteady flow
behaviour and to resolve some of the turbulent scales by imposing LES formulation in specific regions.
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The implementation of the SRH model should be addressed. It is important to ensure a CFL number
below unity and to resolve at least around 80% of the turbulence kinetic energy in the regions where
LES must be imposed. Since the model automatically uses either RANS or LES formulation based on
the temporal and spatial resolution of the domain, the parameters such as resolved energy ratio and
RANS/LES shielding function should be investigated during simulation. Subsequently, an adaptation
of time scale and/or mesh resolution might be required. During simulations, it was often challenging
to achieve the criterion of resolving 80% of the turbulent energy around all of the cooling holes across
the span, especially if the swirl altered the flow field. If a finer spatial resolution is required in specific
regions, then also a smaller timestep is required in order to limit the CFL number. Thus, increasingly
driving the computational cost.

The validation case showed that implementation of a hybrid model allows capturing unsteadiness of
the horseshoe vortex, which is a limitation for RANS. A more accurate prediction of time­averaged
HTC enhancement on the suction side close to endwalls was obtained. Apart from these factors, the
prediction of HTC development along the vane surface largely matched RANS predictions. This is ex­
pected, since wall treatment and heat transfer calculation is carried out with RANS formulation. Thus,
choosing a turbulence model that is able to accurately estimate HTC is of importance also for hybrid
models. The scale resolving simulation also requires special attention to ensure representative turbu­
lence conditions at the inflow. The turbulence parameters in the freestream outside of the walls are
used in HTC calculation in the RANS formulation that is applied for the wall treatment. Since a flow
around an uncooled vane does not involve mixing between multiple streams and is mostly steady, it
can be argued that the increase in computational cost is not outweighing the benefits of the SRHmodel.
However, if a focus is on investigating a non­uniform inflow, and accurately capturing the secondary
flow field, including the horseshoe vortex, then the hybrid model would be strongly preferred.

The implementation of the hybrid model was essential to model the mixing between mainstream and
coolant jets for a film cooled vane. The implemented hybridmodel allows to study the detailed physics of
the flow field at the leading edge as shown in Figure 5.24, whilst the RANSmodels merely provide a rep­
resentative solution with the isotropic turbulence assumption. The coolant jets in the RANS simulation
remain attached to the vane surface (reported in Figure 5.13) without mixing out with the mainstream
for a prolonged distance over the vane surface up to two­thirds of the chord distance. The complex
interactions between coolant jets and the mainstream flow can be studied with the hybrid model. How­
ever, an accurate calculation of HTC magnitude would still require capturing representative turbulence
conditions at the inflow. The turbulence not only influences the heat transfer calculations directly, but
it can also affect the coolant distribution, as shown in Figure 5.14.

Implementation of a hybrid RANS­LES model introduces an additional computational cost when com­
pared to RANS. The hybrid SRH model, however, can be a good alternative to LES. Due to large mesh
requirements in film cooling problems, it is highly challenging to implement a full­scale LES formulation
for a complete film­cooled NGV. Thus, a hybrid RANS­LES formulation can provide a good alterna­
tive by considerably reducing the computational cost. A trade­off between desired fidelity of results
and computational cost should be considered when performing RANS, LES, or hybrid simulations of
a film­cooled vane. The specific hybrid model implemented in Star − CCM+, the scale resolving hy­
brid model, has not been widely tested in the open literature on such turbomachinery flows involving
cooling. The advantage of the SRH model is its adaptability to RANS or LES formulations based on
given spatial and temporal resolution. However, a full­scale CHT model implementation of an NGV
with internal coolant channels and film cooling would still be extremely costly with a hybrid model for
the current industry standards.

6.4. Uncertainty and limitations
Due to its severe influence on heat transfer and cooling effectiveness, turbulence conditions at inflow
are argued to be the most prominent uncertainty that should be managed. In the validation case, the
statistical turbulence intensity for RANS simulations was carefully matched to the experimental con­
ditions. Nonetheless, the physical measurements of turbulence intensity and length scale are often
limited in accuracy [32]. Furthermore, the size of the endwall boundary layer was measured in the ex­



6.4. Uncertainty and limitations 85

periment. A replication of the boundary layer size in the CFD model is likely an additional error source
that can affect the strength of the horseshoe vortex. Applying a representative turbulence level for
scale­resolving simulations proved to be a challenge. Synthetic turbulence production can be imple­
mented in this case in order to match the statistical turbulence level predicted by RANS or specified in
the experiment. The most of scale­resolving simulations of film­cooled vane were not equipped with
synthetic turbulence production. Thus, the results presented for uniform inflow and simple swirl cases
have a relatively low turbulence intensity at the inflow. Only the second swirl inflow with 75% swirl
intensity provides a higher turbulence level. An increase in incoming turbulence intensity for the case
of a uniform inflow would promote coolant jet dispersion back towards the wall and increase the mixing
downstream of the holes.

As already discussed, the swirling inflow does not necessarily represent a realistic profile, however,
it allows for investigating the influence of this variable on the showerhead cooling performance. A
joint combustor­vane simulation with swirl generators would be a more authentic way to approach
this problem. Furthermore, the swirl number based on a swirler geometry is a more accurate and
universal measure to quantify the swirling flow, as compared to the swirl intensity, or the tangential­
to­axial velocity ratio. The simplified model implemented flat endwalls, instead of one convex and
another concave, as they are in gas turbines. This shape can slightly influence the development of
the horseshoe vortex, although an alteration of film cooling performance is not expected. Finally, in
order to fully establish the benefits of hybrid modelling, it would be beneficial to validate the film cooled
vane solution with experimental data by measuring the surface temperature of an adiabatic vane, or by
performing optical measurements of the flowfield.
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Conclusion

Film cooling effectiveness was investigated numerically for a nozzle guide vane equipped with show­
erhead film cooling with CFD RANS and hybrid RANS­LES models. The swirling inflow profile altered
the stagnation line and affected coolant distribution and cooling effectiveness locally. The introduction
of the scale resolving hybrid model allowed for studying the complex interactions between coolant jets
and the mainstream flow. The work was performed within efforts to introduce more advanced numerical
methods for gas turbine vane heat transfer and cooling effectiveness estimations at a limited increase
in computational cost.

The turbulence models and implemented CFD methodology were validated by recreating the exper­
imental case of a linear cascade of blades from an experiment by Giel et al. [8]. The HTC results
obtained from RANS simulation with SST k−ω and the lag EB k− ε models largely captured the main
flow phenomena and achieved a representative solution. An implementation of the scale­resolving
hybrid simulation allowed to capture the unsteadiness of the horseshoe vortex and to obtain a more
accurate time­averaged solution. The lag EB model, which includes a transport equation for turbu­
lence anisotropy measure, provided the closest agreement to experimental data of HTC in the region
where secondary flows impinge on the suction side surface. Turbulence intensity and length scale were
shown to severely influence the heat transfer on the vane surface. In low turbulence intensity (Tu <1%)
cases, a clear transition was observed on the suction side, and only the simulations implementing the
γ − Reθ transition model were able to predict it accurately. In high turbulence intensity cases (Tu =
8%), a transition model was not required due to a turbulent boundary layer on the suction side. The
resulting time­averaged HTC pattern from the SRH simulation presented a close resemblance to the
experimental data, however, it was challenging to replicate the statistical high turbulence conditions at
the inlet for the scale resolving model. That resulted in an underprediction of HTC magnitude.

Larger benefits of scale resolving simulation were observed on a film cooled vane. The implementa­
tion of the hybrid model was essential for capturing unsteadiness in the shear mixing layers, and for
modelling coolant lift­off and mixing between multiple coolant streams and the mainstream flow. Imple­
mentation of swirl imposed a radial pressure gradient and shaped the stagnation line, deflecting the
coolant jets. In the regions where the swirl velocity component misaligned with the mainstream flow
direction, a coolant lift­off was often observed, resulting in a severely reduced film cooling effective­
ness. The opposite trend of increased cooling effectiveness was observed in the regions where swirl
contributed to the coolant jet staying close to the vane surface due to locally increasing the mainstream
flow momentum. Despite high turbulence leading to enhanced mixing of the flow, increased freestream
turbulence leads to a slightly higher average cooling effectiveness by dispersing the coolant jets closer
to the surface, helping to avoid coolant lift­off. The coolant lift­off turned out to be the most important
variable affecting showerhead cooling performance.

Following the results of swirling inflow cases, it is emphasised that a design of a showerhead cooling
scheme should account for an unsteady stagnation line. The scale resolving hybrid model allows for
designers to analyse complex flow interactions and coolant jet behaviour, which is not possible with
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steady­state RANS simulations. However, the importance of replicating the incoming flow turbulence
characteristics cannot be underestimated for accurate predictions of the heat transfer magnitude. The
conjugate heat transfer method, as discussed in Section 2.2, is of great interest in research for cooled
vanes, however, its convective heat transfer calculations are often limited to steady­state RANS formu­
lations due to large computational resource demands. Future work can involve a full­scale film cooled
vane external heat transfer analysis with a hybrid RANS­LES model. An application of more advanced
and accurate numerical CFD methods in the industry often goes hand­in­hand with the development
of computational capabilities.



8
Recommendations for future work

Accurate blade metal temperature and heat transfer predictions can allow to better predict blade life­
time. Eventually, that leads to a better and more economical design. Due to their availability and lower
cost, RANS tools are still of high interest in the industry, therefore, it is important to develop them.
Meanwhile, it is of essence to predict the heat transfer coefficient as accurately as possible. Hence, a
trade­off between the desired fidelity of solution and computational cost should always be performed
before deciding on which approach to take in the scale of 2D boundary layer codes to DNS.

Conjugate heat transfer analysis is an approach that has gained interest in research. Such a model
can allow the integration of both convection and conduction within the vane to predict the temperature
distribution during the design process. Furthermore, such model would remove the uncertainty of spec­
ifying a temperature boundary condition on a vane. Alternatively, a logical continuation of the current
study would be to aim at implementing the scale resolving hybrid model for a full­scale film cooled vane
and evaluate if the computational resource requirements are feasible.

It is often observed that different RANS turbulence models perform with varied success at various
locations on the vane surface. For example, the lag EB model provided accurate HTC results on the
suction side but not at the leading edge. Hence, a proposal is to investigate the possibility of performing
a simulation with an application of different turbulence models or different model coefficients at various
regions of the computational domain. However, currently such an application is not supported by the
Star − CCM+ software package.

The current study can be extended by implementing a joint combustor ­ NGV model. The heat transfer
values are susceptible to inlet conditions and turbulence characteristics, as it was shown. Inflow con­
dition calculated with scale resolving simulation is beneficial as compared to RANS input at the NGV
inlet. However, the unsteady effects of the combustor can be fully predicted only by implementing a
domain combining both the combustor and the vane [6]. Furthermore, defining freestream turbulence
characteristics proved to be a challenge for the scale resolving simulations. It is recommended to cou­
ple the NGV model with a model of swirl generator that would directly guide the generated swirling flow
towards the vane. In addition, such a model would allow quantifying the swirl strength in terms of the
non­simplified swirl number that is based on a swirler geometry.

In terms of RANS model development, the lag EB model has recently been formulated also in the
k − ω framework by Biswas & Durbin [67], and it could be of interest to test this model on turbine NGV
heat transfer. Furthermore, the main deficiency of the lag EB model was transition prediction in low
turbulence intensity cases, suggesting that it could be of interest to investigate the potential of coupling
it with a transition model.
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A
Results of validation cases B, D, E, G

(a) Case G midspan, Tu = 0.5% (b) Case E midspan, Tu = 8%

(c) Case G 10% span, Tu = 0.5% (d) Case E 10% span, Tu = 8%

(e) Case G 25% span, Tu = 0.5% (f) Case E 25% span, Tu = 8%

Figure A.1: Re = 1.0 · 106, Maout = 1.30. HTC along the curvilinear distance on the airfoil surface at various span locations.
Both, Suluksna­Juntasaro (S­J) correlation (default in Star­CCM+) and Kelterer et al. correlation, are implemented for γ −Reθ

model in the Tu = 0.5% case.
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Results of the remaining four test cases from the Giel experiment are presented. The Re = 1.0 · 106
cases E and G are shown in Figure A.1, and the Re = 0.5 · 106 cases in Figure A.2.

(a) Case D midspan, Tu = 0.25% (b) Case B midspan, Tu = 8%

(c) Case D 10% span, Tu = 0.25% (d) Case B 10% span, Tu = 8%

(e) Case D 25% span, Tu = 0.25% (f) Case B 25% span, Tu = 8%

Figure A.2: Re = 0.5 · 106, Maout = 0.98. HTC along the curvilinear distance on the airfoil surface at various span locations.
Suluksna­Juntasaro correlation (default in Star­CCM+) is implemented for γ −Reθ model in the Tu = 0.25% case.


