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A B S T R A C T

Leakage in water distribution systems is a significant problem worldwide, leading to wastage of water resources, 
compromised water quality and excess energy consumption. Leakage detection is essential to reduce the duration 
of leaks and data-driven methods are increasingly being used for this purpose. However, these models are data 
hungry and available observed data, especially leakage data, is limited in most cases. In addition, these data need 
to be manually processed to label whether leaks occur, which is time-consuming and costly. These are significant 
obstacles for the development and application of these methods. This article provides a comprehensive review of 
relevant journal papers, categorizing all data-driven methods into unsupervised anomaly detection, semi- 
supervised anomaly detection and supervised classification methods based on how the data are utilized for 
developing these methods. In addition, strategies to address data limitations are summarized from both data and 
model perspectives, including data creation, reduction of a model’s data requirements and knowledge transfer. 
After detailing these strategies, research gaps are identified. Based on these, future research directions are 
suggested, highlighting the need for further research in data augmentation, development of semi-supervised 
classification methods, exploration of multi-classification methods with model updating mechanisms, and 
development of novel knowledge transfer methods.

1. Introduction

Global water scarcity, exacerbated by climate change and urbani-
zation, is increasingly severe, with over 80 major cities experiencing 
extreme drought and water shortages in the past two decades (Zhang 
et al., 2019). Water distribution systems (WDSs) are crucial for urban 
water management, but issues like aging pipelines, corrosion, external 
damage, and poor management lead to significant leakage (Bozkurt 
et al., 2022). A World Bank study reports that developing countries lose 
about 45 million cubic meters of water daily, causing an annual eco-
nomic loss exceeding US$3 billion. Moreover, global physical water 
losses are estimated at 32 billion cubic meters annually, with half in 
developing countries (Kingdom et al., 2016). Water leakage not only 
wastes resources and has economic impacts but also poses public health 
risks through contamination (Fox et al., 2016). Additionally, the energy 
used in treating and distributing leaked water adds to environmental 
burdens (Jernigan, 2024). Given these challenges, effective leakage 

management strategies are urgently needed.
Leakage detection is a crucial component of leakage management 

strategies, aimed at promptly detecting existing leaks within WDSs, 
including bursts, visible leaks, and invisible leaks. This allows water 
utilities to swiftly undertake pipeline repairs to reduce water loss and 
associated damages. Leakage detection can be achieved through various 
methods, including hardware-based approaches, hydraulic model-based 
methods, and data-driven techniques (Wan et al., 2022).

Hardware-based methods for leakage detection, such as ground 
penetrating radar, fiber optics, and smart balls, are accurate but costly, 
require skilled personnel, and are often challenging to implement due to 
site conditions (El-Zahab and Zayed, 2019; Wong and Mccann, 2021). 
Hydraulic model-based methods use model calibration and other man-
ners to identify leaks. Despite the maturity of hydraulic modeling 
technology, its adoption is limited by the need for precise pipe data, 
specialized staff, and financial investment, which many water utilities 
may lack (Yu et al., 2024). Due to advancements in monitoring, 
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communication, and artificial intelligence technologies, data-driven 
approaches have gained significant attention from researchers and 
have been applied in real-world WDSs. An example is the deployment of 
an AI system using Artificial Neural Networks (ANNs) and a fuzzy 
inference system for burst detection in the UK (Mounce et al., 2011).

Leakage detection is poised to become one of the first mature ap-
plications among data-driven urban water management technologies (e. 
g., anomaly detection, system prediction, optimal design and operation) 
(Fu et al., 2022). To advance this technology towards application, 
focusing on data availability is crucial (Eggimann et al., 2017; Fu et al., 
2022). Although the optimization of sensor placement and the 
decreasing cost of sensors have made it possible to collect large amounts 
of data (Islam et al., 2022; Yu et al., 2024), leak events, especially bursts, 
are infrequent, making leakage data very scarce compared to data under 
normal operating conditions. Additionally, data labeling is tedious and 
difficult, often requiring on-site inspections and pipeline excavations to 
confirm leaks, further reducing the availability of leakage data (Wu 
et al., 2023). The inherent class imbalance in monitoring data (i.e., 
leakage data is much less prevalent than normal data) and the difficulty 
of data labeling have become significant obstacles to the development of 
data-driven leakage detection methods.

Amid the prevalence of data-driven methods, several review articles 
have been published. However, these reviews mainly discuss the data 
types, models used, and performance obtained by data-driven methods 
(Fan et al., 2022; Kammoun et al., 2022; Wan et al., 2022; Wu and Liu, 
2017), without specifically discussing the data limitations faced by these 
methods and corresponding strategies. Therefore, this review paper fo-
cuses on overcoming the data limitations, discussing efforts made by 
scholars from three aspects of data creation, data requirement reduction, 
and knowledge transfer, and identifies future research challenges and 
directions based on existing gaps in research.

The paper is organized as follows. To facilitate the smooth progres-
sion of the article, the authors first define the review scope and classify 
data-driven methods in Section 2. Then strategies for addressing data 
limitations in current research are discussed in Section 3. Subsequently, 
Section 4 presents research challenges and directions before conclusions 
are drawn.

2. Review methodology

2.1. Review scope

As mentioned earlier, data-driven leakage detection methods gained 
significant attention and research due to their independence from costly 
specialized equipment and the need to construct and maintain hydraulic 
models. Therefore, this review focuses on data-driven leakage detection 
methods. Considering the variability in terminology used by scholars 
concerning leak events, WDSs, and data-driven approaches, the authors 
conducted a search on Web of Science using the following keywords: “TS 
= (leakage detection OR leak detection OR burst detection) AND TS =
(water distribution system OR water supply system OR water distribu-
tion network) AND TS = (data-driven OR machine learning OR deep 
learning)”. As of June 2024, a total of 197 relevant journal articles were 
retrieved from the Web of Science Core Collection database.

After careful screening, review articles (Wan et al., 2022; Wang et al., 
2022) and those focused on other topics, such as monitoring sensors 
(Awwad et al., 2023; Okosun et al., 2019), sensor placement (Ayati and 
Haghighi, 2023; Rayaroth and Sivaradje, 2019), pipe condition assess-
ment (Momeni et al., 2023), and leakage localization (Soldevila et al., 
2021), were excluded. Ultimately, this review encompasses 85 papers on 
data-driven leakage detection methods and 3 papers introducing pub-
licly available datasets.

The data-driven leakage detection methods discussed in this paper 
cover a broader scope compared to other reviews, utilizing a range of 
data including flow data, pressure data (collected from both conven-
tional loggers and transient devices), and acoustic signals. Unlike 

specialized equipment in hardware-based methods, sensors collecting 
such data enable long-term monitoring over large areas. These sensors 
are essential daily monitoring facilities within pipeline networks (e.g., 
flow meters and pressure gauges) or easily installed with relatively low 
equipment costs (e.g., accelerometers for collecting acoustic signals) 
(Islam et al., 2022). Therefore, the data-driven approach in this review 
refers to using long-term monitoring data from WDSs, complemented by 
statistical or machine learning techniques, for effective leakage detec-
tion. Although both acoustic and hydraulic data-driven methods are 
reviewed together, it should be noted that they are dependent on 
different characteristics of pipe networks. Methods using acoustic sig-
nals are influenced by pipeline characteristics, leak point shapes, and the 
surrounding environment. In contrast, methods using hydraulic data are 
affected by network topology, water consumption patterns, and the 
operation of pumps and valves. As a result, different strategies are 
employed to address data limitations in these distinct methods, which 
will be detailed in Section 3.

Poor data quality, such as missing data, extreme outliers and dupli-
cates, can also result in low data availability, impacting the development 
and performance of data-driven methods (Kirstein et al., 2019). How-
ever, improving data quality is not a trivial matter, involving various 
aspects such as sensors, data transmission, and algorithms. Additionally, 
the articles reviewed here have limited coverage of data quality issues. 
Therefore, the data limitations mentioned in this review mainly refer to 
the two major issues mentioned in the introduction: class imbalance and 
labeling difficulty, which persist even in the presence of relatively good 
data quality. Normal data in this context refers to monitoring data 
generated under the normal operating conditions of WDSs, as opposed to 
abnormal scenarios like leakage and firefighting. However, normal data 
may still show periodic or non-periodic fluctuations due to holidays, 
seasonal changes, or environmental factors. Leakage data can signifi-
cantly differ from normal data, such as with higher flow rates, sudden 
pressure drops, and stronger acoustic signal amplitudes (Lee et al., 2016; 
Liu et al., 2024; Romano et al., 2014). Without expending additional 
manpower and resources, the data collected from WDSs typically consist 
of a large amount of normal data mixed with a small amount of anom-
alous data (including leakage data), resulting in unlabeled and imbal-
anced datasets.

2.2. Data-driven method categorization

Since the categorization of data-driven methods proposed by Wu and 
Liu (2017), researchers have generally adopted their classification based 
on the utilized techniques, gradually forming three major categories: 
prediction-classification methods, statistical methods, and clustering 
methods (Wan et al., 2022). However, this classification primarily fo-
cuses on studies using flow and pressure data, and with the emergence of 
various strategies to address data limitations, many new 
technology-based methods have emerged, rendering this classification 
somewhat outdated. This paper proposes a new categorization of 
data-driven leakage detection methods based on data utilization man-
ners, particularly suitable for discussing how to overcome data limita-
tions. Through an analysis of 85 primary literature sources, data-driven 
methods are categorized into three main classes: unsupervised anomaly 
detection, semi-supervised anomaly detection, and supervised 
classification.

In the first two categories, leakage detection is regarded as an 
anomaly detection task, whereas it is approached as a classification task 
in the third category. Anomaly detection here refers to developing a 
data-driven method to identify abnormal patterns in observed data that 
indicate a leak. Classification, on the other hand, involves developing a 
method to classify observed data to determine whether they indicate the 
presence of a leak or not. The term “supervised” refers to using manually 
labeled data (e.g., indicating whether given pressure/flow/acoustic 
signals suggest a leak) to develop data-driven leakage detection 
methods. “Unsupervised” denotes the use of unlabeled data. “Semi- 
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supervised” refers to not requiring fully labeled data, which will be 
detailed in Section 2.2.2.

The brief description about each category is presented in Table 1. 
Supplementary material provides detailed information on the type of 
observed data used, data sources, techniques and respective categories 
for the leakage detection methods presented in the 85 analyzed articles.

2.2.1. Unsupervised anomaly detection
This category requires the least data requirements, as it does not rely 

on labeled data or address class imbalance. The underlying assumption 
is that normal data points share similar statistical properties or cluster 
tightly in feature space (i.e., a multi-dimensional space where each 
dimension represents a different characteristic or measurement used to 
describe the corresponding monitoring data), whereas anomalous data 
like leakage data exhibit distinct statistical properties or are dispersed 
across the feature space. Consequently, statistical process control (SPC) 
(Jung et al., 2015) or unsupervised techniques such as clustering (Hu 
et al., 2022) can be employed to identify anomalous data, including 
leakage data. This category constitutes the smallest proportion among 
all methods, appearing in only 10 out of 85 literature sources.

2.2.2. Semi-supervised anomaly detection
This category of methods also has relatively low data requirements, 

leveraging the relatively abundant normal data in monitoring datasets. 
This entails the need to filter out existing abnormal data from the raw 
dataset, although this step may not always be explicitly stated in the 

literature. These anomalies may or may not be labeled and may or may 
not signify leakage occurrences. Subsequently, various methods, such as 
similarity analysis (Wu et al., 2016), prediction error analysis (Mounce 
et al., 2011), and reconstruction error analysis (Kammoun et al., 2023) 
can be used to discern discrepancies between new monitoring data and 
the established normal dataset (more details can be found in Section 
3.2.1). Significant disparities suggest outliers, potentially indicative of 
leakage incidents. This category of methods is notably prevalent, found 
in 34 out of 85 reviewed articles.

It is important to note that in anomaly detection (Song et al., 2017), 
the term “semi-supervised” differs from its conventional definition in 
semi-supervised learning. In machine learning, semi-supervised learning 
typically involves using a small amount of labeled data along with a 
large amount of unlabeled data to enhance performance (van Engelen 
and Hoos, 2020). Under this definition, semi-supervised methods are 
typically applied in supervised learning tasks such as classification. 
Therefore, semi-supervised classification is used to differentiate it from 
semi-supervised anomaly detection. However, within the scope of this 
review, there is currently no existing research on leakage detection 
methods falling under semi-supervised classification.

Existing research shows a certain level of confusion regarding un-
supervised and semi-supervised leakage detection methods. Some re-
searchers classify methods as unsupervised leakage detection simply 
because they employ machine learning techniques traditionally associ-
ated with unsupervised learning. However, they only use normal data 
for modeling, thus applying unsupervised machine learning techniques 
in a semi-supervised manner (Quiñones-Grueiro et al., 2018). To avoid 
confusion, this paper suggests defining whether a method is unsuper-
vised or semi-supervised leakage detection based on how the data is 
utilized.

2.2.3. Supervised classification
This category of methods has the highest data requirements. First, 

the data must be labeled; supervised learning models use labeled data-
sets to train, attempting to find a function that can accurately classify 
new input data. During training, the model adjusts its parameters based 
on the errors between its predictions and the true labels, to minimize 
classification errors as much as possible. Second, the data across 
different classes must be balanced, otherwise the results will be biased 
towards the majority class (Guo et al., 2024). Bykerk and Valls Miro 
(2022) did not address class imbalance, and as a result, despite an 
overall identification accuracy of 98 %, the model’s detection accuracy 
for leakage data in the test dataset was 91 % (sensitivity), significantly 
lower than the 99 % (specificity) for normal data.

Although previously rare, as noted by Wu and Liu (2017), the 
emergence of strategies to overcome data limitations, which will be 
discussed later, has led to a significant increase in such methods, with 40 
out of the 85 papers reviewed employing this approach. Among the 85 
papers, one (McMillan et al., 2023) focuses on predicting leakage and 
normal data using labeled data but does not provide specific leakage 
detection methods and results. This paper’s data labeling method and 
prediction approach may offer valuable insights for data-driven leakage 
detection, so it is included in the review but does not belong to any 
specific category.

3. Strategies for addressing data limitations

Continuous data collection is considered the most direct and 
fundamental way to address data limitations. However, due to con-
straints such as time costs, labor costs, and objective conditions (e.g., the 
infrequent occurrence of burst events and the hidden nature of leaks), 
constructing a comprehensive dataset (including a large number of 
labeled leakage samples) for any given WDS is deemed difficult, if not 
unrealistic. Consequently, when developing a data-driven leakage 
detection method, different degrees of data limitations are typically 
encountered, necessitating diverse solutions. In this paper, these three 

Table 1 
Categorization of data-driven methods and corresponding descriptions.

Category Data utilization 
approach

Typical technical 
steps

Representative 
techniques used

Unsupervised 
anomaly 
detection

Building models 
using unlabeled 
and imbalanced 
data

1) Outlier detection 
using statistical or 
unsupervised 
techniques (required 
step); 
2) Leakage 
identification based 
on prior knowledge to 
identify outliers that 
exhibit leakage 
characteristics, such 
as higher flow rates, 
sudden pressure 
drops, and stronger 
acoustic signal 
amplitudes.

CUSUM, k- 
means, isolation 
forest

Semi- 
supervised 
anomaly 
detection

Building models 
only using normal 
data

1) Original outlier 
removal to construct 
a normal dataset 
(required step); 
2) New outlier 
detection based on 
similarity analysis or 
prediction / 
reconstruction error 
analysis* (required 
step); 
3) Same as step 2 of 
unsupervised 
anomaly detection.

Density-based 
clustering, AE, 
LSTM

Supervised 
classification

Building models 
with labeled data 
including both 
leakage and 
normal instances

Classifier training 
based on leakage and 
normal data or 
extracted relevant 
features to directly 
identify leakage 
events.

SVM, RF, CNN

Note: * New outlier detection methods will be detailed in Section 3.2.1.
CUSUM, cumulative sum; AE, autoencoder; LSTM, long short-term memory; 
SVM, support vector machine; RF, random forest; CNN, convolutional neural 
network.
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strategies are summarized and analyzed from both the data and model 
perspectives.

From the data perspective, researchers attempt to either artificially 
create data (or data labels) that are difficult to collect or increase the 
quantity of existing limited monitoring data for use in the model 
development. From the model perspective, two strategies are distin-
guished: reducing the model’s data requirements and knowledge 
transfer. The former pertains to situations where data-driven models are 
developed from scratch (e.g., an ANN classifier is trained using observed 
data for that WDS only), while the latter involves utilizing existing data 
and models from other WDSs or fields (e.g., a well-established classifier 
in a different field or WDS is further trained using the data from the 
analyzed WDS). Fig. 1 illustrates the three strategies used to address data 
limitations in this paper, together with different specific approaches 
used for each strategy. These individual approaches are analyzed in 
detail in the following sections.

Fig. 2 shows the relationship between strategies for addressing data 
limitations and categories of data-driven leakage detection methods. 
Overall, data creation provides a foundation for the development of all 
methods. The emergence and application of unsupervised anomaly 
detection and semi-supervised anomaly detection methods are mainly 
attributed to the modeling using unlabeled or normal data, while the 
flourishing of supervised classification methods relies on comprehensive 
support from most strategies.

3.1. Creating data to increase data availability

3.1.1. Automatic labeling
Automatic labeling is primarily used for creating labeled data by 

automatically classifying raw, unlabeled data into normal data and 
anomalous data (including leakage data). This is an essential step in 
semi-supervised anomaly detection methods. Typically, automatic la-
beling does not concern itself with whether the labeled anomalous data 
truly represents leakage events, the objective is merely to construct a 
sufficiently clean normal dataset (i.e., data points share similar statis-
tical properties or cluster tightly in feature space). Subsequently, new 
data with significant differences from the normal dataset (e.g., sur-
passing a pre-defined threshold) can be identified as anomalous through 
prediction or reconstruction error analysis, similarity analysis, and other 
methods (as detailed in Section 3.2.1). As a result, most automatic 

labeling techniques are relatively simple and coarse. For example, 
Romano et al. (2014) used statistical tests (specifically, the Shewhart 
control chart to determine if individual measurements or historical data 
averages exceed control limits) to filter out anomalies in historical 
pressure and flow data. Wu et al. (2016) and Wu et al. (2018) identified 
observed data anomalies based on the density and distance of flow data 
in the feature space, classifying data points with the lowest density and 
far from others as anomalous.

In recent years, more sophisticated methods have emerged to accu-
rately label anomalous data. These methods typically rely on water 
utility repair records, making it possible to directly label leakage data. 
McMillan et al. (2023, 2024) used Isolation Forest (IF) method to 
identify anomalies in flow monitoring data. The principle behind IF is to 
isolate observations through random partitioning; anomalies require 
fewer partitions to be isolated. If the timestamps of anomalous data 
match the timestamps in repair records and the duration exceeds five 
hours, the corresponding anomalous data are considered leakage data. 
Yan and Huang (2023) initially labeled raw monitoring data using repair 
records to obtain pseudo-labels and then used confident learning to 
clean the labels, improving accuracy. Specifically, this study constructs a 
Random Forest (RF) classifier based on pseudo-labels, compares 
pseudo-labels with predicted labels to obtain label confidence, and 
removes low-confidence labeled data. Because the labeled data gener-
ated by these methods are more accurate, the labeled leakage data are 
not discarded but can be used to train classification and prediction 
models (McMillan et al., 2023, 2024).

3.1.2. Experiment-based data generation
Experiment-based data generation methods can increase the data 

volume, especially the amount of leakage data, and directly produce 
labeled and balanced datasets. These experiments are divided into two 
categories here.

The first category involves constructing pipelines or simple pipe 
networks in a laboratory and then artificially altering various conditions 
to create with and without leakage scenarios, collecting the corre-
sponding data using sensors. This approach is common in acoustic 
leakage detection research. For example, Cody et al. (2018) simulated 
leaks by using valves to release water in an open-air branched polyvinyl 
chloride (PVC) pipeline network. Cody et al. (2020) upgraded the 
experiment by establishing a simple 30-m long open-air looped PVC 

Fig. 1. Strategies for addressing data limitations. Numbers in brackets denote the number of existing publications reviewed here that fall under different approaches.
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pipeline network. Shukla and Piratla (2020) experimented with a more 
complex PVC network, incorporating buried pipes at varying depths and 
diameters. Aghashahi et al. (2023) published a dataset simulating 
normal and four types of leak signals (orifice, longitudinal, circumfer-
ential, and gasket) in open-air branched and looped plastic networks 
under six different flow rates and noise conditions, generating 140 30-s 
signals from each network. Despite these efforts, laboratory conditions 
(e.g., leak point shapes and pressures) remain too simplistic compared to 
real pipeline networks, and most experiments are conducted in open-air 
networks. Consequently, the experimental data cannot fully replicate 
the signals in actual operating WDSs.

The second category involves using fire hydrant tests to simulate 
leaks in real operational WDSs. This is a widely used approach across 
various studies, whether focusing on flow and pressure (Glynis et al., 
2023; Huang et al., 2018; Weyns et al., 2023; Wu et al., 2016; Ye and 
Fenner, 2014), acoustic signals (Kang et al., 2018; Ravichandran et al., 
2021), or transient pressure (Lee et al., 2016). However, opening fire 
hydrants repeatedly or for longer periods of time can lead to water waste 
and pose a risk to the water supply of nearby users in terms of water 
discoloration. The fire hydrant tests are also time consuming/expensive 

to conduct and can mimic the real pipe bursts only up to a point, 
especially for more complex leakage events with dynamically varying 
flow conditions. Consequently, the number of observed data obtained 
using this method is rather limited.

3.1.3. Simulation-based data generation
Simulation-based data generation methods rely on models con-

structed based on physical laws. In theory, as long as the physical 
principles governing the flow in a WDS are understood and translated 
into mathematical formulas and models, it is possible to generate large 
amounts of data under various conditions, thereby creating a labeled 
and balanced dataset. Currently, these methods are primarily used in 
flow and pressure-based leakage detection studies, with hydraulic 
models being the main tools for data generation (Fu et al., 2024; Jung 
et al., 2015; Wan et al., 2022; Zanfei et al., 2022). Among the 58 papers 
on leakage detection using flow and pressure data, 32 employ hydraulic 
models to generate data for model development, covering all three 
categories of data-driven methods.

Calibrated hydraulic models typically generate deterministic and 
smooth data, which significantly differ from the complex and variable 

Fig. 2. Relationship between strategies for addressing data limitations and categories of data-driven leakage detection methods. Numbers in the figure denote the 
number of reviewed papers using the corresponding strategy.
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hydraulic monitoring data encountered in real-world scenarios. To 
address this issue, Menapace et al. (2020) proposed a stochastic hy-
draulic time series generator to produce simulated data more akin to real 
data. This generator first superimposes daily, weekly, seasonal, and 
random variations to output user water demand patterns, and then uses 
a hydraulic model to simulate normal water usage (including back-
ground leakage) and burst events, generating sufficient data for model 
development. It is noteworthy that burst events vary as much as possible 
in terms of flow, location, duration, and type to mimic real-world con-
ditions. In the 2020 Leakage Detection and Isolation Methodologies 
competition (BattLeDIM), the organizers provided a simulated dataset 
that accounted for user water demand variations and uncertainties. In 
addition to burst events, this dataset included concurrent leakages and 
gradually developing leaks (Vrachimis et al., 2022). The above two ar-
ticles provide two valuable publicly available datasets for data-driven 
leakage detection research. Among the 33 papers that used hydraulic 
models to generate data, 10 utilized this BattLeDIM dataset.

Most of the studies using hydraulic models to generate data do not 
consider subsequent leakage localization. These models primarily 
determine whether a leak has occurred in the WDS or a specific district 
metering area (DMA) based on features like pressure drops and 
increased flow rates. The advantage of this approach is that these fea-
tures are universally applicable, meaning that although the model is 
built using simulated data from a specific network’s hydraulic model, it 
can be easily adapted to other WDSs through techniques like knowledge 
transfer, as discussed in Section 3.3. Some studies, however, go beyond 
leakage detection and also consider localization (Cheng et al., 2022; 
Zhou et al., 2019). These studies begin by optimizing the placement of 
pressure sensors, taking into account the sensitivity of various nodes to 
pressure changes within a hydraulic model. They then generate a large 
number of leakage scenarios for each pipeline and use this 
leakage-specific data to train a model. This model is designed to predict 
the probability of a leak occurring in each particular pipeline or DMA, 
thus achieving localization. However, while these studies accomplish 
both leakage detection and localization, the sensitivity of pressure 
monitoring points to pressure changes caused by leaks or bursts will shift 
if the network topology changes, rendering the localization model 
ineffective. In other words, this data-driven approach is heavily 
dependent on a specific hydraulic model, making it difficult to gener-
alize and apply to other WDSs.

In research utilizing transient pressure data, some scholars have also 
employed simulation methods to generate data. Bohorquez et al. (2020)
used the Method of Characteristics, converting two hyperbolic partial 
differential equations governing unsteady flow behavior into four or-
dinary differential equations to obtain variations in flow and pressure 
along the pipeline at different points over time, thereby simulating 
transient pressure data. Bohorquez et al. (2022) built upon this nu-
merical simulation method by adding white noise to the generated data 
to simulate the background noise in real pipelines, aiming to enhance 
the generalization capability of leakage detection models on real data.

Simulated datasets resembling real-world data provide convenience 
for developing various data-driven methods, ranging from SPC ap-
proaches (Ahn and Jung, 2019) to the currently popular deep learning 
models (Fu et al., 2024). However, most current research based on hy-
draulic simulation datasets still remains at the stage of developing and 
comparing models. Whether these models can be equally effective in 
real-world WDSs requires further investigation. After all, there is still 
some gap between simulated and real data (Basnet et al., 2023).

3.1.4. Data augmentation
Data augmentation increases the size of a dataset by applying various 

transformations to it, creating a larger and more diverse dataset to 
improve model performance and robustness (Wen et al., 2021). Overall, 
data augmentation can address class imbalance by augmenting labeled 
leakage data and also increase the total amount of existing data.

In acoustic leakage detection research, the application of data 

augmentation is relatively common, but it is mainly limited to framing 
(Guo et al., 2021; Kang et al., 2018; Shukla and Piratla, 2020; Yu et al., 
2023; Zhang et al., 2023). Specifically, these studies divide the original 
acoustic signal into equally sized time frames, treating each frame as a 
completely new signal. For example, a 5-s signal may be evenly split into 
five consecutive, non-overlapping 1-s time frames. This way the dataset 
size can be significantly increased in terms of number of available sig-
nals, but not in terms of quantity of observed signals from different 
scenarios. Acoustic signals tend to be relatively stable over short periods, 
with minimal changes in pipeline status and surrounding environment. 
Therefore, it is reasonable to assume high similarity between time 
frames of the same signal. This, in turn, can lead to data leakage, where 
frames from the same original signal are distributed across training, 
validation, and test datasets simultaneously. In supervised classification 
methods, this can result in classifiers gaining information from unseen 
test datasets during training, leading to overly optimistic results (Zhu 
et al., 2023). This issue has been confirmed to exist in the study of 
acoustic leakage detection by Wu et al. (2024). In the aforementioned 
studies that used framing to augment data, the accuracy for leakage 
detection reached unrealistic 95 % or even more than 99 %, which is 
likely due to aforementioned data leakage.

Besides framing, Tariq et al. (2022) addressed the class imbalance 
issue using the Synthetic Minority Over-sampling Technique (SMOTE). 
This method generates synthetic samples by interpolating between 
existing acoustic leakage signals, effectively creating new signals that 
fall between known leakage instances and providing new information to 
data-driven models. This approach is obviously more reasonable than 
the simple over-sampling (i.e., repeatedly using the same leakage signal) 
mentioned by Guo et al. (2024). In a recently published paper, Liu et al. 
(2024) used adversarial training between the generator and discrimi-
nator in a generative adversarial network (GAN) for augmenting 
acoustic signals. The generator is responsible for creating new samples, 
while the discriminator evaluates their authenticity. The generator 
continuously improves until its generated samples are indistinguishable 
from real data, thereby achieving data augmentation. The obtained re-
sults indicated that this advanced approach outperformed the SMOTE in 
enhancing leakage detection performance. In the context of widespread 
use of simple techniques, this deep learning-based data augmentation 
method using GAN is an inspiring attempt.

The feasibility of framing stems from the rich information about the 
vibration status of water-filled pipes contained in high-frequency 
(typically in the kHz range) acoustic signals, but this does not apply to 
conventional flow and pressure data with sampling intervals usually 
ranging from 1 to 15 min (Mounce et al., 2012). For such hydraulic 
monitoring data, Tornyeviadzi et al. (2023) utilized a pattern mixing 
method similar to SMOTE, averaging the nighttime flow time series of 
adjacent days to generate new time series and increase the volume of 
data. Huang et al. (2018), Wu and Liu (2020) and Jian et al. (2022)
employed outlier injection to generate new leakage data. Outliers 
including peaks and slope-like trends are manually designed based on 
the characteristics of actual leakage data (e.g., duration and maximum 
value). Then the outliers are directly added to normal data to simulate 
burst and slow-developing leakage events. However, these data gener-
ation processes did not consider the hydraulic characteristics of the pipe 
network. If the detection task involves data from multiple adjacent 
monitoring points, artificially adding outliers to simulate data leakage 
from multiple hydraulically related monitoring points becomes more 
challenging.

3.1.5. Research gap
Automatic labeling only enriches the information of the existing data 

(i.e., adding labels) and does not increase data volume. Currently, the 
primary methods used to increase data volume, especially leakage data, 
are still experimentation and simulation with hydraulic models, ac-
counting for 61 % in the 85 reviewed papers. However, data generated 
this way can only partially reflect real-world conditions. As mentioned 
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earlier, the experimentally analyzed pipe networks are limited, and the 
factors considered in simulated data are not as comprehensive as those 
in real operational conditions. An alternative way is to use some data 
augmentation techniques to increase the observed data volume. When 
done well the data generated through augmentation can retain the 
characteristics of real-world conditions and its beneficial effects have 
been confirmed in the field of speech recognition, which also utilizes 
time series data (Kong et al., 2020). However, data augmentation in the 
leakage detection domain has received much less attention so far. 
Although 17 papers within the review scope involve data augmentation, 
existing applications are mainly based on simple pattern mixing and 
framing, which may also pose the risk of data leakage. Therefore, the 
primary research gap in the strategy of data creation lies in the fact that 
research on data augmentation for time series is still insufficient and 
immature.

3.2. Reducing data requirements of a leakage detection model

3.2.1. Modeling using unlabeled or normal data
Unsupervised anomaly detection and semi-supervised anomaly 

detection methods effectively reduce a model’s data requirements 
because they do not necessitate precise and complete data labels nor 
address the class imbalance issue. Unsupervised anomaly detection 
directly utilizes unlabeled and imbalanced data, employing statistical or 
unsupervised techniques to identify anomalous data that may represent 
leakage events. However, these methods face two challenges. Firstly, 
parameters in these methods (e.g., parameters to determine control 
limits in SPC methods, number of neighbors in density-based unsuper-
vised algorithms) are often difficult to determine, leading to models that 
are overly sensitive or insensitive to anomalies (Ahn and Jung, 2019; 
Muniz Do Nascimento and Gomes, 2023). Therefore, some studies have 
attempted to find more robust statistics to avoid misjudgment of 
anomalous data (Wan et al., 2022), while others have combined multi-
ple techniques to provide a comprehensive score for anomaly detection 
(Hu et al., 2022). Secondly, the leakage data and normal data may 
overlap in feature space, which is particularly common when leakage 
flows are small. This phenomenon can easily degrade distance-based 
and density-based unsupervised leakage detection methods. In com-
parisons with supervised classifiers like ANN and RF, Mashhadi et al. 
(2021) found this issue. Due to these influences, coupled with the in-
crease in strategies to address data limitations, these methods are not 
mainstream.

Semi-supervised anomaly detection only require some simple steps 
to filter out anomalies (i.e., automatic labelling) to obtain normal data 
for modeling. Among these methods, three popular technical approaches 
exist. The first approach analyzes prediction errors, known as the 
prediction-classification method, primarily applied to flow and pressure 
data in leakage detection. It builds a prediction model using normal data 
and uses statistical methods to analyze residuals between predicted and 
measured values, identifying larger differences indicative of leakage 
events (Wu and Liu, 2017). Recent studies have increasingly utilized 
deep learning models like Long Short-Term Memory (LSTM) neural 
networks for precise forecasting to improve leakage detection perfor-
mance (Fu et al., 2024; Lee and Yoo, 2021; Wang et al., 2020). Some 
studies have also broken away from the paradigm of single-step pre-
diction, using a multi-input multi-output strategy for multi-step pre-
diction to better identify gradually developing leakage events beyond 
burst detection (Wan et al., 2023).

The second approach involves analyzing reconstruction errors, 
applied in studies utilizing both flow/pressure and acoustic data. 
Autoencoders (AEs) have gained popularity in recent years within this 
approach. AEs consist of symmetric encoder and decoder structures, 
where the encoder compresses the original data into a low-dimensional 
feature space, and the decoder reconstructs the compressed feature back 
to the original space. After training the AE with a normal dataset, 
inputting new data yields reconstruction errors, which can then be 

statistically evaluated to determine whether the error is significantly 
larger than the reconstruction error of normal data. A large error may 
indicate the occurrence of a leak (Cody et al., 2020; Fan and Yu, 2022; 
Tornyeviadzi and Seidu, 2023). AEs can adopt various forms of neural 
network structures, and research has shown that AEs using LSTM ach-
ieve better detection performance than Convolutional Neural Networks 
(CNNs), primarily because LSTM is more suitable for extracting features 
from time series data (Kammoun et al., 2023; Tornyeviadzi et al., 2023). 
Besides AEs, clustering (Zhao et al., 2024) and principal component 
analysis (Quiñones-Grueiro et al., 2018) can also be used for data 
reconstruction, although they are less commonly employed.

The third approach involves similarity analysis, which compares the 
numerical or shape similarity between new data and a normal dataset 
using various distance measures (e.g., Euclidean distance and cosine 
distance). Lower similarity indicates anomalous data (Leite et al., 2024; 
Wu and Liu, 2020; Wu et al., 2018; Wu et al., 2018; Wu et al., 2016). This 
approach is primarily applied to flow and pressure data.

In addition to the three main approaches, researchers also utilized 
common unsupervised models such as one-class Support Vector Machine 
(SVM), Gaussian Mixture Model (GMM), and IF to identify anomalous 
data (Cody et al., 2018; Cody et al., 2020; Yan and Huang, 2023; Zhang 
et al., 2023). Blázquez-García et al. (2021) adopt a rather unique 
self-supervised approach. Firstly, linear transformations are applied to 
normal nighttime flow rates to generate different levels of flow rate data, 
where higher flow rates correspond to higher levels. These levels are 
then used as pseudo-labels to train a classifier. When new data is input 
into the classifier, obtaining a high-level output indicates a potential 
leakage.

As mentioned above, various methods using unlabeled or partially 
labeled data have been developed for leakage detection, treated as an 
anomaly detection task. Noticeably, not all detected anomalies are 
leakages, leading to false alarms if not further processed. Scholars have 
tried to filter leakage data from anomalies based on criteria like anomaly 
duration (Wang et al., 2020) and the coordinated changes in data from 
surrounding monitoring points (Wu et al., 2016). However, these are 
filtering rules artificially set based on researchers’ observations of 
limited data. If a new leakage pattern emerges that does not adhere to 
the preset rules, there may be missed detections. For example, gradually 
developing small leaks may pose a challenge for models initially 
designed to detect bursts.

3.2.2. Feature extraction and selection
In machine learning, feature extraction and selection are two crucial 

steps that reduce the dimensionality of raw data and eliminate redun-
dant information (Guyon et al., 2008). As the selected features simplify 
the data and better reflect its essence, models are simplified, and the 
required data volume is consequently reduced (Wu et al., 2023). This 
means that a small amount of explicitly labeled leakage data may suffice 
for model development, particularly facilitating the development of 
supervised classification methods. Of the 19 articles elaborately dis-
cussing feature extraction or selection, 17 fall under supervised classi-
fication methods.

Researchers have proposed various methods for feature extraction. 
In studies utilizing flow and pressure data, common features include 
time series segments, differences between the current time point and the 
previous time point, and differences between the current time point and 
the same time point of the previous day (Hu et al., 2022; Sen et al., 2024; 
Sun et al., 2022). Xu et al. (2020) applied Fourier transform to pressure 
data to filter out slow-changing components like daily variations, 
focusing on rapid changes indicative of pipe bursts. This is an insightful 
attempt to use signal processing methods for feature extraction in 
non-high-frequency pressure data. Jian et al. (2022) and Zhang et al. 
(2022) directly used the differences between predicted model output 
values and measured values as input features for the classifier. Kim et al. 
(2022) transformed the preliminary results of six SPC methods, which 
determine whether there is a pipe burst under different parameter 
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settings, into grayscale heatmaps. These preliminary results were used 
as input features for a CNN classifier. This approach eliminates the need 
for precise determination of the parameters of SPC methods while 
providing strong detection evidence for the CNN classifier.

In leakage detection research utilizing acoustic signals, statistics in 
both the time and frequency domains, such as energy, skewness, and 
kurtosis, are commonly used features, as elaborated in the review by Fan 
et al. (2022). Differing from conventional statistical features, Tariq et al. 
(2022) introduced a feature where the ratio of the standard deviation of 
signals at multiple time instances over a longer duration (e.g., 1 h) to the 
standard deviation of known normal signals is calculated. This feature 
typically exhibits higher values during leakage events. While not 
providing definitive results, the authors indicate its potential superiority 
in improving leakage detection performance over various other time and 
frequency domain features. In recent years, scholars have also drawn 
from research findings in signal processing and speech recognition do-
mains, assuming that acoustic leakage signals result from the convolu-
tion of acoustic vibrations at leakage points and the resonant response of 
water-filled pipes. Building upon this, linear prediction techniques can 
be employed to extract resonance characteristics. Results obtained 
suggest that, when using a RF model, features based on linear prediction 
outperform traditional time and frequency statistical features (Cody 
et al., 2020; Guo et al., 2020).

Feature selection primarily encompasses three methods: filtering, 
wrapping, and embedding, all of which are applied in the field of data- 
driven leakage detection. The filtering method evaluates the importance 
of individual features based on statistical tests. For instance, Yu et al. 
(2023) used analysis of variance to validate the significance of nine time 
and frequency domain features they extracted. Cheng and Shen (2022)
found that the three important frequency domain features they identi-
fied conformed to different data distributions in normal and leakage 
categories. Regarding the wrapping methods, Tijani et al. (2022)
employed the method viewing the feature selection as a search problem, 
training classifiers with different feature subsets and evaluating the 
importance of features based on corresponding performance. Finally, 
the embedding method integrates feature selection as part of the model 
training process, with the importance of features determined by the 
algorithm itself. Tree-based classifiers, such as decision trees (DTs) and 
RFs, fall into this category (Fares et al., 2023; Guo et al., 2020; Shen and 
Cheng, 2022).

In situations with limited data, combining carefully extracted and 
selected features with simple models is an effective strategy. Addition-
ally, using manually extracted features gives water utility staff the op-
portunity to understand which factors are effective for detecting leaks (i. 
e., enhancing model interpretability). To give staff a clear understanding 
of how each feature influences a model’s output, Xu et al. (2024) used 
the SHapley Additive exPlanations (SHAP) method to calculate the 
attribution value of each feature to classifiers’ leakage detection results. 
This value represents the average contribution of the corresponding 
feature across all possible feature subsets. Since SHAP is model-agnostic, 
it is recommended to use this method with any machine learning model 
based on manually extracted features. However, feature extraction and 
selection also face practical challenges. Extracting valuable features for 
leakage detection requires researchers to have a solid interdisciplinary 
foundation in fields such as acoustics, hydraulics, and signal processing. 
For example, acoustic leakage detection has been studied and applied in 
WDSs for a long time, but significant features like linear prediction 
features have only recently gained attention from researchers (Cody 
et al., 2020; Guo et al., 2020). The difficulty in achieving a deep un-
derstanding and comprehension of the data can be addressed to some 
extent by integrated modeling, which will be introduced in the next 
section.

3.2.3. Integrated modeling with domain knowledge
In the field of water engineering, relying solely on physics-based 

models for anomaly detection and optimization may encounter 

challenges such as unrealistic simulation results due to assumptions and 
simplifications, as well as high computational costs. On the other hand, 
solely relying on data-driven models for leakage detection may suffer 
from data limitations (Fu et al., 2024). Therefore, integrating domain 
knowledge such as empirical expertise and physical laws into 
data-driven models (i.e., integrated modeling), can be a more effective 
approach, reducing the need for large amounts of labeled data. In the 
domain of data-driven leakage detection, the emerging studies based on 
integrated modeling can be divided into two distinctive approaches.

The first approach involves combining easily manually extracted 
features (e.g., skewness and kurtosis) with relatively simple deep 
learning models, thereby leveraging both domain knowledge and in-
formation automatically extracted by deep learning. Wu et al. (2023)
constructed a hybrid model that, in addition to using a single-layer CNN 
with the spectra (obtained by performing the Fourier transform on 
original signals) as inputs, employed a single-layer fully connected 
network (FCN) to transform manually extracted features into a new 
feature space. The concatenation of the outputs of CNN and FCN entered 
subsequent FCNs for classification. The results obtained show that with 
the same amount of data, incorporating common time and frequency 
domain statistical features into the hybrid model yields superior leakage 
detection performance when compared to a complex CNN classifier and 
a traditional extreme gradient boosting (XGBoost) classifier that uses 70 
elaborately extracted features. Zhang et al. (2023) followed a similar 
approach, building two CNNs with identical structures but non-shared 
parameters. Mel-frequency cepstral coefficients (MFCCs) and 
commonly used time and frequency domain statistical features served as 
inputs for one CNN, while the raw acoustic signal served as input for the 
other CNN. Concatenating the features extracted by both CNNs as input 
to the classifier also achieved better detection results than other CNN 
classifiers without using manually extracted features. Therefore, when 
labeled data is relatively limited, and the intrinsic features (e.g., linear 
prediction features) of the data cannot be fully understood, it could be 
beneficial to establish such hybrid models.

The second approach involves directly integrating the topological 
structure or hydraulic characteristics of the analyzed WDS into model 
construction. In the prediction-classification framework, Fu et al. (2024)
employed Graph Neural Networks (GNN) and attention mechanisms to 
assess the importance of surrounding monitoring points for the target 
prediction point based on the topological relationships between moni-
toring points (i.e., computing weights). Scaled data generated based on 
these weights replaced the original monitoring data as input to the 
LSTM. The results obtained demonstrated that, with the same amount of 
data, the flow prediction performance of this method surpasses the 
corresponding performances of the LSTM and ANN methods. Moreover, 
the study found that adding more monitoring points did not necessarily 
lead to better predictions as excessive monitoring point data could 
contain redundant information. Weyns et al. (2023) employed a neural 
network structure combining LSTM with Graph Convolutional Networks 
(GCN) in an AE. This approach considered both the temporal de-
pendencies of monitoring data using LSTM and the spatial correlations 
between monitoring points due to topological relationships using GCN, 
enabling more accurate data reconstruction by the AE. This is a repre-
sentative and instructive example in leakage detection based on recon-
struction error analysis. Leveraging energy conservation in the pipeline 
network, Daniel et al. (2022) constructed a system of linear equations 
between any two pressure monitoring points using the Bernoulli equa-
tion. These equations included a residual term caused by irregular flows 
(e.g., pump on/off, leaks) between two monitoring points. By con-
structing the linear equations based on normal data and using least 
squares, the coefficients of these linear equations could be obtained. 
When data entered this trained linear prediction model, the cumulative 
sum (CUSUM) algorithm could determine if the residual significantly 
exceeded 0, indicating a leak. This method significantly reduces the data 
volume requirement. Fereidooni et al. (2021), based on hydraulic 
principles of the pipeline network, computed features beyond flow, such 
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as head loss and flow velocity. Results showed that combining features 
such as flow, velocity and head loss effectively enhanced the leakage 
detection performance. Although it is an attempt to integrate physical 
laws into machine learning, this method implicitly requires flow meters 
to be installed at each water usage node, which is evidently impractical 
and instead increases the data requirements.

3.2.4. Research gaps
In the real world, the amount of manually labeled data is often scarce 

compared to the entirety of monitoring data. This labeled data reflects 
the specific differences between normal and leak data, providing valu-
able deterministic knowledge. Although unlabeled data cannot offer 
deterministic knowledge, it contains a wealth of information (van 
Engelen and Hoos, 2020). However, current strategies aimed at reducing 
data requirements from a modeling perspective often suffer from a 
one-size-fits-all problem, resulting in wasted data resources. When using 
unlabeled or normal data directly for anomaly detection, a considerable 
amount of deterministic knowledge contained in a small portion of 
labeled data is discarded. Similarly, when developing supervised clas-
sification models using feature extraction and selection and integrated 
modeling, only a small portion of labeled data is utilized, leading to the 
neglect of vast amounts of information in unlabeled data. Therefore, a 
significant research gap is the lack of development of semi-supervised 
classification methods that can fully use all data resources from both 
labeled and unlabeled data.

Furthermore, there is also a research gap in the lack of effective 
strategies to address potential new anomaly patterns that leakage 
detection models may encounter in practice (e.g., gradually developing 
small leaks for a burst detection model, leakage signals in plastic pipes 
for a leakage detection model mainly trained using signals from metal 
pipes). In fact, the emergence of new anomalies is a derivative issue 
stemming from class imbalance and labeling difficulty. Identifying a 
wide range of anomaly categories preemptively is challenging due to 
their infrequent occurrence and the difficulty in accurately labeling 
them. Initially, when establishing a leakage detection model, certain 
anomaly categories may be scarce or may not even be recognized. 
Consequently, the model may only perform well in detecting a few types 
of anomalies, such as bursts and leakage signals in mental pipes. This 
research gap not only exists in unsupervised anomaly detection and 
semi-supervised anomaly detection methods as described in Section 
3.2.1, but also in supervised classification methods. Hashim et al. (2020)
observed a significant decrease in SVM classifier’s leakage detection 
accuracy when new flow data differed significantly from training 
samples.

3.3. Dealing with data limitations by transferring knowledge from other 
domains

As mentioned earlier, collecting large amounts of training data for 
each WDS is often costly, time-consuming, and, in many cases, unreal-
istic. Inspired by humans’ ability to transfer knowledge across domains, 
transfer learning aims to leverage knowledge from related domains 
(referred to as source domains) to improve learning performance in the 
target domain, minimizing the amount of labeled data required in the 
target domain (Zhuang et al., 2021). Knowledge transfer can be divided 
into data-based and model-based depending on the object of transfer. 
Although still limited, both have found applications in the field of 
leakage detection.

3.3.1. Data-based knowledge transfer
Data-based knowledge transfer migrates knowledge by adjusting and 

transforming data, primarily aiming to reduce distribution differences 
between source and target domain data. Although hydraulic models can 
generate large amounts of data, especially leakage samples, there are 
still differences in characteristics between these simulated data and real 
monitoring data (Basnet et al., 2023). Moreover, collecting a large 

number of leakage samples in real networks is impractical. Considering 
this, Wang et al. (2023) used a projection matrix to project the source 
domain (hydraulic model simulated data) into the feature space of the 
target domain (real monitoring data). They utilized maximum mean 
discrepancy to minimize distribution differences between the two do-
mains, ultimately solving for the optimal projection matrix. Using the 
transformed data for classifier training, the detection accuracy of the 
optimal SVM classifier increased by more than 40 % on average 
compared to only using real monitoring data, effectively addressing the 
class imbalance issue. Although this method appears promising, it is 
currently supported by only one study and requires further exploration 
and validation.

3.3.2. Model-based knowledge transfer
The main goal of model-based knowledge transfer is to use a model 

trained in the source domain to make accurate predictions or classifi-
cations in the target domain. The model’s parameters reflect the 
knowledge it has learned, allowing knowledge transfer at the parameter 
level (Zhuang et al., 2021). In the field of data-driven leakage detection, 
one well-known method is parameter sharing. More specifically, after 
obtaining a pre-trained model in the source domain, the neural network 
layers used for feature extraction can be frozen (i.e., sharing the pa-
rameters optimized in the source domain), and only the layers used for 
classification or prediction are optimized using the limited data from the 
target domain. To further enhance the performance, the entire new 
model can be fine-tuned with a very small learning rate (Chollet, 2023). 
This approach enables the utilization of the automatic feature extraction 
capabilities of complex deep learning models under limited data 
conditions.

In acoustic leakage detection, CNN classifiers are commonly used, 
with two-dimensional spectrograms (obtained through techniques like 
short-time Fourier transform) as inputs. Zhang et al. (2022) transferred 
the CNN model VGGish (Hershey et al., 2017) from the audio classifi-
cation field to acoustic leakage detection. In this case, both the source 
and target domain tasks involve time-frequency spectrogram classifi-
cation, making the knowledge transfer rational. Although the leakage 
detection accuracy reached approximately 90 %, VGGish exhibited 
overfitting (i.e., the accuracy on the training dataset was significantly 
higher than on the validation and test datasets), likely due to the small 
number of training samples (fewer than 1000) and the lack of 
fine-tuning. Some researchers have attempted to directly use 
well-established CNN architectures from the field of computer vision, 
such as AlexNet (Krizhevsky et al., 2012) and ResNet (He et al., 2016). 
However, considering the significant differences between image recog-
nition and leakage detection tasks, these studies did not employ 
knowledge transfer but instead trained the models from scratch using 
their own collected data (Peng et al., 2024; Shukla and Piratla, 2020).

In addition to transferring pre-trained models from related domains, 
researchers have also constructed deep learning models using relatively 
abundant real monitoring data from WDSs, then transferred them to new 
WDSs or new monitoring points with limited data. Guo et al. (2021)
trained a time-frequency CNN (TFCNN) using over 30,000 acoustic 
signals (including augmented data), with the model inputs being three 
spectrograms of different time-frequency resolutions. When the TFCNN 
was applied to the WDS of another city through transfer learning, a 
detection accuracy similar to that of the original WDS achieved using 
only a few hundred acoustic signals. To address the issue of quickly 
building new models for newly added monitoring points in the 
prediction-classification method, Glynis et al. (2023) established LSTM 
models for existing monitoring points, training them with several years 
of extensive monitoring data. When new monitoring points were added, 
the existing LSTM models were directly transferred and fine-tuned using 
a small amount of new data collected over one month, significantly 
reducing the data requirements.
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3.3.3. Research gap
Currently, compared to the significant success of knowledge transfer 

in fields like computer vision, related research in the field of data-driven 
leakage detection is very limited, with only 4 out of 85 reviewed articles 
addressing the topic. Existing methods developed are relatively 
simplistic, mainly using parameter sharing, and have not adopted more 
advanced techniques from the transfer learning field. Additionally, there 
is a lack of focus on negative transfer (i.e., poor knowledge transfer 
performance due to limited similarity between domains). The cause of 
negative transfer can be attributed to significant differences between the 
source and target domain data (Wang et al., 2019). Although there is no 
current research discussing negative transfer in the leakage detection 
field, this issue has been observed in a similar task of water level 
anomaly detection. Nicholaus et al. (2022) attempted to transfer the 
complex ResNet model from the computer vision field, but its detection 
performance was worse than that of a simple four-layer CNN trained 
from scratch using limited water level data. Overall, a current research 
gap is the lack of research and application of advanced knowledge 
transfer techniques with the consideration of negative transfer issue.

4. Future research recommendations

Anomaly detection, such as leakage detection, is a challenge faced 
across various fields, including contamination detection in WDSs, in-
dustrial defect identification and financial fraud detection. Researchers 
working on leakage detection should maintain an open attitude toward 
anomaly detection methods from different domains and develop more 
effective approaches tailored to the characteristics of leakage events. For 
example, while unsupervised methods for leakage detection primarily 
rely on traditional techniques like SPC and clustering, researchers in the 
field of WDS contamination detection have developed unsupervised 
methods based on GANs (Li et al., 2023). Additionally, while leakage 
detection models often use single machine learning models, Li et al. 
(2022) found that using a meta-model to integrate the results of multiple 
base models can improve the accuracy and reliability of contamination 
event detection. Due to space limitations, this review cannot cover all 
anomaly detection methods and their respective advantages and dis-
advantages across different fields. Instead, it will primarily address 
existing research gaps in leakage detection and provide recommenda-
tions for future research.

4.1. Further exploration of data augmentation

This section addresses the research gap of the fact that research on 
data augmentation for time series is still insufficient and immature. 
When it is not possible to obtain a comprehensive new dataset and 
experimental/simulated data cannot accurately replicate the charac-
teristics of real monitoring data, one possible solution is to use data 
augmentation for time series data such as flow, pressure and acoustic 
signals. This way the amount of observed data can be increased whilst 
preserving the characteristics of original data (i.e., preserving the same 
data labels with original data).

Applying data augmentation to time series data, as in leakage 
detection, poses unique challenges. The dynamic nature of these time 
series datasets, combined with sensitivity to environmental interference 
and diversity of monitored targets, requires more nuanced approaches. 
Not all random transformations effective for images (e.g., adding noise, 
cropping, and rotating) are applicable to time series data, as they may 
inadvertently alter the fundamental characteristics of the observed 
signal, leading to misclassification or information loss (Iwana and 
Uchida, 2021). In recent studies, researchers have found that adding 
noise to acoustic signals as a data augmentation method can sometimes 
even reduce the effectiveness of leakage detection (Liu et al., 2024; Wu 
et al., 2024). Therefore, it is urgent to investigate which random 
transformation methods are effective for time series data (both hy-
draulic data and acoustic signals) in leakage detection. More 

importantly, these studies need to provide the rationale for the effec-
tiveness of these random transformations, ensuring interpretability (i.e., 
explaining why the diversity of the data is increased and why the new 
data’s labels remain consistent with original data). Additionally, since 
data augmentation techniques based on random transformations typi-
cally include some manually set parameters (such as a scaling factor to 
change the signal amplitude), future research can refer to Hataya et al. 
(2020) and use reinforcement learning techniques to achieve automatic 
selection of these parameters.

In addition to random transformations, deep learning-based data 
augmentation techniques are also worth studying. As mentioned earlier, 
Liu et al. (2024) have already made an attempt and improved leakage 
detection performance. However, future research needs to consider the 
following two points. First, deep learning methods like GANs may 
require a relatively large dataset to avoid the issue of mode collapse, i.e., 
generating data that is very similar to the original samples but lacks 
diversity (Saxena and Cao, 2021). For acoustic leakage detection, many 
studies only have a few hundred available original signals. Perhaps 
accumulating more data would better leverage the potential of these 
deep learning methods. Second, methods based on deep learning typi-
cally have relatively poorer interpretability compared to methods based 
on random transformations, which necessitates further exploration and 
improvement in the future.

4.2. Development of semi-supervised classification methods

This section addresses the research gap of the lack of development of 
semi-supervised classification methods that can fully use all data re-
sources from both labeled and unlabeled data. Semi-supervised classi-
fication methods can effectively address data limitations because they 
require only a small amount of labeled data. Before method develop-
ment, specific areas can be selected to deploy sensors (e.g., pressure 
gauges and accelerometers) and collect unlabeled data containing 
relatively rich leakage information without the need for corresponding 
personnel to excavate pipelines for verification. These areas may include 
DMAs with poor pipeline quality, long service life, or high night flow 
rates. Such unlabeled datasets and existing labeled data will provide 
ample support for the development of semi-supervised classification 
models.

Semi-supervised classification can be broadly categorized into two 
approaches: inductive and transductive (van Engelen and Hoos, 2020). 
The inductive approach learns the differences between leakage data and 
normal data from all available data resources and generalizes the 
leakage detection capability to new data. This approach encompasses 
various methods, such as using one or multiple base classifiers and 
iteratively retraining these learners with original labeled data and 
pseudo-labeled data (derived from previous iterations of classifiers). For 
instance, an ANN classifier initially trained using labeled data can 
output probabilities indicating whether unlabeled data belongs to 
normal or leakage categories. Data with high probabilities (e.g., above 
0.8) are assigned pseudo-labels and incorporated into the labeled 
dataset for retraining the ANN. This iterative process continues and 
could improve leakage detection performance. Some methods directly 
incorporate unlabeled data into the objective function or optimization 
process. For instance, Zhao et al. (2019) incorporated both labeled and 
unlabeled data loss terms into the loss function of a SVM model when 
predicting the susceptibility to urban flooding.

The transductive approach focuses on predicting labels for given 
unlabeled data and cannot be applied to new data. A typical represen-
tative of this approach is the graph-based label propagation method. 
This method first constructs a graph where nodes represent all available 
data, and edges between nodes signify relationships based on data 
similarity (measured using metrics like Euclidean distance). Then, based 
on the smoothness assumption of the graph, it propagates label infor-
mation (e.g., normal or leakage) to unlabeled nodes (data), ensuring that 
similar nodes (data) have the same label. Since it is only applicable to 
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existing data, the transductive approach can also be used as a method to 
generate accurate pseudo-labels. Subsequently, classifiers can be trained 
using both the original labeled data and pseudo-labeled data to detect 
leaks.

4.3. Development of multi-classification methods with model updating 
mechanisms

This section addresses the research gap of the lack of effective stra-
tegies to address potential new anomaly patterns that leakage detection 
models may encounter in practice. Although scholars have developed 
numerous methods for leakage detection, treating it as either anomaly 
detection or classification tasks, as discussed earlier, these methods may 
still face challenges in dealing with new anomaly patterns. This issue 
may be more severe in acoustic leakage detection, where various factors 
like the state of leaks, pipe properties, sensor installation distance, and 
environmental interference, can cause changes in acoustic signals, 
leading to the deterioration of existing model detection performance 
(Bakhtawar and Zayed, 2021).

To address the aforementioned issue, future research should focus 
more on multi-classification models. For instance, acoustic signals could 
be classified into several classes including background noise, metal pipe 
leaks, plastic pipe leaks and environmental interference. After imple-
menting multi-classification, a similarity evaluation module could be 
established to assist in model updating. This module would compute the 
similarity between newly identified signal belonging to a certain class 
and the labeled signals used to construct the model. Similarity can be 
measured using the distance between original signals or the distance 
between features extracted from the original signals. If the new signal’s 
similarity with each class is low, a potential new type of anomaly may 
occur. Upon manual verification, if it is confirmed that the new signal 
represents a new type of anomaly, a new class can be established. The 
multi-classification model can then be updated as more data belonging 
to the new anomaly type becomes available. This approach enables the 
continuous improvement of leakage detection models, preventing them 
from being overwhelmed by new anomaly types. Zhang et al. (2022)
established a shared-parameter Siamese CNN network to compare the 
similarity between two input samples. Each network independently 
processes one input and generates a feature vector. Then, the Euclidean 
distance between the feature vectors is used to assess the similarity 
between the new data and the known labeled data. This provides in-
sights into constructing a similarity evaluation module.

4.4. Exploration of new ways to transfer knowledge

This section addresses the research gap of the lack of research and 
application of advanced knowledge transfer techniques. This review 
does not advocate blindly pursuing the use of transfer learning tech-
niques for leakage detection research. After all, there are significant 
differences between data from different domains, such as the substantial 
gap between audio signals in media and acoustic signals in WDSs. This 
introduces the risk of negative transfer as mentioned earlier. Therefore, 
this paper offers the following two recommendations.

Firstly, it is advisable to select source domain models that are closely 
related to the leakage detection task for transfer. For example, building a 
model similar to AlexNet and ResNet in the field of data-driven leakage 
detection, supported by abundant data and techniques like data 
augmentation, would serve as an optimal choice for all water utilities, 
ensuring a sufficiently high lower bound on knowledge transfer 
effectiveness.

Secondly, a combination of data-driven and model-driven knowl-
edge transfer approaches can be attempted. Zhuang et al. (2017) pro-
posed a generic deep learning-based transfer learning framework 
employing two identically structured AEs with shared parameters to 
process data from both the source and target domains. These AEs encode 
the source and target domain data and reconstruct them through 

decoders. In addition to the reconstruction error of AEs and classifica-
tion error of source domain data, the framework’s loss function in-
corporates a crucial component. This component is the discrepancy 
between the encoded source and target domain data (measured by 
Kullback–Leibler divergence), which reflects the data-driven knowledge 
transfer. The encoder trained in the AE can be directly transferred and 
applied to classify target domain data, which reflects the model-based 
knowledge transfer through parameter sharing. Data-driven knowl-
edge transfer helps align the data distribution of the source domain data 
(e.g., abundant acoustic signals from a particular WDS or abundant 
hydraulic simulated flow data) with that of the target domain data (e.g., 
limited acoustic signals from a new WDS or limited flow data from a 
real-world WDS), thereby mitigating the occurrence of negative transfer 
in the model-based knowledge transfer.

In the current research state, where much emphasis is placed on 
developing various models using simulated or experimental data 
without adequate study of the models’ application effectiveness in real- 
world WDSs, the development of knowledge transfer techniques can 
contribute to a more comprehensive research framework. Researchers 
can develop models using simulated or experimental data and then 
employ knowledge transfer techniques to transfer these models to a WDS 
with limited data, thereby validating their practical application effec-
tiveness. It is believed that with such a research framework emphasizing 
both model development and practical application, the data-driven 
leakage detection technology will mature more rapidly.

5. Conclusion

To address the data limitations in WDS leakage detection, i.e., class 
imbalance and labeling difficulty, this paper reviews 85 journal articles 
that focus on data-driven leakage detection methods, along with 3 ar-
ticles introducing publicly available leakage detection datasets. The 
review categorizes the methods based on their data utilization into three 
main categories: unsupervised anomaly detection, semi-supervised 
anomaly detection, and supervised classification. The following con-
clusions are drawn:

1) Strategies to address data limitations in leakage detection include 
data creation, data requirement reduction, and knowledge transfer. 
These strategies create conditions for developing supervised classi-
fication methods that require labeled and balanced datasets, making 
such methods mainstream. Unsupervised anomaly detection and 
semi-supervised anomaly detection methods are mainly attributed to 
the modeling using unlabeled or normal data, with the latter being 
favored by many researchers due to its relatively low data re-
quirements and relatively good performance.

2) In the data creation strategy, experiment and simulation-based data 
generation methods remain predominant due to their ability to easily 
create labeled and balanced datasets with adequate leakage and 
normal data. However, continued research on data augmentation 
techniques is necessary to ensure the generated data better reflect 
real-world conditions.

3) In the data requirement reduction strategy, leakage detection can be 
treated as an anomaly detection task, directly using unlabeled data 
or ignoring labeled leakage samples. Alternatively, it can be viewed 
as a classification task, reducing the total need for labeled data 
through feature extraction and selection and integrated modeling. 
However, semi-supervised classification methods that can utilize 
both a small amount of labeled data and a large amount of unlabeled 
data have not yet received attention and warrant further research.

4) The application of the knowledge transfer strategy in leakage 
detection is still relatively rare, primarily involving model-based 
techniques such as parameter sharing and fine-tuning. To avoid 
negative transfer, this paper suggests focusing on advanced tech-
niques that combine data-based and model-based knowledge 
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transfer. Additionally, establishing a general pre-trained model for 
leakage detection, usable by various water utilities, is recommended.

5) Future research should place greater emphasis on handling new 
anomalies that a data-driven model may encounter in practice (e.g., 
gradually developing small leaks for a burst detection model). 
Development of multi-classification models with a similarity evalu-
ation module is recommended to confirm new anomaly occurrences, 
facilitating ongoing model updates and ensuring high leakage 
detection performance.
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