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Abstract

The development of new wind farm control strategies can benefit from combined

analysis of flow dynamics in the farm and the behavior of individual turbines within

one simulation environment. In this work, we present such an environment by devel-

oping a new coupling between the large-eddy simulation (LES) code GRASP and the

multiphysics wind turbine simulation tool OpenFAST via an actuator line model

(ALM). In addition, the implementation of the recently proposed filtered actuator line

model (FALM) within the coupling is described. The new ALM implementation is

cross-verified with results from four other commonly used research LES codes. The

results for the blade loads and the near wake obtained with the new coupling are

consistent with the other codes. Deviations are observed in the far wake. The results

further indicate that the FALM is able to reduce the lift and power overprediction

from which the traditional ALM suffers on coarse LES grids. This new simulation

environment paves the way for future wind farm simulations under realistic weather

conditions by leveraging GRASP's ability to impose data from large-scale meteorolog-

ical models as boundary conditions.

K E YWORD S

actuator line model, filtered actuator line model, LES simulation

1 | INTRODUCTION

Wind turbines and their aerodynamic behavior have been of great interest for many years.1,2 However, the turbine is only one part of a large com-

plex dynamical system. This dynamical system possesses spatial scales ranging from the turbine blade boundary layer up to global weather sys-

tems and temporal scales spanning from fractions of a second to slow seasonal variations.3 While the performance of previous turbines could be

analyzed in a more isolated state, modern wind turbines are now often clustered in large farms allowing for the generation of wind energy at low

cost. The physics of these farms are governed by the flow in the atmospheric boundary layer (ABL), the dynamics of individual turbines and the

inherent aerodynamic coupling between turbines due to their wakes.4,5 The efficient harvesting of the wind resource in these farms requires opti-

mized control algorithms. Control algorithms developed for single turbines aim to increase individual power capture from the incoming wind and

to reduce turbine loads.6 Within the wind farm setting, the control problem is not only limited to the optimization of individual turbine perfor-

mance but also encompasses the maximization of the overall power capture.7,8 The interaction of the turbines through their wakes is at the heart

of this problem. The wakes, characterized by a velocity deficit and increased turbulence intensity, both reduce the power capture and increase
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the loads of turbines located downstream.4 At the same time, however, wakes also offer an opportunity since existing turbine control degrees of

freedom like rotor yaw and blade pitch can be utilized to modify the direction and development of the wakes. New (dynamic) wind farm control

algorithms search for yaw and pitch actuation signals, which lead to optimal wake development in terms of power and load distribution across the

entire farm.9–12 Therefore, the successful development of these algorithms relies crucially on the accurate quantification of their impact on the

flow as well as the turbine dynamics that motivates the combination of the respective state-of-the-art simulation tools.

State-of-the-art numerical analysis of the flow dynamics in the ABL relies on large-eddy simulation (LES).13,14 LES solves the filtered Navier–

Stokes equations where only the smallest scales of the flow are modeled. It thereby provides insight into a wide range of temporal and spatial tur-

bulent scales.15 Wind turbines are included in these simulations mostly either via actuator disk models (ADM) or actuator line models (ALM),

which both avoid the need for fully blade-resolving meshes.16,17 However, the ALM captures the footprint of individual turbine blades—in con-

trast to the ADM—thus enabling the analysis of individual pitch control algorithms.18 During the last two decades, the ALM has become a promi-

nent method for the representation of wind turbines in LES simulations and has been the subject of continuous development.19,20 One key

component of the ALM is the spreading of the blade forces using a Gaussian kernel of width ϵ. In particular, the choice of the value of ϵ has been

the subject of active research. It has been shown that the optimal value for ϵ should be around 25% of the blade's local chord length.21 However,

this finding would imply very fine LES grid resolutions, making the simulation of larger wind farms computationally unfeasible. Simply using

coarser grid resolutions and consequently also larger-than-optimal Gaussian spreading leads to the overprediction of blade lift and thus the tur-

bine's power generation. Therefore, corrections were proposed for cases where optimal Gaussian spreading is computationally too restrictive.

The choice of correction is an ongoing research topic, and a variety of approaches have been proposed.22–24 A recently proposed approach is the

filtered actuator line model (FALM), which adds a subfilter correction to the LES velocity sampled for the ALM.25 On the one hand, it was shown

that FALM can indeed improve the prediction of lift and power generation for a wind turbine,26 whereas on the other hand, the impact of the

FALM on the wake still needs further research.27

The previous outline so far only concerned the analysis of the flow in a wind farm, but as motivated above, the development of new wind

farm control algorithms also needs insights into the dynamics of individual wind turbines. These dynamics are analyzed with dedicated multi-

physics turbine simulation tools like OpenFAST or HAWC2, which simulate the turbine's aerodynamics, hydrodynamics, the structural dynamics,

and the control system.28,29 In addition, these tools provide a standardized interface for the inclusion of the most recent wind turbine reference

controllers.30 Therefore, the coupling of LES code, a turbine simulation tool, and a turbine controller can provide combined physical insights into

the dynamics relevant for the development of the next generation of dynamic wind farm control algorithms. The coupling of OpenFAST and

HAWC2 to LES codes has been investigated by several scholars, where, for example, an initial approach by Storey et al. focused on a coupling via

an ADM.31 Later, the feasibility of couplings relying on ALM or actuator sector methods (ASM) was demonstrated, too.32–35

The progress in the development of new aero-servo-elastic couplings is accompanied by the growing importance of high-performance com-

puting (HPC) architectures, which employ not only central processing units (CPUs) but also graphical processing units (GPUs). This development

also affects the field of LES for wind farms, as it requires the adaption or redesign of codes for optimal usage of the GPU architecture.36 A very

recent example of this trend is the work by Sprague et al,37 which presented a coupling between OpenFAST and the LES code Nalu-Wind aiming

for an effective use of GPUs.

In summary, the development of new dynamic wind farm control strategies asks for a simulation environment that enables the combined

analysis of the complex ABL flow-through wind farms and the performance of individual turbines, while ensuring the accuracy of the turbine

power predictions also on coarser LES grids. Furthermore, this environment has to be compatible with the next generation of GPU-based HPC

architectures. The main contribution of the present study is to develop a new simulation environment that meets these needs by coupling the

GPU-resident LES code GRASP (GPU-resident atmospheric simulation platform) with OpenFast via an ALM and the FALM correction. The

detailed contributions of this study are as follows:

1. The extensive cross-verification of the new LES-OpenFAST coupling and its FALM correction considering two benchmark cases with refer-

ence data from four other research LES codes;

2. An in-depth study of the FALM's impact on a wing and wind turbine rotor and their wakes including the assessment of its convergence

behavior and implications for runtime.

The newly established simulation environment hence paves the way for the development of new dynamic wind farm control strategies under

realistic weather conditions by leveraging GRASP's ability to impose data from large-scale meteorological models as initial and boundary

conditions.

The remainder of this paper is structured as follows. First, an overview of GRASP, the new coupling and its subcomponents including the

ALM and FALM implementation, is given in Section 2. Second, Section 3 introduces the three considered wing and wind turbine cases, and

Section 4 discusses the results. The cross-verification of the new ALM implementation is documented in Section 4.1. Subsequently, the FALM's

impact on rotor and wake is assessed by using a simple translating wing (Section 4.2) and the National Renewable Energy Laboratory (NREL)

5-MW reference wind turbine (Section 4.3). We conclude with a summary and an outlook in Section 5.

2 TASCHNER ET AL.
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2 | THE SIMULATION ENVIRONMENT

The objective of this work is the coupling of the LES code GRASP with the turbine simulation code OpenFAST and the subsequent verification of

the coupled simulation environment. The two main codes are described in Sections 2.1 and 2.2. The coupling between the codes is implemented

via an ALM or a FALM. The specifics of this coupling are presented in Section 2.3.

2.1 | The LES code: GRASP

The fluid flow is simulated using the LES code GRASP. GRASP solves the filtered three-dimensional Navier–Stokes equations. The core structure

of the code is based on the Dutch Atmospheric Large Eddy Simulation model (DALES), which is described in Heus et al.38 Details about the imple-

mentation of DALES on GPUs can be found in Schalkwijk.39 Furthermore, a proof of concept was delivered with a multi-GPU setup.40 The GRASP

model departs from the DALES formulation as it implements an anelastic approximation.41 The governing equations for mass and momentum

including the anelastic approximation are given by

∂ρb~uj
∂xj

¼0 ð1Þ

ρb
∂~ui
∂t

þ ∂ρb~ui~uj
∂xj

¼� ∂~p0

∂xi
þρbbδi3�

∂τij
∂xj

þϵij3fcð~uj�ugj Þþ fWT
i þ fFringei ð2Þ

where i� f1,2,3g according to the Einstein summation convention, ρb ¼ ρbðx3Þ is the specified reference density profile, ~ui is the filtered velocity,

b the buoyancy term b¼�gðρ0=ρbÞ (g being the gravitational constant and ρ0 ¼ ρ�ρb the density fluctuation), ~p0 is the filtered pressure fluctuation

~p0 ¼ ~p�h~pi (h…i denotes the horizontal mean), fc is the Coriolis parameter, ugj is the geostrophic wind, fWT
i are the body forces from the wind tur-

bines, fFringei denotes additional forcing terms (e.g., to drive the flow or impose large-scale tendencies), and τij is the subgrid-stress tensor. In the

following, we use the Cartesian coordinate system ðx1,x2,x3Þ¼ ðx,y,zÞ when dealing with LES variables, where spatial directions are referred to as

streamwise, lateral, and vertical, respectively.

Using the symmetric part of the resolved velocity gradient tensor ~Sij ¼0:5ð∂~ui=∂xjþ ∂~uj=∂xiÞ, the subgrid-stress tensor can be written as

τij ¼�ρbKm
∂~ui
∂xj

þ ∂~uj
∂xi

� �
¼�2ρbKm

~Sij ð3Þ

In this study, the eddy viscosity Km is modeled using the Smagorinsky subgrid model

Km ¼ðCsΔÞ2
ffiffiffiffiffiffiffiffiffiffiffiffi
2~Sij~Sij

q
ð4Þ

where Cs is the Smagorinsky constant and the subgrid filter scale is denoted as Δ¼ðΔxΔyΔzÞ1=3.42 For the remainder of this article, we omit the

tilde sign for filtered variables for convenience. Spatial discretization in GRASP uses the Arakawa C-grid, which is a spatially staggered grid. The

cell centers and cell faces are referred to as full and half levels, respectively. All prognostic variables reside on the cell center except the three

velocity components. For example, consider the direction i¼1. The velocity component ux resides on the half level of the grid in the x direction,

whereas it is located on the full levels in the remaining two directions, y and z. The advection scheme uses second-order central differences.38

The time stepping can be done both with variable and fixed time step value Δt. A third-order Runge–Kutta scheme is used for explicit time inte-

gration of the governing equations.43 Due to the periodicity of the streamwise and lateral directions, a pressure solver based on a fast Fourier

transform can be employed, which acts on the periodic pressure fluctuation field ~p0. It ensures that the continuity equation is satisfied by comput-

ing the corresponding pressure fluctuations.

The main application of the LES code is for both weather hindcasting and operational forecasting. For example, Gilbert et al44 delivered a

proof of concept using Grasp for operational forecasting at the Horns Rev I wind farm site. An application of GRASP for hindcasting purposes is

presented in Schepers et al.45 They carried out a year-long hindcasting LES simulation with GRASP in order to study the effect of extreme events

on the aero-elastic loads of a 10-MW wind turbine. Both of these studies use LES with periodic horizontal boundary conditions forced with ten-

dencies from large-scale weather models. This approach requires additional source terms in Equation (2) representing large-scale subsidence,

large-scale pressure gradients (expressed as geostrophic wind), large-scale advective tendencies, and a relaxation term to avoid model drift (for

details see Schalkwijk et al.46). GRASP enables the simulation of multiple nested LES domains in parallel where the solution of an outer domain

TASCHNER ET AL. 3
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forces the subsequent inner domain and only the most inner domain contains the wind turbines. As a consequence, the simulation of wind farms

using periodic boundary conditions and large-scale forcing is enabled but avoids the recirculation of the turbine wakes which would occur when

using a single periodic domain.47 Other large-scale forcing approaches in literature avoided the assumption of horizontal homogeneity made for

GRASP by not relying on periodic boundary conditions, however, in doing so also limiting the range of permitted wind directions.48

2.2 | OpenFAST

The wind turbine dynamics are simulated using the open-source tool OpenFAST developed by the NREL, USA.28,49 OpenFAST follows a modular

modeling approach where each module calculates a part of the turbine dynamics. The different modules include aerodynamics, hydrodynamics,

control, and structural dynamics. The overarching OpenFAST glue code manages the coupling of the modules and enables the integrated simula-

tion of nonlinear aero-hydro-servo-elastic wind turbine dynamics. OpenFAST also offers a C++ application programming interface (API) in order

to link it to external programs. In this work, we utilize this API to develop a coupling between OpenFAST and the LES code GRASP. In addition,

the present study employs the following physics modules of OpenFAST:

1. AeroDyn: It calculates the aerodynamic loading of the wind turbine. The blades and tower are discretized using analysis nodes spread along

actuator lines. AeroDyn is provided by OpenFAST with the instantaneous orientation, position, and flow velocity for each analysis node.

Blade element theory relying on two-dimensional airfoil data is then used to calculate the local drag force, lift force, and pitching moment.

2. ElastoDyn: It calculates the structural dynamics of the turbine. The turbine's desired degrees of freedom for blades, tower, generator, and

nacelle are set in this module. ElastoDyn receives the aerodynamic loads and controller commands as input. Based on this input, the

resulting displacements, structural velocities/accelerations, and reaction loads are calculated.

3. ServoDyn: This module covers all control aspects of the turbine including pitch, generator/torque, and yaw control. In addition, ServoDyn

offers a bladed-style DISCON controller interface. This interface allows for a simple integration of external turbine controllers.

2.3 | The LES-OpenFAST coupling

This section describes the newly developed coupling between GRASP and OpenFAST. GRASP calculations are carried out on the GPU, but

through its API ASPIRE, it is possible to couple plugins running on CPUs. The coupling is realized with a new ASPIRE plugin written in C++, which

is called AspFAST. AspFAST tasks are to synchronize the LES and OpenFAST simulations, to exchange information between the two main codes

(forces, velocity, turbine blade position/orientation) and to perform the calculations for the ALM/FALM that are not covered by OpenFAST. A

schematic of the resulting simulation environment is shown in Figure 1. It is important to note that in OpenFAST the blade is discretized with both

NF force actuator and NV velocity actuator points, where in general NF ≠NV . The number of points NF is flexible and is specified in AspFAST. The

number of points NV , on the other hand, is determined by the number of blade stations which are set in the AeroDyn blade specification file. An

increase in velocity actuator points thus requires the interpolation of the initial blade input data to the desired value of NV points. The outline of

the ALM and FALM below uses the following notation for the discretized solution. The subscript ð…Þi still refers to the Einstein summation con-

vention denoting the spatial direction with respect to the corresponding coordinate system. In addition, we introduce the superscripts xk and xq

to denote the kth force and qth velocity actuator point, respectively. The discrete solution at time step tn is indicated with the superscript ð…Þn.
During initialization, the user input data (number of turbines, turbine positions, NF ) are read by AspFAST and communicated to OpenFAST. At

each subsequent time step tn, AspFAST receives the full LES velocity field uni ðxiÞ from GRASP and the current blade point positions xki and xqi from

F IGURE 1 Schematic of the new simulation environment. The ASPIRE plugin AspFAST manages the communication between the large-eddy
simulation (LES) code and the OpenFAST C++ API at each time step tn. In addition, it implements the sampling of the LES velocity at the actuator
points, the projection of the point forces back to the LES grid, and optionally the calculation of the filtered actuator line model (FALM) correction.

4 TASCHNER ET AL.
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OpenFAST. The LES velocity at the current velocity actuator point uni ðxqi Þ is sampled using linear interpolation from the nearest LES grid point xi

and then sent to OpenFAST. Provided with the LES velocity input, OpenFAST advances the turbine model by one time step. In a minimum config-

uration, this step entails the calculation of the aerodynamic loads by AeroDyn and the update of the actuator point locations. Note that the

wake/induction model in AeroDyn is disabled since these effects are resolved by the LES. In particular, AeroDyn calculates the spanwise distribu-

tion of the aerodynamic forces acting on the blade using blade element theory based on two-dimensional airfoil look-up tables for drag and lift

coefficients.50 Using the local velocity magnitude,

Un
Relðxqi Þ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðunaxðxqi ÞÞ

2þðΩnrq�unθðxqi ÞÞ
2

q
ð5Þ

the local inflow angle at each blade element can be determined as

ϕnðxqi Þ¼ tan�1 unaxðxqi Þ
Ωnrq�unθðxqi Þ
� �

ð6Þ

where the velocities are expressed in a blade-aligned coordinate system ðx1,x2,x3Þ¼ ðr,θ,axÞ. Ω denotes the rotor speed. The local angle of attack

is obtained by subtracting the sum of the local twist angle and the blade pitch angle (their sum is denoted as γ)

αnðxqi Þ¼ϕnðxqi Þ� γnðxqi Þ ð7Þ

The local lift and drag forces are then obtained utilizing the airfoil look-up tables for lift coefficient CL ¼CLðα,ReÞ and drag coefficient CD ¼
CDðα,ReÞ dependent on Reynolds number Re and angle of attack

FnLðxqi Þ
Δrðxqi Þ

¼1
2
ρðUn

Relðxqi ÞÞ
2cðxqi ÞCn

Lðxqi Þ ð8Þ

FnDðxqi Þ
Δrðxqi Þ

¼1
2
ρðUn

Relðxqi ÞÞ
2cðxqi ÞCn

Dðxqi Þ ð9Þ

where the density ρ is specified in the AeroDyn input file, Δrðxqi Þ denotes the spanwise extent of the blade element associated with the actuator

point, and c is the local chord length. The resultant force vector is transformed back into the Cartesian LES coordinate system and communicated

to AspFAST at the force actuator point locations xki . This point force fWT,n
i ðxki Þ is spread across multiple LES grid points using a convolution with a

constant Gaussian kernel ηϵ with kernel width ϵ

ηϵ ¼
1

ϵ3π3=2
exp

�ðxi�xki Þ
2

ϵ2

 !
ð10Þ

fWT,n
i ðxiÞ¼ fWT,n

i ðxki Þ
O

ηϵ ð11Þ

thereby ensuring that singular behavior is avoided and the resulting force distribution is smooth. The resultant body force distribution fWT,n
i is then

applied as additional force term in the flow domain (i.e., in Equation 2). The ALM as outlined above follows the traditional ALM formulation as

developed by Sorensen and Shen.18 As outlined in Section 1, the ALM in its traditional form suffers from overpredicted blade torque and thus

power generation if the Gaussian kernel width is chosen larger than the value found to be optimal ϵ> ϵOpt. However, the requirement for the opti-

mal value of the Gaussian kernel is very restrictive since it leads to very fine grid resolutions, which are infeasible for LES simulations on wind farm

scale. Therefore, Martínez-Tossas and Meneveau25 proposed a subfilter correction applied to the sampled LES velocity. This method labeled as

FALM aims to remedy the issue of torque overprediction for cases where ϵ> ϵOpt. In the following, the formulation of FALM and its implementa-

tion in the LES-OpenFAST coupling are described.

For the implementation in AspFAST, forces and velocities are kept in vector form throughout the calculation; thus, the same is done for the

outline of the equations below. The usage of ϵ> ϵOpt for LES leads to the underestimation of induced velocity. This reduced strength of the

induced velocity causes larger angles of attacks along the blade than would have occurred with ϵOpt. The main idea of FALM is to determine the

resolved and the missing part of the induced velocity in order to correct the sampled LES velocity for the effect of a suboptimal kernel size ϵLES

ûiðxiÞ¼ uiðxiÞþ ½ui,indðxi;ϵOptÞ�ui,indðxi;ϵLESÞ� ð12Þ

TASCHNER ET AL. 5

 10991824, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/w

e.2844 by T
echnical U

niversity D
elft, W

iley O
nline L

ibrary on [27/07/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



The numerical procedure to obtain this subfilter correction can be summarized as follows. The calculation of the correction requires the

knowledge of the freestream velocity excluding the effects of induced velocity. This velocity can be approximated as follows:

Un
i,∞ðxki Þ¼ uni ðxki Þ�uni,indðxki ;ϵLESÞ ð13Þ

The lift force at each blade element acts perpendicular to Un
i,∞ðxki Þ. Since OpenFAST only returns the resultant force vector, the lift force is

not directly available. However, the lift force can be recovered using the local unperturbed inflow velocity

Gn�1
i ðxki Þ¼

1
2
cðxki ÞCLðxki ÞUj,∞ðxki ÞUj,∞ðxki Þ¼

1
ρΔxk

fWT,n�1
i ðxki Þ�Ui,∞ðxki Þ

fWT,n�1
j ðxki ÞUj,∞ðxki Þ
Uj,∞ðxki ÞUj,∞ðxki Þ

 !
ð14Þ

Furthermore, the gradient of Gn�1
i along the blade span is obtained using finite differences

k¼1 : ΔGn�1
i ðx1i Þ¼Gn�1

i ðx1i Þ ð15Þ

k� ð2,NF �1Þ : ΔGn�1
i ðxki Þ¼

1
2
½Gn�1

i ðxkþ1
i Þ�Gn�1

i ðxk�1
i Þ� ð16Þ

k¼NF : ΔGn�1
i ðx1i Þ¼�Gn�1

i ðxNF
i Þ ð17Þ

Using the lift gradient, one can then calculate the resulting induced velocity at the kth actuator point for a given kernel width ϵ:

uni,indðxki ;ϵÞ≈ �
XNF

l¼1

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Uj,∞ðxliÞUj,∞ðxliÞ

q 1

4πðxki �xliÞ
ΔGn�1

i ðxliÞ 1� exp
�ðxki �xliÞ

2

ϵ2

 ! !
ð18Þ

At each time step, Equation (18) is evaluated twice per actuator point. The first evaluation uses the kernel size ϵ¼ ϵLES to obtain the part of

the induced velocity which is already resolved by the LES. The second evaluation sets ϵ¼ ϵOpt, which results in the induced velocity which would

have been observed in a highly resolved ALM-LES simulation allowing for ϵLES ¼ ϵOpt. Finally, under-relaxation is applied to determine the updated

subfilter velocity correction accounting for the difference in resolved and optimal-induced velocity

Δuni,indðxki Þ¼ fu½uni,indðxki ;ϵOptÞ�uni,indðxki ;ϵLESÞ�þð1� fuÞ½un�1
i,ind ðxki ;ϵOptÞ�un�1

i,ind ðxki ;ϵLESÞ� ð19Þ

which is added to the sampled LES velocity:

ûni ðxki Þ¼ uni ðxki ÞþΔuni,indðxki Þ ð20Þ

A factor fu ¼0:1 is recommended for the under-relaxation.25 It is noted that AspFAST receives the force vectors from OpenFAST always at

the force actuator points. Therefore, the entire FALM calculations are carried out at the force actuator point locations, and only the final corrected

LES velocities are interpolated to the velocity actuator points before they are sent to OpenFAST. The entire coupling algorithm with the optional

application of the FALM is shown in Algorithm 1 in Appendix A.

3 | CASE SETUP OF THE NUMERICAL SIMULATIONS

The new simulation environment is employed to study a total of three cases. The first case serves the objective of cross-verifying the ALM imple-

mentation with four other popular research LES codes (Section 3.1). The remaining two cases concern the objective of testing the FALM imple-

mentation and assessing its performance compared with the ALM. In the second case, the FALM is applied to a translating constant chord wing

(Section 3.2), whereas in Section 3.3, the FALM is applied to the NREL 5-MW reference wind turbine. For both turbine cases, the focus is on

modeling the rotor since the reference data in Section 3.1 only include the rotor forces and the aim in Section 3.3 is to study the impact of the

FALM on the rotor performance in isolation. Modeling the tower and nacelle with an immersed boundary method51 or including the nacelle by

means of an anisotropic Gaussian body force52 would further improve the accuracy of especially the near wake predictions. All cases use uniform

inflow with a specified reference velocity urefi ¼ðU∞ ,0,0Þ. The boundary conditions in the streamwise and lateral direction are periodic. In order to

6 TASCHNER ET AL.
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ensure an uniform inflow with the desired reference velocity, a fringe region is included in the inlet/outlet region of the domain. Within the fringe

region, an additional source term is added to the momentum equations, which drives the flow again toward urefi :

fFringei ¼ ρb
∂ui
∂t

� �Fringe

¼�ρb
αðx,y,zÞη

Δt
ðui�urefi Þ ð21Þ

The strength of the forcing is controlled with the fringe factor η. The relaxation strength αðx,y,zÞη=Δt is an inverse time scale, where α is a

weighting function varying from a value of one at the inlet/outlet to a value of zero at the boundary of the fringe region according to a second-

order polynomial. The maximum fringe strength and extent are chosen as small as possible while still ensuring that the uniform inflow profile is

recovered. The top boundary condition (BC) at z¼ Lz enforces a vanishing vertical velocity component and vanishing gradient for the streamwise

and lateral velocity components. The bottom boundary condition (at z¼0) in GRASP is currently only designed for the simulation of the ABL; thus,

it does not offer a zero-shear-stress bottom BC, yet. For the purpose of this study, an approximately zero-friction velocity u ∗ is specified for the

surface scheme of the bottom BC. This approach achieves in combination with the relatively coarse grid resolution that there is no boundary layer

forming above the bottom boundary surface. The constraint is kept in mind for the analysis of the wake results. The chosen time step for all simu-

lations ensures that the local Courant–Friedrich–Levy number (CFL) is kept below a value of one.19

3.1 | ALM: Cross-verification

The implementation of the new coupling is cross-verified by performing an ALM simulation of a popular reference case, which has been already

used previously to compare four research LES codes and their ALM implementation.53 This case considers a single NREL 5-MW turbine54

(D¼126m) which is placed in a uniform laminar inflow of U∞ ¼8m=s. The turbine blades are considered as rigid, and the rotational speed of the

rotor is set to a constant value of Ω¼9:155rpm. At this set point, the turbine is operating at its optimal power coefficient. The density is set to

ρ¼1kg=m3. The tilt angle of the rotor is set to zero in the OpenFAST model of the turbine in order to ensure a streamwise aligned wake. As

noted in Martínez et al,53 there are two different approaches on how to obtain the blade specifications for the actuator points located between

the last defined point of the NREL 5-MW turbine and the tip of the blade. Data can be either extrapolated from the last two defined data points

or interpolated based on a zero chord assumption at the tip of the blade. For the present case, the latter approach is chosen, whereas the former

approach is applied in Section 3.3, demonstrating the impact of this choice.

Initial tests with a streamwise domain length equal to the reference case (Lx ¼24D) showed that the forcing of the fringe region influenced

the wake recovery. Therefore, the GRASP domain is extended by a factor of approximately two compared with the reference case in order to

account for the length and the influence of the fringe region at the domain outflow. The coefficient for the Smagorinsky subgrid model is chosen

as Cs ¼0:16 to be consistent with the reference. For a summary of the simulation parameters, see Table 1. It is noted that the chosen

resolution of the reference case cannot be exactly reproduced due to current limitations of maximum available GPU memory (using one NVIDIA

A100 40GB GPU).

3.2 | FALM: Translating wing test case

The implementation of the FALM is first tested for a translating wing under uniform inflow. This case was already used in previous studies for the

testing of the FALM25,26 and the development of an ALM tip correction.22 A constant chord wing is placed inside the domain centered with

respect to all three axes. The spanwise direction of the wing is parallel to the y-axis. The angle of attack is α¼6 ∘ . The airfoil is of type

NACA64A17, which is also used for the most outer part of the blade of the NREL 5-MW turbine. The objective is to simulate these case specifica-

tions with an unmodified version of the newly developed LES-OpenFAST coupling. To this end, the OpenFast model of the NREL 5-MW turbine

is simplified to represent the single constant chord wing. In particular, the number of blades is reduced to one, the AeroDyn blade input file is

modified to contain only the NACA64A17 airfoil type along the entire span of the wing, the rotor speed is set to zero, and azimuth/pitch angles

are adjusted to ensure the desired angle of attack α¼6 ∘ with respect to the incoming flow. The employed subgrid model is the standard

TABLE 1 Parameter settings for the ALM cross-verification case including the hub position of the turbine Lx,Hub,Ly,Hub,Lz,Hub; the domain size
Lx�Ly�Lz; the number of actuator points for force and velocity nodes NF/NV ; the nondimensional spreading ϵ=D; grid resolution ϵ=Δx; and
simulation time TSimU∞=Lx.

Lx,Hub ,Ly,Hub ,Lz,Hub Lx �Ly �Lz NF NV ϵ=D ϵ=Δx TSimU∞=Lx

4.5D, 3D, 3D 53.25D � 6D � 6D 64 19 0.079 3.39 ≈ 2

TASCHNER ET AL. 7
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Smagorinski model with CS ¼0:16. The effect of the subgrid model was found to be not crucial for this test case.25 Calculations are carried out

with the ALM and FALM for three different spreading parameters ϵ=c and two different grid resolutions ϵ=Δx. In total, this results in a set of

12 simulations (see Table 2).

3.3 | FALM versus ALM: NREL 5-MW turbine

After cross-verifying the basic ALM for the NREL 5-MW turbine and the FALM for the translating wing, the study concludes with a performance

comparison of the ALM and FALM applied to the NREL 5-MW turbine. The case setup is identical to the one presented in Section 3.1. In total,

four simulations are performed considering two different choices of the Gaussian spreading parameter for both ALM and FALM. The chosen

values of the Gaussian spreading are typical for the simulation of a wind farm using LES/ALM on a coarse grid and therefore allow the quantifica-

tion of the dependence of ALM and FALM results on ϵ in these practical use cases. The setup maintains a ratio of ϵ=Δx≈3 and a constant grid

spacing in x, y, and z. This results in slightly different streamwise domain lengths Lx since the number of grid points in GRASP has to be an integer

multiple of 32. The chosen resolution is a trade-off between the available computational resources for practical applications of the ALM on wind

farm scale and the full convergence of the results. It fulfills the requirement ϵ=Δx>2 in order to avoid numerical oscillations19 but is below the

ratio of ϵ=Δx¼5, which has been found necessary for fully converged results.55 Compared with the initial ALM simulations, the number of actua-

tor points has to be significantly increased when using the FALM. Only then are the large lift gradients at the blade tip resolved, which are crucial

for the calculation of the FALM correction term. A summary of the parameter settings for this case is shown in Table 3.

4 | RESULTS

This section presents the results obtained with the GRASP-OpenFAST coupling for the test and verification cases presented in Section 3. Firstly,

the results of the ALM cross-verification are shown in Section 4.1. Secondly, the FALM verification using the translating wing test case is pres-

ented in Section 4.2. We conclude with the comparison of the FALM and ALM performance in Section 4.3. For the performance assessment of

the new simulation environment, it is referred to Appendix B.

4.1 | ALM: Cross-verification

The new coupling of GRASP and OpenFAST via an ALM is cross-verified by comparing the predictions for the NREL 5-MW reference turbine in

uniform inflow to the ALM results of four other research LES codes. The codes considered for the comparison are LESGO (Johns Hopkins Univer-

sity: JHU), SOWFA (NREL), SP-Wind (KU Leuven: KUL), and EllipSys3D (Technical University of Denmark: DTU). The codes are compared in terms

of predictions for the blade and wake quantities. Temporal averaging of the results of the four reference codes is done for one to two flow-

through times TF , excluding the initial flow-through time during which the flow develops. For GRASP, it is found that the initial transient develop-

ment takes slightly longer than TF ¼1, and averaging is done across an interval of 1:85TF starting at tSim ¼1:3TF , where TF is calculated with the

streamwise length of the reference case (Lx ¼24D) and not the extended GRASP domain. As mentioned previously, it is found that the location of

the laminar-turbulent transition in the wake and its recovery in GRASP are sensitive to the strength of the fringe in the outflow region. However,

even for very weak fringe forcing, mean quantities in the far wake are modified as soon as the initially created wake reaches the outflow

TABLE 2 Parameter settings for the translating wing test case, including the wing span S, the domain size Lx�Ly�Lz, the number of actuator
points for force and velocity nodes NF/NV , the non-dimensional spreading ϵ=c, grid resolution ϵ=Δx, and simulation time TSimU∞=Lx.

S Lx �Ly �Lz NF NV ϵ=c ϵ=Δx TSimU∞=Lx

12.5c 2.5S � 2.5S � 2.5S 300 100 f1;2;4g f4;8g 3.2

TABLE 3 Parameter settings for the ALM cross-verification case, including the hub position of the turbine Lx,Hub,Ly,Hub,Lz,Hub; the domain size
Lx�Ly�Lz; the number of actuator points for force and velocity nodes NF/NV ; the nondimensional spreading ϵ=D, grid resolution ϵ=Δx; and
simulation time TSimU∞=Lx.

Lx,Hub ,Ly,Hub ,Lz,Hub Lx �Ly �Lz NF NV ϵ=D ϵ=Δx TSimU∞=Lx

4.5D, 3D, 3D {53.1; 52.8}D � 6D � 6D 307 307 f0:079;0:11g ≈3 ≈2

Abbreviations: ALM, actuator line model.

8 TASCHNER ET AL.
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boundary. In the present study, this influence is mitigated by choosing a very long domain length of Lx ¼53:25D, which allows for a sufficiently

long averaging interval before the initial wake interacts with the fringe forcing.

The five ALM implementations are first compared in terms of their predictions for mean quantities along the spanwise direction of the blade.

The mean distributions of angle of attack α, axial velocity �ux=U∞, and drag/lift force are shown in Figure 2, where forces are nondimensionalized

with the rotor diameter D, the fluid density ρ, the inflow wind speed U∞, and the spanwise width Δr of the respective blade segment. The four

reference LES codes show overall similar distributions for angle of attack and drag/lift forces. However, the previous study of Martínez-Tossas

et al,53 which compared the four reference ALM implementations, also pointed out two main reasons for deviations between the results. The first

one is the treatment of the actuator points close to the tip of the blade, whereas the second one concerns the treatment of the transitions

between different airfoil types along the blade. The GRASP results are obtained from OpenFAST at the NV velocity actuator point locations,

where the most outer specified point in the AeroDyn blade input file is located precisely at the blade tip. The specifications for this actuator point

are not uniquely defined since the last documented point of the NREL 5-MW turbine is located further inward. For this comparison, the assump-

tion of vanishing chord length at the blade tip is used. As a consequence, the drag and lift distributions obtained with GRASP tend toward zero at

r¼R. The second possible choice of extrapolating the chord length specified for the most outer actuator point from the two neighboring inner

points is demonstrated later in Section 4.3. The second cause of deviations (especially for the axial velocity profile) is the possibility to interpolate

the drag and lift tables when the airfoil type is changed in between two blade sections. This approach is only implemented in the EllipSys3D code,

which thereby obtains smooth distributions along the blade. The remaining four codes show discontinuities at locations where the airfoil type

changes. It should be noted that the GRASP-OpenFAST coupling uses NF ¼64 force actuator points as the other four codes, but in fact, the

shown blade quantities are obtained at the NV ¼19 velocity actuator points, thus leading to coarser profiles. The blade quantities nevertheless

show good agreement with the four references. The only exception is the nonresolved peak of the drag force near r=R¼0:175. The second nota-

ble deviation of the GRASP results is the prediction of smaller axial velocities �ux=U∞ compared with the other three codes, which choose to not

interpolate in between airfoil types. This deviation is most likely due to the fact that the GRASP simulation only reaches a resolution of

ϵ=Δx≈3:39, which is limited by the size of the GPU memory, whereas the references use ϵ=Δx≈5. Additional tests with smaller domains but

refined grids show that the GRASP solution shifts toward the three references.

The small differences in the implementation of the ALM also have an effect on the wake. In Figures 3 and 4, velocity �uxðzÞ=U∞ and

streamwise Reynolds stress u0xu0xðzÞ=U2
∞ profiles are shown at seven locations downstream of the turbine. The former quantity is of main concern

F IGURE 2 Comparison of mean angle of attack α, axial velocity �ux=U∞, drag, and lift per unit length along the blade span.

TASCHNER ET AL. 9
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for the power production of a hypothetical downstream turbine, whereas the latter one indicates the onset of transition in the wake. The codes

predict similar velocity profiles for the laminar region of the wake x=D≈ ð0,6Þ. The only exception is the EllipSys3D code, which already shows a

stronger shear layer gradient in the rotor plane. This stronger gradient persists in the near wake region and causes the wake to transition earlier

than the other two second-order finite difference codes SOWFA and GRASP (see locations x=D¼f9;12g). The two remaining codes (LESGO and

SP-Wind) use pseudo-spectral discretization for the horizontal directions, which leads to the earlier onset of laminar-turbulent transition and

faster recovery of the wakes.53 These differences become less pronounced far downstream (x=D¼15) when the wakes are turbulent for all codes.

In the turbulent far wake at x=D¼15, the vertical velocity profile calculated by GRASP shows a slight asymmetry with respect to the center axis

of the wake. This asymmetry is not present for the velocity profile in the lateral direction (shown as reference in Figure 3 with a dashed green line)

and is likely to be caused by the fact that GRASP currently does not offer a zero shear stress (slip wall) BC for the bottom boundary as explained

in Section 3. To confirm this hypothesis, future testing with newly implemented BCs for the vertical direction is necessary.

An overall comparison of the wake structure is facilitated by analyzing two-dimensional contours of the mean streamwise velocity and Reyn-

olds stress in a vertical x-z plane (see Figures 5 and 6, respectively). The Reynolds stress magnitude clearly indicates that transition is triggered the

earliest in SP-Wind (x=D≈5:5), followed by EllipSys3D and LESGO. For both SOWFA and GRASP, the onset of transition is the furthest down-

stream at x=D≈10. GRASP uses a spatially staggered grid, which improves the accuracy of the second-order finite difference discretization

F IGURE 3 Comparison of mean streamwise velocity profiles �ux=U∞ at seven locations in the wake downstream of the turbine. For GRASP,
the profiles in lateral direction (labeled xy) are shown in addition to the vertical profiles.

F IGURE 4 Comparison of streamwise Reynolds stress profiles u0xu0x=U
2
∞ at seven locations in the wake downstream of the turbine.

10 TASCHNER ET AL.
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compared with the collocated grid arrangement employed in SOWFA.56 Consequently, one would expect the onset of turbulence to occur earlier

for GRASP since high wave number modes, which trigger turbulence, are less damped.53 However, as discussed previously, the present GRASP

study can only achieve a resolution of ϵ=Δx≈3:39; therefore, the gain in accuracy achieved by the grid arrangement is again lost due to the

coarser grid resolution. This current limitation also affects the magnitude of the Reynolds stress predicted by GRASP, which is smaller throughout

the wake. Multi-GPU parallelization of GRASP is currently under development and will enable future comparisons with finer grid resolutions.

F IGURE 5 Comparison of mean streamwise velocity contours �ux=U∞ for the five large-eddy simulation (LES) codes. The rotor is located at
x=D¼0.

F IGURE 6 Comparison of streamwise Reynolds stress contours u0xu0x=U
2
∞ for the five large-eddy simulation (LES) codes. The rotor is located

at x=D¼0.

TASCHNER ET AL. 11
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4.2 | FALM: Translating wing test case

In addition to the introduced ALM implementation, the GRASP-OpenFAST coupling also offers a FALM extension that can improve the ALM per-

formance on coarse grids. The implementation of the FALM is first tested using a translating wing in uniform inflow before applying it to an entire

wind turbine rotor (see Section 3.2 for a description of the case setup). The resulting flow field forming around the wing is shown in Figure 7A.

The vorticity magnitude displays the typical horseshoe shape associated with the bound circulation along the wing span and the shed vorticity at

the tips of the finite-span constant chord wing. The contour of vertical velocity clearly indicates the regions of upwash and downwash present in

the proximity of the wing and in its wake. Figure 7B,C shows a comparison of ALM and FALM results for the streamwise vorticity ωx and lateral

vorticity ωy at the wing location x=S¼0 where the bound vortex ωy is located and in the wake at x=S¼0:25 where only the tip vortices ωx remain.

It is important to note that there are only minor differences between the two models since also the FALM uses the same coarse ϵ to project the

actuator point forces onto the LES grid. The FALM thus mainly affects the local quantities along the wing (like induced velocity and lift) on which

we focus in the following.

The wing is simulated using both ALM and FALM for a set of different kernel widths ϵ=c¼f1;2;4g and grid resolutions ϵ=Δx¼f4;8g. The
reference study of Martínez-Tossas and Meneveau25 ran the simulations for all choices of the kernel width with the same very high grid resolu-

tion. In their study, even the smallest kernel width ϵ=c¼0:25 corresponded to a relative resolution of ϵ=Δx≈13. In the present study, we choose

to follow another approach since the application of FALM for full wind turbine rotors involves significantly smaller ratios ϵ=Δx<5. Otherwise, the

advantage of the FALM, which is to enable coarser grid resolutions, would be lost. Instead, we choose to study the convergence of the results for

lift coefficient and subfilter velocity correction on two coarser grids for each kernel width ϵ=c.

Figure 8 shows the magnitude of the subfilter correction jΔuindj along the span of the wing. Large magnitudes are limited to the proximity of

the wing tips where the correction is needed to add the missing downwash, which is not resolved by LES due to a suboptimal kernel width

ϵLES > ϵOpt. While for kernel widths of ϵ=c¼f1;2g, the correction is essentially zero in the midsection of the wing, the largest width ϵ=c¼4

F IGURE 7 Vertical velocity field uz=U∞ and isosurface of the nondimensional vorticity magnitude ðωiωiÞ1=2S=U∞ ≈0:31 around the
translating wing used for testing of the FALM implementation (A). Comparison of the streamwise vorticity ωx and lateral vorticity ωy at the wing
location x=S¼0 (B) and in the wake x=S¼0:25 (C) as obtained with the actuator line model (ALM) and filtered actuator line model (FALM). All the
results are obtained for the parameter choice ϵ=c¼2 and ϵ=Δx¼4.

F IGURE 8 Convergence of the magnitude of the filtered actuator line model (FALM) subfilter correction jΔuindj along the span of the wing
for different kernel widths ϵ=c.

12 TASCHNER ET AL.
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requires a correction of the results for all spanwise locations. The amount of downwash resolved by the LES increases with decreasing LES kernel

width, thus leading to a lowered magnitude of the subfilter correction along the entire span of the wing. As can be seen in the inset of Figure 8,

the subfilter correction is already converged for a grid resolution of ϵ=Δx¼4 for all three choices of the kernel width ϵ=c¼f1;2;4g. This finding
is in agreement with previous results, which reported that convergence of the solution can be expected for grid resolutions of ϵ=Δx>2:8.25

The corresponding convergence behavior of the lift coefficient CL is shown in Figure 9 for both the ALM and FALM, where the additional

black dots denote the ALM reference solution obtained for ϵLES ¼ ϵOpt ¼0:25c (taken from Martínez-Tossas and Meneveau25). In general, the lift

distributions obtained with both models already indicate convergence for the coarser grid resolution of ϵ=Δx¼4 for all three choices of ϵ=c. It is

noted though that convergence is slightly slower for smaller kernel widths. This delay can be observed most clearly for the ALM results obtained

with ϵ=c¼1 in the region of the two local minima of the lift distribution.

The behavior of the FALM is now studied explicitly for the results obtained with ϵ=Δx¼8. Figure 10 shows the resolved induced velocity

j�uLESind j and the subfilter correction jΔuindj for varying kernel widths. Smaller LES kernel widths ϵLES lead to larger lift gradients at the tip (see

Figure 9), which in turn create stronger tip vortices. The consequences are stronger-induced velocities along the wing span, especially in the prox-

imity of the tip. In contrast, a wide kernel of ϵ=c¼4 is insufficient to resolve the peaks in downwash close to the tips. It leads to a monotonous

distribution of the downwash with respect to the half-wing length only showing one maximum at the wing center. Furthermore, the distribution

of optimal-induced downwash j�uOptind j does not depend on the LES kernel width ϵLES. Therefore, smaller LES kernel widths require a smaller subfilter

correction, as is to be expected. The main benefit of the FALM is clearly visible in Figure 9. Even the smallest of the three studied kernel widths

F IGURE 9 Convergence of the lift coefficient CL along the span of the wing for different kernel widths ϵ=c using both actuator line model
(ALM) and filtered actuator line model (FALM). The black dots denote the ALM reference solution obtained for ϵLES ¼ ϵOpt ¼0:25c (taken from
Martínez-Tossas and Meneveau25).

F IGURE 10 Dependence of the induced velocities uind on the kernel width ϵ=c for a grid resolution of ϵ=Δx¼8.

TASCHNER ET AL. 13
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exceeds the optimal value of ϵOpt=c¼0:25 by a factor of 4. As a result, the lift distribution along the wing span varies strongly with the LES kernel

width when using the ALM without correction. Further, the lift is significantly overpredicted near the tips due to underpredicted downwash. In

contrast, the FALM captures the strong decrease in lift near the tips and importantly displays a solution that is independent of kernel width even

for kernel widths exceeding the optimum value by a factor of 16. The epsilon-independent solution further matches the reference ALM lift profile

obtained with ϵOpt. At this point, it should be noted that the performance of the FALM relies on the numerically calculated lift gradient (recall

Equation (18)). An accurate calculation of the gradient is only possible with a large number of actuator points. For the present wing test case, a

value of NF ¼300 is found to be necessary to obtain the correct magnitude and shape of the lift profiles. This undesirable effect could be at least

partially compensated for by using a nonuniform actuator point spacing with high resolution only in the proximity of the wing tips.

4.3 | FALM versus ALM: NREL 5-MW turbine

After testing the implementation of the FALM with the translating wing example, its performance for a wind turbine is now compared with the

ALM. The studied case is identical to the one used for the cross-verification of the ALM, that is, the NREL 5-MW reference turbine in uniform

inflow (case parameters are shown in Section 3.3). Both ALM and FALM simulations are carried out for ϵ=D¼f0:079;0:11g while maintaining a

grid resolution of ϵ=Δx¼3 for each case. The aim is to study the differences in blade quantities and wake behavior for these larger Gaussian

spreading widths and coarser grids since they are of practical importance when simulating an entire wind farm but also cause a significant over-

prediction of the generated power if no additional correction like the FALM is employed.57 For the present comparison, both models use NF ¼
NV ¼307 to eliminate any possible influence of the number of actuator points. However, the required number of actuator points for the ALM and

FALM are in general different and it is referred to Appendix C for a detailed convergence study.

The FALM computes a subfilter correction added to the sampled LES velocity based on the optimal-induced velocity and its resolved part

along the blade. The mean profiles of these three velocities are shown in Figure 11. As observed in the previous section for the translating wing,

large magnitudes of the induced velocities are limited to the inner and outer parts of the blade where the root and tip vortices cause strong induc-

tion. In the middle section of the blade, the coarse resolution and large spreading widths are sufficient to resolve the major share of the induced

velocities, whereas toward the tip, the ratio of optimal and resolved induced velocity attains a ratio as large as j�uOptind j=j�uLESind j≈12. The smaller

Gaussian spreading ϵ=D¼0:079 results in larger resolved induced velocity, especially in the interval r=R¼ð0:7,0:9Þ but still relies strongly on the

subfilter correction in order to obtain the optimal downwash distribution. Further, it should be noted that the inflection points visible in the pro-

files of the correction and the optimal velocity are due to the discontinuities of the lift force distribution caused by the sudden changes of the air-

foil type along the blade (see right center panel in Figure 12). The lift force profile also explains the sign change of the optimal-induced velocity at

r=R≈0:16. The inner part of the blade of the NREL 5-MW turbine (r=R<0:16) consists of circular airfoils, which do not provide any lift. Therefore,

the positive velocity correction found close to the blade root is the upwash induced by the shed vorticity in the proximity of the strong lift gradi-

ent at r=R≈0:16.

F IGURE 11 Magnitudes of the induced velocities uind along the blade span of the NREL 5-MW turbine shown for two different Gaussian
kernel widths. All velocities are normalized with the magnitude of the unperturbed incoming velocity at the blade tip U∞,tip. The signs are
determined by computing the alignment with respect to the lift force.
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The resulting profiles of angle of attack, axial velocity, and forces along the blade are presented in Figure 12. It is important to note that for

this section, the second possible approach to obtain the blade specifications at the tip is employed, illustrating its impact on the results (data are

now extrapolated from the two neighboring inner blade points instead of interpolated based on a zero chord assumption).

This user choice modifies the lift profile at the blade tip. It is important to keep this source of possible deviations between different ALM

implementations in mind (compare with the other approach shown in Figure 2). As can be seen in the inset shown in the top left corner of

Figure 12, the FALM correction results in a reduced angle of attack for r=R>0:75. This change, in turn, leads to a lower lift force, which translates

to reduced tangential and normal forces, ultimately decreasing the generated torque/power and thrust force. This finding is confirmed quantita-

tively in Table 4 where comparisons of ALM and FALM predictions for the rotor's thrust coefficient CT and aerodynamic power coefficient CP are

shown. From the force profiles as well as the integral rotor quantities, it can be concluded that the FALM is successful in reducing the dependence

of the solution on the width of the Gaussian spreading on coarse grids but cannot provide a fully independent solution (in terms of ϵ and Δx). This

finding is confirmed by the study of Blaylock et al27 who compared the dependence of the FALM solution on varying coarse meshes using a reso-

lution of ϵ=Δx¼2 instead of the ϵ=Δx¼3 employed in this study. We expect that increasing ϵ=Δx would lead to improved convergence.

F IGURE 12 Actuator line model (ALM) versus filtered actuator line model (FALM): comparison of mean angle of attack α, axial velocity
�ux=U∞, drag, lift, tangential, and normal force per unit length along the blade span. The forces are nondimensionalized in the same manner as
done for the ALM results (see Section 4.1).
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Furthermore, it should be noted that the preceding analysis focused on the modeling error inherent to the ALM for different ϵLES rather than com-

paring the error with another model like the blade element momentum (BEM) model which relies on very different simplifying assumptions. This

focus is motivated by the fact that the FALM aims to correct the ALM results toward the mathematical solution of the underlying model equations

solved for the optimal ϵOpt and thus its effectiveness should be judged in this context.

We conclude this study with an assessment of how the wake development is influenced by the application of the FALM. In Figure 13, mean

streamwise velocity profiles are shown in the wake downstream of the turbine ranging from x=D¼0 to x=D¼15. It is possible to identify two

main trends. Firstly, the wake is more stable for the case of larger spreading width ϵ=D¼0:11. In fact, the first signs of wake recovery are only vis-

ible for the location furthest downstream at x=D¼15. This is likely to be caused by the smaller gradient of the shear layer, which is smoothed out

by the larger width of the Gaussian spreading. In addition, the coarser resolution associated with this case delays the onset of transition as dis-

cussed in Section 4.1. Secondly, even for the same choices of ϵ and ϵ=Δx the wake differs between ALM and FALM. The reduced normal loading

of the blades when using the FALM leads to both less induction and a less steep shear layer in the rotor plane at x=D¼0. As a result, the applica-

tion of the FALM delays the laminar-turbulent transition for both choices of ϵ. This conclusion is limited to laminar inflow scenarios, and further

investigations are necessary to determine whether this finding holds true for turbulent inflow.

5 | CONCLUSIONS

The objective of this work was the development and subsequent verification of a new simulation environment that can give combined insights

into the respective dynamics of the flow and individual turbines in a wind farm. Such an environment could then be further utilized to develop

new dynamic wind farm control strategies, which require simultaneous knowledge about the development of the turbine wakes, the loads acting

on the turbines, and the generated power. Additionally, the new environment should enable the use of GPU computing resources.

This aim was achieved by developing a new coupling between the GPU-resident LES code GRASP and the multiphysics turbine simulation

tool OpenFAST. The coupling was implemented via an ALM and optionally offers the FALM extension. The ALM implementation was cross-

verified with four other popular research LES codes with an ALM by comparing their performance in terms of blade and wake quantities for the

TABLE 4 Comparison of ALM and FALM predictions for the aerodynamic power and thrust coefficients of the NREL 5-MW rotor.

Power Thrust

CPðϵ=D¼ 0:079Þ [-] 100∗ CPðϵ=D¼0:11Þ
CPðϵ=D¼0:079Þ�1
� �

[%] CTðϵ=D¼0:079Þ [-] 100∗ CT ðϵ=D¼0:11Þ
CT ðϵ=D¼0:079Þ�1
� �

[%]

ALM: 0.569 ALM: +3.51% ALM: 0.838 ALM: +1.31%

FALM: 0.514 FALM: +1.56% FALM: 0.805 FALM: +0.50%

Note: For both models absolute values are shown for ϵ=D¼0:079 and in addition relative increases for the coarser ϵ=D¼0:11.

Abbreviations: ALM, actuator line model; FALM, filtered actuator line model.

F IGURE 13 Actuator line model (ALM) versus filtered actuator line model (FALM): comparison of mean streamwise velocity profiles �ux=U∞ at

seven locations in the wake downstream of the turbine.
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NREL 5-MW turbine in uniform inflow. The new coupling predicted similar results for the lift/drag forces along the blade and showed a good

agreement for the near wake behavior when compared with the other four codes, thus confirming a successful implementation of the new ALM.

Differences were found for the far wake development predicted by GRASP—in particular, the magnitude of the Reynolds stresses was lower than

for the four references, and the mean streamwise velocity showed a slight asymmetry. The former finding was attributed to the coarser grid reso-

lution used for GRASP compared with the references, whereas the latter was expected to be caused by the limitation that GRASP currently does

not offer a slip wall BC for the bottom boundary. The implementation of the FALM was tested with a simple translating wing, and its performance

was subsequently compared with the ALM for the NREL 5-MW turbine. The FALM proved to be successful in reducing the dependence of the

blade loads and the generated power on the width of the Gaussian kernel used to project the point forces onto the LES grid. Furthermore, the

wake predicted with the FALM was shown to transition later than for the traditional ALM when considering uniform inflow.

Future work will be oriented toward two objectives. Firstly, the development of a multi-GPU version of GRASP can enable the study of cases

with larger domains and higher resolution. Secondly, the new simulation environment can be utilized to study new wind farm control strategies

including the turbulent ABL.
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APPENDIX B: PERFORMANCE ASSESSMENT

This appendix provides an overview of the computational speed associated with the different configurations of the new simulation environment.

In particular, it is distinguished between three configurations: the LES code operating in isolation, the LES code coupled one-way to OpenFAST

(only velocities are sampled from the LES and passed on), and the LES code coupled two-way to OpenFAST (exchange of velocites and forces). To

this end, a test case based on the ALM cross-verification from Section 3.1 is designed considering three different grid resolutions

(Δx=D¼1=63,Δx=D¼2=63, and Δx=D¼4=63), which results in a total of nine cases. The domain size is Lx�Ly�Lz ¼ð8:12DÞ3 with the turbine

hub centered within the cubic domain. For all cases, the number of actuator points is kept constant as NF=NV ¼64, and the ratio of Gaussian ker-

nel width to grid spacing is fixed as ϵ=Δx¼2. All nine cases are advanced for 3000 steps in time to collect robust wall time estimates. In addition,

the wall time results from Section 3.1,3.3 and Appendix C are collected to present a complete overview of the computational performance in

Figure B1. Simulations are performed on two different computing platforms: firstly, utilizing a single GPU node on an HPC cluster equipped with

one NVIDIA A100-SXM4-40GB GPU and 12 Intel(R) Xeon(R) CPU @ 2.20GHz (abbreviated as A100 in B1) and secondly, utilizing a standalone

GPU machine equipped with one NVIDIA GeForce RTX 3090-24GB GPU and a total availability of 64 Intel(R) Xeon(R) CPU E7-4809 v4 @

2.10GHz (abbreviated as GTX in B1). It should be noted that the three large test cases using Δx=D¼1=63 are not permitted by the 24GB memory

of the smaller GeForce RTX GPU. For the six cases permitted by both GPU memories, the single HPC node equipped with the A100 leads to bet-

ter performance for all cases.

Furthermore, the differences between the different coupling configurations and the additional expense of the FALM can be assessed.

The standalone LES code is approximately one order of magnitude faster than the two-way coupled code for the medium and large test

cases. This is to be expected as the calculations performed by AspFAST and OpenFAST are both carried out on CPUs and also require addi-

tional data transfer between GPU and CPU. The one-way coupling only performs the sampling of the velocities at the actuator points and

the OpenFAST internal calculations but does not require the projection of the body force onto the LES grid, which results in an approximately

two times faster speed compared with the two-way coupling. The simulation from Section 3.1 (red square in Figure B1) does not reach the

speed of the test case for two reasons: Firstly, the number of grid cells ðNx,Ny ,NzÞ are not integer powers of two, which leads to a suboptimal

division of the problem on the GPU. Secondly, the ϵ=Δx ratio is equal to five rather than two which requires the projection of the body force onto

more LES grid points (as the projection is only calculated for grid points where the strength of the Gaussian kernel ηϵ is larger than 0.1% of its cen-

ter value).

F IGURE B1 Scaling of the computational speed in terms of computed time steps per wall clock second with increasing problem size NGrid.
Results are shown for the standalone large-eddy simulation (LES) code (no coupling), one-way and two-way coupling. Furthermore, the results
from Sections 3.1 and 3.3 and Appendix C are presented. The number of actuator points is NF ¼64 except if specifically noted otherwise in the
plot next to the corresponding marker.
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To conclude, the computational overhead added by the FALM is assessed. The additional computation of the subgrid velocity correction

(Equations 14–20) is found to be negligible (black diamond matches orange square and black stars match the green squares in Figure B1). The

added overhead is rather determined by the required number of actuator points NF for the FALM. The convergence of the FALM results is studied

in Appendix C concluding that at least NF ¼150 is required compared with well-converged ALM results with NF ¼55. The FALM with NF ¼163

reduces NT=TWall by about 25% compared with the ALM with NF ¼55.

APPENDIX C: CONVERGENCE OF THE FALM RESULTS

The quality of the FALM results relies on the accurate calculation of both the resolved and optimal-induced velocity along the blade in

Equation (18). The smallest length scales across which the resolved/optimal-induced velocities can vary are given by the widths of the Gaussian

kernels ϵLES and ϵOpt, respectively. Since in general ϵLES � ϵOpt, the latter one imposes the requirement of finer actuator point spacing along the

blade compared with the traditional ALM. This fact becomes apparent in Figure C2A where the convergence of the lift force near the blade tip is

studied as function of the number of actuator points (using the FALM ϵ=D¼0:11 case defined in Section 3.3). It can be seen that the FALM using

NF ¼55 is incapable of predicting the sharp drop of the lift force at the blade tip due to the presence of the tip vortex. While the accurate predic-

tion of the magnitude of this drop requires at least NF ¼163 points, full convergence of the lift profile is only obtained for NF ≈300. The aerody-

namic power and thrust coefficients CP and CT of the rotor further confirm these findings (Figure C2B), where the percentage differences

between the power and thrust coefficients obtained for NF ¼55 and NF ¼307 are ≈1:8% and ≈0:7%. In contrast, the differences for the ALM

are only ≈0:014% and ≈0:011% indicating convergence of the ALM results with NF ¼55.

F IGURE C2 Convergence of the filtered actuator line model (FALM) results (ϵ=D¼0:11) for the NREL 5-MW turbine with increasing number
of actuator points (NF ¼NV ) shown for the lift force per unit length in the outer region of the blade (A) and the aerodynamic thrust and power
coefficients of the rotor normalized with their respective values obtained for NF ¼451 (B).
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