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Abstract

As machine learning models, specifically neural networks,
are becoming increasingly popular, there are concerns regard-
ing their trustworthiness, especially in safety-critical applica-
tions, e.g., actions of an autonomous vehicle must be safe.
There are approaches that can train neural networks where
such domain requirements are enforced as constraints, but
they either cannot guarantee that the constraint will be satis-
fied by all possible predictions (even on unseen data) or they
are limited in the type of constraints that can be enforced.
In this work, we present an approach to train neural networks
which can enforce a wide variety of constraints and guarantee
that the constraint is satisfied by all possible predictions. The
approach builds on earlier work where learning linear models
is formulated as a constraint satisfaction problem (CSP). To
make this idea applicable to neural networks, two crucial new
elements are added: constraint propagation over the network
layers, and weight updates based on a mix of gradient de-
scent and CSP solving. Evaluation on various machine learn-
ing tasks demonstrates that our approach is flexible enough
to enforce a wide variety of domain constraints and is able to
guarantee them in neural networks.

1 Introduction

Widespread use of state-of-the-art machine learning (ML)
techniques has given rise to concerns regarding the trust-
worthiness of these models, especially in safety-critical and
socially-sensitive domains. For example, in autonomous ve-
hicles that employ ML approaches to predict the next action,
the actions must be safe. Such domain requirements can of-
ten be formulated as logical constraints on combinations of
inputs and outputs (e.g., whenever the input satisfies some
condition A, the output must satisfy condition B). Crucially,
these domain constraints must be satisfied for all possible
inputs to the model, not just the training data. This has moti-
vated researchers to develop approaches that can train mod-
els that satisfy a given constraint for all possible predictions.

A general approach to enforcing constraints in ML mod-
els is to include a regularization term in the cost function,
which typically adds a cost for every violation of a constraint
in the training set (e.g., Xu et al. (2018); Diligenti, Gori, and
Sacca (2017)). Such an approach can reduce the number of
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violations in the training set, but it does not necessarily elim-
inate them. Moreover, even when it does, this does not guar-
antee that other instances (outside the training set) cannot
violate the constraint. Alternatively, for some model types,
such as neural networks, the architecture of the model can
be chosen in such a way that certain types of constraints are
guaranteed to be satisfied for each possible input (not just
training data) (Sivaraman et al. 2020; Hoernle et al. 2022).
But this is typically possible only for specific combinations
of model and constraint types.

This raises the question of whether generality and cer-
tainty can be combined. Is it possible to come up with a
generally applicable approach that guarantees the satisfac-
tion of constraints not only on the training set but on the
entire input space, and this for any kind of model? A step in
this direction was made by Goyal, Dumancic, and Blockeel
(2023), who propose a relatively general solution for linear
models. Their approach translates the learning problem into
a MaxSMT setting. MaxSMT stands for Maximum Satisfi-
ability Modulo Theories. It is an extension of SAT solving
that can take background theories into account (e.g., for rea-
soning about the real numbers) and that distinguishes soft
and hard constraints: it returns a solution that satisfies all
hard constraints and as many soft constraints as possible.
Goyal, Dumancic, and Blockeel (2023) model the require-
ments as hard constraints and maximize the fit to the data us-
ing soft constraints. Their approach works for a wide range
of constraint types but only handles linear models, and as-
sumes a bounded input domain.

In this paper, we substantially extend the applicability
of that approach by showing how it can be used to train
feedforward neural networks. Two key modifications to the
network’s architecture and training procedure suffice for
achieving this: (1) propagating the constraints over the net-
work layers to the last layer, which involves adding skip con-
nections (He et al. 2016) that copy the input to the penul-
timate layer and deriving bounds on the penultimate layer
from the bounds on the input (Sunaga 1958), and (2) train-
ing the network using a hybrid procedure that uses MaxSMT
to determine the weights in the output layer and gradient de-
scent for all other weights. We demonstrate that with these
changes, neural networks can be trained that have good per-
formance and guarantee the satisfaction of given constraints.
In the following, we first describe the problem setting, then



The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

briefly describe the existing approach that we build on, be-
fore detailing our approach. Afterward, we compare our ap-
proach to related work and evaluate it experimentally.

2 Problem Statement

In this paper, we focus on semantic constraints which con-
strain the behavior of the model: the predictions are required
to adhere to certain requirements, e.g. safety constraints
(Katz et al. 2017), structured output constraints (Xu et al.
2018), and hierarchical constraints (Hoernle et al. 2022).
Specifically, we focus on domain constraints: constraints
that must hold for all instances in the domain. We assume the
constraints can be written with universally quantified logic
formulas. In particular, we consider the constraints of form:

n

K:¥xe X[li,u],xEP= fux) EC

i=1

ey

Which states that if an input x satisfies a condition P, the
output must satisfy a condition C. An example of a safety
constraint that can be represented in this way is: “if an ob-
ject comes in front of a moving vehicle, the vehicle must
stop”. Solving for such a constraint exactly using specific
constraint solvers allows us to enforce the constraint for all
possible inputs. The reason for focusing on this type of con-
straint is mostly practical: the constraint-solving technology
we use was found to scale well enough for these types of
constraints. It is not a theoretical limitation: any constraint
that can be handled effectively by current constraint-solving
technology can be handled by the approach we develop. As
demonstrated later in section 6, our chosen constraint for-
mulation (equation 1) already provides us with a variety of
tasks to work with.

To make the search procedure tractable, and because fea-
tures in ML problems are typically bounded (e.g., a pixel
in an image takes a value in [0, 255]), we use bounded do-
mains X ;_,[l;,u;] instead of R™. As a natural choice, the
training data D < X X ) can be used to calculate these
bounds, i.e. [; = minp(x;) & u; = maxp(x;). We rely on
the SMT solver Z3 (Moura and Bjgrner 2008) to solve such
constraints. Other prominent constraint-solving paradigms
like MILP and CP do not support such constraints over con-
tinuous domains (Nethercote et al. 2007).

We are now ready to formulate our problem statement:

Definition 2.1. Learning Problem. Given a training set
D <€ X X ), a set of domain constraints /C, a loss func-
tion £, and a hypothesis space containing functions fy, :
X — ), find w such that fy, satisfies constraints in K and
L(fw, D) is minimal among all such f,.

fw is assumed to be a feedforward neural network. The
output layer is real-valued without any activation, and a soft-
max layer is used to calculate class probabilities for classi-
fication problems. The language of the constraints in C is a
subset of first-order logic which allows for universal quanti-
fiers. In practice, we focus on the constraints of the form in
equation 1, and & can be a set of multiple such universally
quantified constraints.
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3 Background - Satisfiability Descent (SaDe)

Satisfiability (SAT) is the problem of finding a solution that
satisfies a given Boolean formula, e.g. —a v b. Satisfiability
Modulo Theories (SMT) extend SAT such that formulas can
be expressed in other theories, such as Real Arithmetic, e.g.,
(a+b>3) A (b< 1) withreal @ and b. Maximum Satisfia-
bility (MaxSMT) generalizes the SMT problem: given a set
of hard constraints H and soft constraints S, it aims to find
a solution that satisfies all constraints in H and as many as
possible in S.

Our work builds on SaDe (Goyal, Dumancic, and Bloc-
keel 2023) which is a learning algorithm that can enforce
constraints in linear models and guarantee satisfaction. SaDe
modifies the parameter update process of the mini-batch gra-
dient descent (Goodfellow et al. 2016). Unlike gradient de-
scent, which updates the solution in the direction that mini-
mizes the loss, SaDe solves a MaxSMT problem to find the
solution at each iteration, which is formulated in such a way
that its solution satisfies the domain constraint and is close
to the solution that gradient descent might lead to. At each
iteration, a local search space is defined for the MaxSMT
problem around the previous solution. This search space is
a fixed-sized n-cube where each edge of the n-cube is a hy-
perparameter called maximal step size that upper bounds the
size of the update in each dimension (illustrated for two pa-
rameters in figure 1(a)). SaDe iteratively improves the per-
formance while learning solutions that satisfy the constraint.
Formulations of the MaxSMT problem and the local search
space at each iteration are provided next.

Formulation of MaxSMT Problem: A MaxSMT prob-
lem is defined for a batch of instances in each iteration,
where the soft constraints encode a certain quality of fit of
the model on the instances in the batch, and the domain con-
straints are hard constraints.

A soft constraint, for a given instance (x, y), is defined as
a logical constraint that is fulfilled when the prediction of
the model f, for x is “sufficiently consistent” with the true
label y. For regression, given some error e, a soft constraint
is defined as: |y — e| < fw(x) < |y + €. For classification,
the sign of fy (x) is assumed to be the indicator of the class
and the magnitude indicates the certainty of prediction, the
soft constraint takes the form (for a threshold 7):

ify=1
ify=-1

fw(x)> 7
fw(x) < —7

For each instance, multiple soft constraints are formulated
for different values of the error e or threshold 7. Satisfy-
ing a maximum of these soft constraints, which is what the
MaxSMT problem tries to achieve, correlates with minimiz-
ing the prediction loss. Thus, the solution to this MaxSMT
problem at every iteration reduces the loss while satisfying
the domain constraints.

Local Search Space: At every iteration, the MaxSMT
problem searches for the next solution in a local search space
defined by the n-cube around the previous solution. It is en-
coded as an additional hard constraint in the MaxSMT prob-
lem, with a “box” constraint, which states that the next so-
Iution must be inside the axis-parallel box defined by w and
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Figure 1: (a.) Illustration of SaDe: each grey quadrant rep-
resents the local search space for the MaxSMT problem
(maximal step size: ), defined by the gradients of the loss,
the green points are the solutions found with MaxSMT;
(b.) DeepSaDe Architecture: Last layer is updated using the
MaxSMT framework and the layers before are updated with
gradient descent. The input features relevant to the domain
constraint (in green) are mapped to the penultimate layer via
skip connections.

w—a-sgn(g), where the sign function is applied component-
wise to a vector (a modified sign function is used where
sgn(0) = 1), w is the previous solution, g is the gradient
of the loss at W, and « is the maximal step size. The box
constraint serves two important purposes. Firstly, it provides
a general direction in which the loss is minimized, as the
box in each dimension is aligned with the negative gradi-
ent. Secondly, it stabilizes learning by limiting the size of
the updates. Interestingly, using a regularized loss instead of
a standard loss doesn’t make a difference, as the constraint
remains fulfilled throughout the training steps. With regu-
larization, the regularization factor only becomes active if
an instance violates the constraint. However, in SaDe, this
never happens during the learning process, making the reg-
ularization always 0.

SaDe is limited to training linear models. Training neural
networks with the same procedure would require solving the
MaxSMT problem with highly non-linear soft constraints,
e.g. |y —e| < fw(x) < |y + e| where fy,(x) is the network,
which is not possible with state-of-the-art SMT solvers.
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4 DeepSaDe: Deep Satisfiability Descent

We now present our approach DeepSaDe, which utilizes
the MaxSMT framework proposed in Goyal, Dumancic, and
Blockeel (2023) to train neural networks with constraints.
DeepSaDe exploits the structure of neural networks, which
transform the input domain through a series of non-linear
layers before a final linear layer maps it to the output. As the
network output only explicitly depends on the last layer, en-
forcing the constraint on the last layer is sufficient to enforce
the constraint on the network. DeepSaDe, therefore, uses
batch learning with a hybrid procedure that uses MaxSMT
to determine the weights in the last layer and gradient de-
scent for all other weights. In the following, we introduce
some notation before we formalize the MaxSMT problem in
the last layer, and then detail the learning algorithm.

fw is a fully-connected neural network with k layers such
that fw (x) = hg(hg—1(...h1(x)...)) for input x € X, where
h,, is the n'" layer. The input to the n*”" layer is x(™ —=
Br—1(...h1(x)...), where x(!) = x and the latent input space
for the h,, is represented by X, where X(!) = X. The
size of a layer, |h,,|, is the number of neurons in it. Weight
and bias parameters of h,, are denoted by matrices W (™) and
B of dimensions |h,,_1| x |hy,| and 1 x |h,,| respectively
(lho| = \X(1)|). Elements of W™ and B are referred
with lower-case letters.

Formulation of the Maximum Satisfiability
Problem at the Last Layer of the Network

To formalize the MaxSMT problem for the last layer, it is
necessary to express both the soft constraints and the hard
constraint (domain constraint) in terms of the latent inputs
x (%) rather than the original inputs x(1). The soft constraint
at the last linear layer can be formulated in a similar way to
what was presented in section 3. Specifically, for a regres-
sion task, the constraint is given by |y — e| < hp(x*)) <
|y + e|, whereas for classification, it takes the form of:

h(x®)y > 7 ify =1

hi(x®) < =7 ify = —1
To formulate the hard domain constraints, we propose a
method for translating each original constraint K (equation
1) into a constraint K’ for the MaxSMT problem at the last

layer, given the parameters of layers hq, ..., hy_1, such that
a solution to K’, combined with hq,...,hi_1, is a solution

to K.
[h—1]
K:vx'e X [V ], x EP=mx)EC @
i=1

Here x’ represent the quantified latent variable in the do-
main of X®) bounded by X "/[1%¥) 4" We explain
how this translation is achieved in the next two paragraphs.
Given a network, with this translation, the last layer of a net-
work can be updated to satisfy the constraint by the network.

Domain Bound Propagation: To formulate K’, we first
consider the bounds of the quantified variable for the latent
space of X'(®)_ The bounds of the latent space must be such
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that enforcing the constraint within these bounds enforces
the constraint on the original input bounds. To construct such
latent bounds, we rely on interval arithmetic (Sunaga 1958).
This involves calculating the bounds of the output of a layer
based on the bounds of the input and the layer parameters,
such that any input to the layer takes the output value within
the output bounds. Given the lower and upper bounds (")
and u(™ for the input x(™ of the layer h,,, following the
approach used in Gowal et al. (2018), the bounds for the
output x("*1) are computed as (more details in Appendix
A.l):

lgnﬂ):act(bgn)—i- 2 wj( (n) 4 Z w(n) ("

™ 50 Wi <
u"Y = act(b™ + Z wn) (n)—i— Z wﬂlﬁn

Where ‘act’ is the activation function (like ReLu, Sigmoid,
and Tanh). Given the bounds of the input space, the bounds
for the latent space X'(*) can be calculated recursively. En-
forcing a constraint within the latent bounds enforces the
constraint on any input within the input bounds.

Identity Mapping of Relevant Features: The translation
also takes into account that some domain constraints may be
dependent on the input space, e.g., “if an object comes in
front of the vehicle, the vehicle must stop”. To encode such
conditions in K’ (i.e., X’ = P), we make the relevant fea-
tures, i.e. the features that are needed to encode the property
P, available at the latent space X’ (%), For this, we use skip-
connections (He et al. 2016) that map these features to the
second to last layer hj_1 using an identity mapping, as illus-
trated in figure 1(b). The network, consequently, is no longer
fully-connected and these features take the same value as the
input. These mapped features become a part of X*) and the
input property can be expressed at the last layer. These fea-
tures are identified in advance. Finally, as the output of the
network is the same as the output of the last layer, the con-
straint on the network output can be encoded with hy(x').
This completes the formulation of K'.

Learning Algorithm

We now present the algorithm while referring to the pseudo-
code in algorithm 1. DeepSaDe modifies mini-batch gradi-
ent descent (Goodfellow et al. 2016), where forward and
backward passes at every iteration (lines 5-7) are kept the
same, but the parameter update is split into two parts. First,
only the last layer’s parameters are updated to satisfy the do-
main constraint using the MaxSMT formulation presented
earlier (lines 8-23) (details in next paragraph). Second, the
earlier layers are updated using gradient descent to optimize
predictive loss (lines 27-29). Importantly, after the latter up-
date, the network does not guarantee constraint satisfaction
due to changes in the latent space of the last layer, used to
formulate the MaxSMT problem. Therefore, the network be-
fore the latter update is used for evaluation and a validation
set is used to select the best model (lines 24-26).

For updating the last layer, first, a line search is used along
the vector that minimizes the prediction loss, and a fixed
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Algorithm 1: Deep Satisfiability Descent (DeepSaDe)

input: training data D, validation data V', domain con-
straints /C, batch size b, epochs e, loss £, maximal step size
a, learning rate m, line search steps s

1: fW( .): Model initialized with a standard approach
2: K TranslateDomamConstramt(lC Fw (D)
3: Update W such that W) = K’
4. restart = False; Wm,,t = undefined; Partition D into
batches of size b
5: for each epoch do
6:  for each batch B in D do
7: G=VLW)
8: K’ = TranslateDomainConstraint(/C, f};,(.))
9: if restart then
10: Randomly flip the sign of each element of G(¥)
11: end if
// try line search, lf no solution use MaxSMT
12: let W; = W) —ng®i/s fori=1,2,...,s
13: if {i| W, |:IC’}—®then
14: W(k) Wnnx{z | Wi =K}
15: else
16: Gg = sgn(g(k))
17: S = SoftConstraints(hy_1 (...h1(B)...))
18: H={WH e Box(WH WkE —agg)} u K’
// assuming MaxSMT returns undefined if unsat
19: W®) = MaxSMT(S, H)
20: end if
// no solution found, restart in another direction
21: if W (*) is undefined then
22: restart = True
23: else
// remember best solution found
24: if eval(fy;, V) > eval(fy, V) then
25: Wour = W
26: end if
// perform gradient descent on earlier layers
27: forn=1,...k—1do
28: W = W) — s g
29: end for
30: restart = False
31: end if
32:  end for
33: end for

)

34: return fy;,

number of candidate solutions, from furthest to closest, are
checked if they satisfy K’ and first one that does is picked
(lines 12-14). If this search does not yield a solution, the
MaxSMT problem is formulated based on the inputs to the
last layer, and a solution is searched in the local search space
around the previous solution defined based on the gradients
calculated during the backward pass (lines 16-19) (similar
to the approach in SaDe). Line search is employed first be-
cause checking if a point satisfies a constraint is faster than
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searching for the solution in a domain, finding a solution by
merely checking a few candidate points speeds up learning.

Sometimes a solution for the last layer cannot be found
because the MaxSMT problem could not be solved within
the local search space, possibly due to the gradient pointing
to a solution space that violates the constraint. In such cases,
a restart procedure is initiated where the signs of the gradi-
ents are randomly flipped (lines 9-11, 21-23) to randomize
the direction of the update. This may slightly decrease pre-
dictive performance, but it effectively restarts the learning
process when it gets stuck.

Since our approach is iterative, starting from an initial
configuration that satisfies the domain constraint is crucial.
Otherwise, we may begin in a solution space far from the
constrained space, leading to no updates. We ensure this by
first initializing the network using a standard method (He
etal. 2015) (line 1), and then updating the weights of the last
layer that satisfy the translated constraint X’ (lines 2-3). It is
important to note that we are solving a satisfiability problem
here, not the maximum satisfiability problem, as we are not
using any soft constraints for this purpose.

5 Related Work

A standard approach for enforcing constraints in ML models
is regularization, where a penalty is added to the prediction
loss whenever the model makes a prediction that violates the
constraint ((1 — A) = loss + A = regularization). Xu et al.
(2018) propose a regularization defined on the weighted
model count (WMC) (Chavira and Darwiche 2008) of the
constraint defined over the network output. Diligenti, Gori,
and Sacca (2017) and Serafini and Garcez (2016) propose a
fuzzy logic-based regularization for constraints in first-order
logic. There are many other regularization approaches in the
literature, e.g. Fischer et al. (2019), Hu et al. (2016), Stew-
art and Ermon (2017). Regularization can enforce a variety
of constraints, but does not guarantee constraint satisfaction.
Additionally, high regularization loss with a large value of A
may provide stronger constrain satisfaction but impacts the
predictive performance negatively.

Some approaches guarantee constraints by construction
but are generally limited to enforcing specific types of
constraints. For example, monotonic lattices (Gupta et al.
2016), deep lattice networks (You et al. 2017), and COMET
(Sivaraman et al. 2020) are approaches to enforce mono-
tonicity in neural networks; Leino et al. (2022) & Lin et al.
(2020) propose approaches to satisfy some safety specifi-
cations. A more general approach, MultiplexNet, was pro-
posed in Hoernle et al. (2022). They use a multiplexer layer
to satisfy constraints in disjunctive normal form (DNF).
However, DNF representation is limiting as certain con-
straints have worst-case representations in DNF which may
lead to exponentially many terms. Additionally, constraints
conditioned on the input space cannot be enforced. Another
approach, DeepProbLog (Manhaeve et al. 2018), trains neu-
ral networks within the ProbLog framework, where con-
straints can be enforced with ProbLog. However, it is limited
to modeling discrete variables, and cannot model regression.

Our work relates to combinatorial optimization ap-
proaches as we use a MaxSMT-based approach. These ap-
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proaches, however, except Goyal, Dumancic, and Blockeel
(2023), are limited to discrete models like decision trees
(Giinliik et al. 2021; Bertsimas and Dunn 2017; Verwer and
Zhang 2019; Demirovi¢ et al. 2022) and decision sets (Yu
et al. 2021; Ignatiev et al. 2021). Maximum satisfiability,
specifically, has also been used in various ML tasks (Berg
et al. 2019; Cussens 2012; Malioutov and Meel 2018). None
of these, however, focus on training neural networks.

There are approaches that rely on the idea of bound prop-
agation, also used in our work, to train adversarially robust
neural networks (Gowal et al. 2018; Zhang et al. 2019).
Howeyver, the constraints that can be enforced are limited
to input-output bounds (if the input is in a given bound, the
output should be in a specific bound). Our approach is more
general and can, in theory, handle any constraint that can be
written as an SMT formula.

Finally, there are approaches to verify if a network satis-
fies a constraint (Katz et al. 2019; Wang et al. 2018; Bunel
et al. 2018). DeepSaDe trains models that do not require ver-
ification because constraints are guaranteed by construction.

6 Experiments

We evaluate multiple use cases in various ML tasks with
complex domain constraints. We first outline the research
questions, then describe the use cases, our evaluation
method, and finally the results.
Q1: Can existing methods satisfy constraints for all
predictions in practice, even if they don’t guarantee it?
Q2: How does the predictive performance of Deep-
SaDe models compare to the baselines?
Q3: Do the DeepSaDe models have a higher training
time compared to the baselines?

Use Cases

The selection of use cases is done in order to demonstrate
the flexible representation of constraints in DeepSaDe. The
selected use cases tackle a variety of learning problems
and handle different types of constraints. We consider con-
straints in the form presented in equation 1, where P and C
are written as SMT formulas over {V,3, v, A, —, =, <, =}.
In principle, any constraint that can be written as an SMT
formula and can be solved using existing SMT solvers can
be enforced using DeepSaDe. Use cases UC1, UC2 & UC3
are from Goyal, Dumancic, and Blockeel (2023), UC4 is
novel, and UCS is from Xu et al. (2018).

UC1: A multi-target regression to predict 5 household ex-
penses using 13 attributes, with 41417 data instances. We
enforce two constraints: “sum of all the expenses must be
smaller than the total household income” and “going out
expense must be smaller than 5% of the household income”.

UC2: A binary classification problem of predicting if a
person should be given a loan or not based on 13 attributes,
with 492 data instances. We enforce the constraint: “a per-
son with a salary less than 50008 and an absent credit his-
tory must be denied a loan”.

UC3: A multiclass classification problem to classify a
song to one of 5 music genres based on 13 attributes, with
793 data instances. We enforce the constraint: “a song by
‘the Beatles’ must be classified as either rock or pop”.
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UC4: A multi-label classification problem of identifying
the labels from a sequence of 4 MNIST images. We en-
force the constraint: “the sum of the predicted labels must
be greater than 10”. 20000 instances are generated by se-
lecting 4 images at random from the MNIST dataset.

UCS: A preference learning problem to predict the prefer-
ence order of different sushi, with a constraint: “the predic-
tion must have a coherent preference order”. The preference
order of 6 out of 10 sushi is used to predict the preference
order of the remaining 4 sushi. The dataset contains 4926 in-
stances. The preference ordering over n items is encoded as
a flattened binary matrix {X,;} where X; denotes that item
1 is at position j. Under this encoding, each instance has 36
features and 16 targets.

The use cases are intentionally designed with some train-
ing instances that violate the constraints. While ‘fixing’ or
‘removing’ these violations might be possible in certain
cases (like UC2), it is not feasible with complex constraints.
For instance, in UC1, assume that there is a training instance
where the sum of expenses exceeds household income. Cor-
recting this precisely is problematic because it is unclear
how much each expense should be reduced. This issue gets
tougher when dealing with multiple constraints. Addition-
ally, real-world scenarios might have violations that are
hard to even identify, such as using biased data in fairness-
sensitive applications. Thus, we evaluate DeepSaDe and the
baselines in cases with such violations. More information
about the use cases is provided in Appendix A.2. Impor-
tantly, we can only impose constraints explicitly based on
model parameters: in the example of a self-driving car (sec-
tion 2), identifying pixels representing a moving object is in
itself a predictive task beyond our current scope. Thus, such
cases are not included and are left for future research.

Evaluation Methodology

Evaluation: Constraint satisfaction is typically evaluated by
the constraint accuracy metric used in Xu et al. (2018) and
Fischer et al. (2019), which corresponds to the percent of
instances where the constraint is not violated by the predic-
tion. Such an evaluation, however, is limited to a finite sam-
ple of the population. Hence, as a second measure, we also
calculate the Adversity Index (Adl) ((Goyal, Dumancic, and
Blockeel 2023)), which is the fraction of instances for which
a counter-example to the constraint can be constructed in the
neighborhood, defined by an [, ball of radius ¢ around the
instance. AdI takes a value between 0 and 1, a higher value
of AdI implies that the model violates the constraint on more
points similar to data instances. Adl is calculated on full data
(training and test) because this provides more instances to
evaluate constraint satisfaction; we want the constraints to
be satisfied on all data, not only test data. For DeepSaDe,
both constraint accuracy and AdI are zero by construction
but we still calculate it as a sanity check. We use the neural
network verification software Marabou ((Katz et al. 2019))
to find counter-examples. However, we only compute the
AdI for UCI1-3 because Marabou only handles inequality
constraints and is not suitable for UC4-5.

For predictive performance, we use MSE for UC1 and ac-
curacy for UC2-3. For UC4-5, we use coherent accuracy
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which is the fraction of instances for which the model pre-
dicts the entire configuration correctly, flattened accuracy
which is the fraction of individually correct binary labels,
and the Jaccard accuracy which is the average Jaccard index
for each multi-label prediction compared to true labels. Per-
formance is only evaluated for instances where the true label
does not violate the constraint as there can be data instances
in practice where this happens and a comparison with such
instances makes the evaluation biased.

Baselines: For UC2 and UC3, we use regularization base-
lines based on Xu et al. (2018) (SL) and Diligenti, Gori, and
Sacca (2017) (SBR). For UCl1, we design a custom regu-
larization loss REG (details in appendix A.2). For UC4, we
could not find any approaches that can enforce such a con-
straint. Hence, we simply compare it with a feedforward net-
work (FFN). For UCS, we choose SL and FFN as baselines.
In Goyal, Dumancic, and Blockeel (2023), the authors use a
post-processing baseline to enforce constraints at inference
time. This type of baseline is excluded from our evaluation
because, as also noted by Goyal, Dumancic, and Blockeel
(2023), this baseline is only applicable when the constraints
are simple and not a generally applicable method.

Experimental Setup: For solving the MaxSMT prob-
lem, we implement the Fu-Malik algorithm (Fu and Malik
2006) over the Z3 solver for NRA (Quantified Nonlinear
Real Arithmetic) formulas. We ran experiments on an In-
tel(R) Xeon(R) Silver 4214 CPU @ 2.20GHz machine with
125 GB RAM. For each use case, we run 5 experiments with
5-fold cross-validation, and the data is split 70/20/10 into
train/test/validation. Every feature is scaled in [0, 1], and
the radius 6 = 0.1 is chosen for AdI, which is significantly
smaller than the mean ¢4, distance between two points: this
distance for UC1 is 0.75, for UC2 is 0.97, and for UC3 is
0.89. For regularization, the smallest value of A, in [0, 1],
that leads to minimum violations on the validation set is se-
lected via cross-validation. Refer to appendix A.2 for details
on the architectures and hyper-parameters.

Results (Tables 1 & 2)

Constraint Satisfaction: DeepSaDe finds a model that
achieves 100% constraint accuracy for each use case and
AdI = 0 for UC1-3. For UCI, the constraint accuracy for
REG is 93.5%, and counterexamples can be constructed
close to 97% of the instances (AdI = 0.97). Similar behavior
is seen for UC3 for both SL and SBR, with SBR proving to
be more effective in enforcing constraints because of lower
AdI. For UC2, SL and SBR both lead to 100% constraint ac-
curacy, but counterexamples can still be constructed as AdI
> (. For UC4 and UCS5, FFN fails to satisfy constraints on
test set. For UCS5, SL can satisfy the constraint but the pre-
dictive performance is much worse than DeepSaDe. Thus,
in general, the baselines, in contrast to DeepSaDe, do not
satisfy domain constraint satisfaction, which answers Q1.
Predictive Performance: DeepSaDe treats the domain
constraint as a hard constraint, which limits the solution
space to the regions where the constraint is guaranteed.
Thus, the predictive performance of DeepSaDe models can
be worse than existing approaches which do not guarantee
constraint satisfaction. For UC1, the predictive performance
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UC | Approach | Constraint | AdI(J = 0.1) | Accuracy/MSE | Training Time (sec)

ucCl DeepSaDe 100i0 Oi() *38-36i4.59 102341i40198
REG 93'50i2.01 O_97i0_003 *30-50J_r6.49 227i70
DeepSaDe ]_OOiO OiO 80.04i4,29 447i105
ucC2 SL 1001L0 0~002i0.006 80.171L3_88 45J_r30
SBR 100i0 0'002i0-004 80-04i3.95 45J_r27
DeepSaDe 100i0 OiO 80-11i4.99 6580i1915
uC3 SL 99.9710.03 | 0.4210.28 82.53 5 55 101445
SBR 99.9740.05 0.29+0.10 76.5147.50 196465

Table 1: Results: UC1, UC2 & UC3 (*MSE, lower MSE value is better)

UC | Approach | Constraint | Coherent | Flattened | Jaccard | Training Time (sec)
uc4 DeepSaDe 10010 6.627:1,72 78'52i1-73 62~977_L2.28 227928J_r30559
FFN 88~00i3.26 23'94i4-25 85-81i1.18 71'55i2~40 3215i2663
DeepSaDe 10010 11~08i2.61 67-17i1.48 25-94i2.89 17586i5074
ucCs FFN O,O4i0_15 0'01i0-04 75'69i0-15 13~O4i1.06 48i10
SL 10040 4.0643.33 63.1642.62 18.08+3.33 2981110

Table 2: Results: UC4 & UC5

of DeepSabDe is slightly worse than REG, while the differ-
ence is not statistically significant for UC2 & UC3. The per-
formance of DeepSaDe is worse for UC4 on all prediction
metrics compared to FFN. For UCS5, SL regularization with a
high value of A allows for satisfying all the constraints on the
test set but performs much worse than DeepSaDe. To study
this further, we plot the prediction loss (cross-entropy) for
SL models on the test set for various A between 0 and 0.9,
averaged over 5 folds, in Figure 2. For comparison, the av-
erage loss for DeepSaDe is also plotted. DeepSaDe achieves
constraint satisfaction in addition to having better perfor-
mance than SL with a high \. High regularization makes the
prediction loss insignificant compared to the regularization
loss, leading to worse predictive performance.

2.4,
§ 16
-1.2
[}
Los
0.4
0.0 -
00 02 04 06 08
lambda

Figure 2: Test loss for UC5

In DeepSaDe, at every iteration, the solver tries to sat-
isfy as many soft constraints as possible in addition to sat-
isfying the domain constraints. DeepSaDe, thus, is a more
stable learner compared to regularization with high A. This
answers Q2. Although the constraint satisfaction with Deep-
SaDe comes at the cost of predictive performance in some
cases, in applications where constraints are crucial, like in
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safety-critical domains, this may be acceptable.

Training Time: DeepSaDe requires between 10 to 500
times more time than baselines across use cases. This is be-
cause DeepSaDe solves a MaxSMT problem at each itera-
tion, which makes the training slower than the numerical up-
dates in the baselines. This positively answers Q3. In appli-
cations where constraints are imperative, training time is less
relevant, e.g., a network trained over a week and guarantees
safety is still more valuable to the autonomous vehicle com-
pared to one trained for a few hours but cannot do so. Our
work is a starting point of such an approach that combines
the exact solving of quantifiers with gradient-based learning.
With further research into solver technology, it can be made
more scalable. Additionally, possible modifications to im-
prove the efficiency of DeepSaDe include using an incom-
plete MaxSMT approach like stochastic local search (Mor-
gado et al. 2013) instead of a complete one like Fu-Malik,
and using compact latent bounds (Wang et al. 2018).

7 Conclusion

We introduced DeepSaDe, a method for training feed-
forward neural networks to satisfy a range of con-
straints through a combination of a satisfiability frame-
work and gradient-based optimization. DeepSaDe effec-
tively addresses various ML tasks and offers adaptable con-
straint representation, although sometimes with a perfor-
mance trade-off. It enforces any constraint in an SMT for-
mula, feasible for the solver. While Z3 is our current solver,
our framework is adaptable to any MaxSMT solver handling
universally quantified constraints. We believe that evolv-
ing solver capabilities will allow DeepSaDe to handle more
complex constraints. Extension of DeepSaDe to other archi-
tectures (e.g. CNNGs) is left for future work.
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