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Summary

IIncreasing demand for energy from renewable sources has resulted in ambitious plans to

construct a large number of offshore wind farms in the coming years. In relatively shallow

water depths, the preferred support structure for wind turbines is the steel monopile, which

is a thin-walled cylindrical structure. To decrease the cost of the generated electricity, larger

wind power generators are commissioned, which has led to a significant increase of the size

of the foundation piles. Currently, monopiles are most frequently driven into the seabed by

means of hydraulic impact hammering. Aided by the compressive stress wave generated by

each hammer blow, the pile gradually progresses to the desired penetration depth.

The stress generated by each hammer blow can inflict plastic deformations at the pile

head, which can jeopardise the delicate alignment required for the bolted connection

between the superstructure and the monopile. Furthermore, the repeated elastic deform-

ation of the pile leads to material fatigue, which reduces the service life of the structure.

Hence,monitoring the deformation and stress resulting from the hammer blows is vital to

assess the structural health. Offshore, however, dedicated sensors are seldom employed,

due to time constraints and the harshmarine environment. In addition, contact sensors

can easily be damaged by hammer-induced high-amplitude strains. To this end, this thesis

develops several alternative methods to monitor the deformation in a monopile during in-

stallation.These methods are non-collocated (i.e. a quantity is measured at certain location

to infer the structural quantity of interest at another position), and, preferably, non-contact.

By considering the propagation of elasto-plastic waves, a non-collocated method to

quantify the amount of plastic deformation inflicted by a hammer blow is first proposed.

As a part of the energy contained in the stress wave excited by the hammer blow is used

to permanently deform the structure, the stress wave becomes distorted. At a certain dis-

tance below the pile head, the energy flux is determined that is carried out by the stress

wave through a cross-section of the pile.The difference between the measured value and

the expected energy flux from a linear-elastic simulation with the same hammer forcing

provides an upper bound for the amount plastic deformation inflicted by a hammer blow.

Themain benefit of this proposedmethod is that the sensors are employed outside the re-

gion where the highest strains occurs, reducing the risk of damaging the sensors. However,

data is collected with sensors which are attached to the pile, leaving the aforementioned

restrictions to the sensor deployment in place. To enable the widespreadmonitoring of steel

structures subjected to dynamics loads, non-contact methods are needed.

For the development of a non-contact method to infer the hammer-induced deforma-

tions, the magnetic stray field of the steel structure is analysed, which permeates the space

xi



xii Summary

around it. As the structure’s magnetisation depends on elastic and plastic strains through

the magnetomechanical effect, it is expected that the magnetic stray field, which is gener-

ated by the magnetisation, conveys the information about the present strain state of the

structure to the sensor. Contrary to experiments on themagnetomechanical response of

structural steel reported in literature so far, a steel cylinder has a significant demagnetising

field due to its geometry, creating a non-uniform spatial distribution of the magnetisation.

Additionally, magnetomechanical data under dynamic loads are scarce. Hence, a unique

laboratory-scale experimentwasdesigned, inwhich a steel cylinderwas repeatedly impacted

by a free-falling concrete mass, providing the first insights into the magnetomechanical

effect in dynamically-loaded structures with a substantial demagnetising field.

In between impacts, themagnetic stray field wasmapped to analyse the evolution of the

remanent stray field, i.e. the stray field when the structure is unloaded. Due to repeated

impacts which only generate elastic strains in the structure, the remanent stray field evolves

towards ametastablemagnetic equilibrium.When a newpeak strain is introduced, the stray

field converges towards a new equilibrium, displaying a tendency towards a globalmagnetic

equilibrium.However, as soon as plastic deformation forms, the evolution of the remanent

field deviates from this trend as a result of the increased dislocation density, which, in turn,

reduces the material’s ability to remainmagnetised.This behaviour serves as a basis for a

non-contactmethod to detect and localise regions of plastic deformation in a steel structure

subjected to repeated impact loads.This novel method is the first non-contact technique to

infer structural deformation proposed in this dissertation.

In the lab-scale experiment, strain gauges and a magnetometer registered the transient

magnetomechanical response during each impact.When themagnetisation is at amagnetic

equilibrium, a strong correlation is found between the axial strain and the magnetic field

variation around the remanent state.The amplitude and direction of the transient magnetic

stray field varies with the circumferential position of the magnetometer, indicating that

the response is partly determined by the magnetisation in the vicinity of the sensor. To

simulate the measured response, an isotropic magnetomechanical model was developed

in this thesis that, for the first time, accounts for the demagnetising field of the structure.

The capability of this model to reproduce the measurement results are limited though. It is

envisaged that the model may be improved by accounting for anisotropy and by including

the remanent magnetisation.

To date, limited data have been published on the in-situ magnetomechanical response

of large-scale steel structures in a weak ambient magnetic field. Consequently, an in-situ

measurement campaign was performed to measure the magnetomechanical response of a

monopile installed onshore with a hydraulic impact hammer. During the campaign, several

magnetometers were employed using different sensor configurations. Similar to the lab-

scale experiment, the position of the magnetometer relative to the pile determines the

amplitude and direction of the transient magnetic field. Next to a good correspondence

between the strain and magnetic signals, a polynomial relation was found between the
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peak strain and the maximum deviation from the remanent field expressed along the major

principle axis. Using the inverse of this relation and a magnetometer which retains its

position with respect to the pile, a novel method to infer the elastic strain from the transient

stray field is proposed, which shows a promising correspondence between the inferred

and measured strain signals. Additionally, the working principles for a new alternative

technique to monitor the pile penetration using non-contact sensors are proposed.

For each of the four non-collocated methods introduced in this work, directions for

improvements and steps to generalise the techniques are discussed.Themain benefit of the

non-contacts methods in particular is that they eliminate the onerous process of attaching

the sensors, enabling swift deployment and providing the opportunity to reuse the sensors.

Although the newmethods in this dissertation have mainly been applied to the installation

of monopiles, the potential application of these non-collocated methods is much wider. Ul-

timately, they could be used to monitor any large-scale steel structure subjected to dynamic

loads.





Samenvatting

NNaar aanleiding van de toenemende vraag naar duurzaam opgewekte energie zijn er voor

de komende jaren ambitieuze plannen ontwikkeld voor de bouw van een groot aantal wind-

parken op zee. In geringe waterdieptes is de meestgebruike funderingsconstructie voor

windturbines de stalen monopaal. Dat is een dunwandige, cilindrische constructie. Om

de kosten voor de opgewekte elektriciteit te verlagen, worden steeds grotere windturbines

ontworpen. Dit heeft geleid tot een significante toename in grootte van de funderingspalen.

Op dit moment wordenmonopalen meestal in de zeebodem geplaatst met behulp van een

hydraulische heimachine. Door middel van de drukgolf die elke slag van de heimachine

opwekt, wordt de paal geleidelijk naar de gewenste diepte gebracht.

De door de slaghamer gegenereerde materiaalspanningen kunnen lokaal plastische

vervormingen veroorzaken in de paalkop. Deze vervorming kan de precieze uitlijning ver-

storen die nodig is voor de geboute verbinding tussen de paal en de bovenbouw. Verder

kan de herhaalde elastische vervorming van de paal leiden tot metaalmoeheid, wat de le-

vensduur van de constructie verkort. Daarom is het monitoren van de vervormingen en

spanningen ten gevolge van de hamerslagen essentieel voor de beoordeling van de bouw-

kundige staat van de constructie. Toch worden voor dit doeleinde ontwikkelde sensoren

zelden op zee toegepast vanwege tijdsdruk en het barre milieu. Sensoren die in contact

staanmet de constructie kunnen bovendien snel beschadigden door de krachten die een

hamerslag opwekt. Daaromworden in dit proefschrift alternatieve methodes ontwikkeld

om tijdens het heiproces de vervormingen in een monopaal te monitoren. Deze methodes

zijn non-collocated en, bij voorkeur, contactloos. In een non-collocated meetmethode wordt

een grootheid die gemeten is op een bepaalde plaats gebruikt om de grootheid van belang

op een andere locatie te herleiden.

De eerste non-collocated methode om plastische vervormingen ten gevolge van een

hamerslag te kwantificeren is gebaseerd op de voortplanting van elasto-plastische span-

ningsgolven. Omdat een deel van de energie van de spanningsgolf verbruikt wordt om de

constructie permanent te vervormen verandert de spanningsgolf van vorm.Op een bepaalde

afstand onder de kop van de paal kan de energieflux door de paaldoorsnede gemetenworden

die de spanningsgolf met zich meebrengt. Het verschil tussen de gemeten waarde en de

waarde van energieflux die verwacht wordt op basis van een lineair-elastische simulatiemet

dezelfde hamerkracht bepaalt de bovengrens voor de hoeveelheid plastische vervorming.

Het voordeel van deze voorgesteldemethode is dat de sensoren toegepast worden buiten het

gebied waar de grootste vervormingen plaatsvinden. Dit verlaagt het risico dat de sensoren

beschadigen. Echter wordt de data in dit geval nog steeds verzameld met een sensor die in

xv
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contact staat met de constructie waardoor de bovengenoemde restricties voor de sensor-

bevestiging blijven gelden. Daarom zijn om het monitoren van stalen constructies onder

dynamische belastingen wijdverspreid mogelijk te maken contactloze methodes nodig.

Voor het ontwikkelen van een contactloze methode om de vervormingen ten gevolge

van een hamerslag te herleiden wordt het magnetische strooiveld van de stalen construc-

tie bestudeerd. Dit magnetische veld doordringt de ruimte rond de constructie en wordt

opgewekt door diens magnetisatie. Vanwege het magnetomechanische effect hangt de

magnetisatie af van de lokale elastische en plastische rek. Daar is het de verwachting dat

het magnetische strooiveld de informatie over de huidige rektoestand van de constructie

contactloos naar de sensor overbrengt. In tegenstelling tot de tot-op-heden-gepubliceerde

experimenten met betrekking tot de magnetomechanische reactie van constructiestaal

heeft een stalen cilinder een significant demagnetiserend veld vanwege zijn geometrie.

Dit veld leidt tot een niet-uniforme ruimtelijke verdeling van de magnetisatie. Verder is

magnetomechanische data onder dynamische belastingen schaars. Daarom is er een uniek

experiment ontworpen waarin betonnenmassa herhaaldelijk op een stalen cilinder valt. Dit

experiment biedt de eerste inzichten in het magnetomechanische effect in constructies met

een wezenlijk demagnetiserend veld onder dynamische belastingen.

Na elke klap is het magnetisch veld in kaart gebracht om de verloop van het resterende

strooiveld, dat wil zeggen het strooiveld van de onbelaste de constructie, te analyseren.

Als gevolg van klappen die enkel elastische rekken opwekken in de cilinder evolueert het

resterende strooiveld zich naar eenmetastabiel magnetisch evenwicht. Zodra een nieuwe

piekrek geïntroduceerd wordt, convergeert het strooiveld naar een nieuw evenwicht. In het

algemeen heeft het strooiveld de neiging zich naar een globaal magnetisch evenwicht te

begeven. Echter, zodra plastische vervormingen ontstaan, wijkt de evolutie van het strooi-

veld van deze trend af. Dit is een gevolg van de toename van de dislocatiedichtheid wat op

zijn beurt het vermogen vermindert van het materiaal om gemagnetiseerd te blijven. Dit

gedrag fungeert als de basis voor een contactloze methode om gebieden met plastische

vervormingen te detecteren en te lokaliseren in stalen constructies die blootgesteld zijn

aan herhaalde stootbelastingen. Deze nieuwe methode is de eerste contactloze techniek

waarmee vervormingen herleidt kunnen worden die aangedragen is in dit proefschrift.

In het laboratoriumexperiment leggen rekstroken en eenmagnetometer de magneto-

mechanische reactie tijdens elke klap vast. Op het moment dat de magnetisatie zich op een

magnetisch evenwicht bevindt, is er tijdens een klap een sterke overeenkomst tussen de

axiale rek en de variatie van het magnetische veld. De grootte en richting van deze variatie

zijn afhankelijke van de positie van demagneetsensor. Dit is een indicatie dat de magne-

tomechanische reactie gedeeltelijk wordt bepaalt door de magnetisatie in de buurt van de

sensor. In dit proefschrift is een isotroop magnetomechanisch model ontwikkeld om de

gemeten reactie van de constructie te simuleren.Ditmodel neemt het eerst het effect van het

demagnetiserende veld in ogenschouw.Het vermogen van het model om demeetresultaten
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te reproduceren is echter beperkt. Het model kan verbeterd worden door anisotropie en de

resterende magnetisatie toe te voegen.

Tot op heden is over de in-situ magnetomechanische reactie van stalen constructies in

een zwakmagnetisch veld slechts beperkte data gepubliceerd. Daarom is meetcampagne

uitgevoerd waarin de magnetomechanische reactie van eenmonopaal gemeten is tijdens

een installatiemet een hydraulische heimachine. Tijdens dezemeetcampagne zijnmeerdere

magnetometers gebruikt in verschillende configuraties. Net als in het laboratoriumexperi-

ment bepaalt de positie van demagnetometer ten opzichte van de paal de grootte en richting

van de variatie van het magnetische veld. Behalve een goede overeenkomst tussen de rek-

enmagnetische veldsignalen is vastgesteld dat het verband tussen de piekwaarde van de

rek en de grootste afwijking van de eerste hoofdcomponent van het restveld een polynoom

is.Met behulp van deze relatie is een nieuwe contactloze methode voorgesteld om de rek in

de constructie te herleiden uit het magnetisch veld. De overeenkomst tussen de herleide en

gemeten reksignalen is veelbelovend. Verder is het werkingsprincipe gepresenteerd voor

een nieuwe alternatieve techniek ommet behulp van contactloze metingen de zakking van

een stalen paal te bepalen.

Voor elke methode die geïntroduceerd is in dit proefschrift zijn verbeteringsrichtingen

en de mogelijkheden om de technieken te generaliseren beschreven. Het grootste voordeel

van in het bijzonder de contactloze methodes is dat zij het lastige bevestigingsproces over-

bodig maken.Hierdoor kunnen de sensoren snel ingezet en hergebruikt worden. Hoewel

de nieuwemethodes hier voornamelijk zijn toegepast op de installatie vanmonopalen is

het potentiële toepassingsgebied van deze non-collocated methodes veel breder. Uitein-

delijk zouden zij gebruikt kunnen worden voor het monitoren van grootschalige stalen

constructies onder dynamische belastingen.





Preface

I’m gonna go home and shut up for a year

And when the year is over I’ll reappear and have a solution

dEUS –TheArchitect

IIt is often said that, as a scientist, you stand on the shoulders of giants, e.g. Newton (1675,February 5), since you build on top the knowledge gathered by your predecessors. For mag-

netomechanics, in the end the core of this dissertation, these predecessors are some of

the greatest minds in the history of science. For example, the first modern scientific ac-

count of magnets,DeMagnete, was written by the London-based physicianWilliam Gilbert

(1600/1893). Even though he lived more than four centuries ago, he—just as I do in this

work—determined the magnetic field generated by a magnetised object. Naturally, his

measurements were qualitative, whereas mine are muchmore precise. Of course, this dif-

ference is due to the enormous progress that has been made over the past 200 years in

terms of theory andmeasurement devices.This progress started with Michael Faraday, who

conceived the notion of the magnetic field, and James ClerkMaxwell, who described this

field and its interactions mathematically and combined it with the electric field to form the

electromagnetic field. Of course, from that point onwards many other giants contributed

to the knowledge I used as a basis for my research, and they will be named at a more ap-

propriate point in this dissertation. Personally, I feel honoured to humbly follow in their

footsteps.

My personal journey started during primary school, where I was interested in a broad

range of topics.Moreover, I spent a lot of time constructing the most incredible structures

from K’Nex and Lego. So it was pretty obvious that I was destined to become an engineer.

However, the question which type of engineer remained. As I was obsessed with bridges at

the end of high school, the choice had become easy: Civil Engineering. However, during my

bachelor, I felt that the treated theory was too limited in scope. To broadenmy horizon, I

took a minor in Applied Physics, which was an eye-opener for me. I came to the conclusion

that if Civil Engineering was my true love, then Applied Physics was my mistress. (But

perhaps it is the other way around…) To have the best of both worlds, I decided to ensure

that during mymaster multiple branches of physics were touched upon. So, the core of my

master was centred around fluid-structure interaction. To continue themulti-physics trend

in my PhD research, I was able to combine magnetism with structural dynamics, although
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that only became apparent at the end of the first year of my PhD. Based on this journey, I am

convinced that the most fascinating things happen where several domains of physics meet.

As you continue reading this thesis, you will encounter quotes taken from the lyrics

of some of my favourite bands.These quotes are meant to summarise the essence of each

chapter in a sentence or two without rendering the message too abstract. For example,

the quote above is an accurate description of the workflow of a PhD, especially during a

pandemic. Combined, these referenced songs make up the soundtrack of my PhD.

To be successful in academia, simply standing on the shoulders of giants is not enough.

Imagine standingaloneon topof this enormousmountainof knowledge, trying towithstand

the metaphorical head winds, which one may expect at these heights. Keeping you balance

up there just by yourself would be an unbearable task for anyone. Fortunately, many people

supported me during this project—each in their own way.

First, I want to thank my colleagues for the countless coffee breaks, crazy Christmas

dinners and piles of PSOR visits.Thanks to you I cherish many good memories frommy

time as a PhD. I will not name all of you, as I am doomed to forget some, but realise that I

could not have done this without you. Nonetheless, some of you deserve additional thanks.

Frank, you showedme the ins and outs of being a PhD, which includes quitting work at 1

pm on a Tuesday to philosophise in the Doerak. Dominik, when we started our PhDs we

were the youngsters of the group, but that did not stop up from organising one of the best

Christmas parties the group had seen in years. Pim, Timo, you were always up for a good

discussion, which were not restricted to work-related topics.

For the lab experiment, I would first like to thank Chris Jolink, ”who fought alongside

me in the trenches,” as you aptly phrased it in the preface of your MSc thesis. Together

we managed to find our way out of the maze of seemingly contradictory data, tedious

measurement procedures, swinging tree trunks,painstaking floor computations, inaccurate

sensors, migrating measurement tables and lengthy periods of downtime. Additionally,

the lab experiment was impossible without help of the technicians and support staff of the

Stevin lab: Fred Schilperoort,RubenKunz,Peter de Vries, JohnHermsen,Giorgos Stamoulis,

Marten van der Meer, Paul Vermeulen and Ronald van Leeuwen.Moreover, thanks to Léon

Roessen and Bert Bakker, who fabricated some of the custom parts in the set-up, and to

Ton Blom andMaiko van Leeuwen, who assured the lab experiment (quite literally) became

concrete reality. Finally, I owe a great deal to the amazing work of Kees van Beek, who

assisted me with the electronics and sensors throughout the lab experiment and the in-situ

measurement campaign, for which he designed a dedicated measurement system.

Outside of the university, I would like to thank some people from IHC-IQIP.The discus-

sionswithCornelis van ’tHof andMichael Schaap in the initial stages of the project helped to

steer the research into the right direction. In one of thesemeetings, you turnedmy attention

to the connection between plastic deformation andmagnetisation, which turned out to be

the golden ticket. In 2019, I got the unique opportunity to measure the magnetomechanical
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response of a pile during installation at the IHC-IQIP yard in Sliedrecht. I thank Arjan Roest

for the on-site assistance throughout this campaign.

The final colleagues I would like thank are my PhD supervisors, with whom I had count-

less meetings—AAmeetings, as I would call them. Apostolos, thanks for all the extensive

discussions we had over the years and for the many times you put me back on track when I

was stuck inmy own thoughts. Andrei, you are an endless stream of ideas, which is amazing

for any starting PhD. In my opinion, your approach to a project can be summarised with a

quote by James Clerk Maxwell: ”I never try to dissuade a man from trying an experiment;

if he does not find what he wants, he may find out something else” (Mahon, 2004, p. 26).

For my project this turned out to be more than true.Thank you for your ceaseless support

during this whole adventure.

Voor het laatste deel van dit voorwoord schakel ik over naar mijn moerstaal. Juist door

het veelvuldig gebruik van het Engels, de lingua franca van de academische wereld, heb ik het

Nederlands meer leren waarderen. (Al is het schrijven van een goedlopende Nederlandse

samenvattinggeengemakkelijkeopgavewanneer je vastgeroest zit indeEngelse vaktermen.)

En, waarom zou je een vreemde taal gebruiken als de personen tot wie je wilt richten het

Nederlands machtig zijn?

Naast mijn collega’s had ik dit project nooit tot een goed einde kunnen brengen zon-

der het luisterende oor van én de broodnodige afleiding door mijn vrienden. Ook hier de

kanttekening dat de volgende lijst verre van compleet is.Marijn, bedankt voor het voeden

vanmijn honger naar natuurkunde via onze onofficiële nerdboekenclub. Arno, een betere

ontspanningsmethode dan eenmuziekconcert/festival kan ik me niet bedenken. Ik vind

het geweldig dat we dat al sinds ons zestiende volhouden. Laten we dat in de toekomst ook

blijven doen. Unze enMerlin, ik koester onze onbezorgde avonden filosoferen die gepaard

gaan met een overmatige bierconsumptie. Dat laatste geldt ook voor avonden met mijn

(oud)teamgenoten bij Punch en, na onze overstap, bij Delta.

Zondermijn familie zou ik nergens zijn.Daaromben ikmijnmoeder,mijn vader enmijn

zussen dankbaar voor hun onvoorwaardelijke steun. Bij jullie ben ik altijd opmijn gemak

en kan ik alles kwijt, al heb ik jullie de exacte details vanmijn bezigheden soms bespaard.

Daniëlle, jij bent dat allemaal niet bespaard gebleven. Gelukkig kun je erg goed omgaanmet

mijn belachelijke perfectionisme en stressvolle momenten. Ondanks dat we al meer dan

een jaar thuiswerkcollega’s zijn, zijn we nog lang niet klaar met elkaar. Sterker nog, er ligt

nog veel moois voor ons in het verschiet. Zonder de gekkigheid van een promovendus. Ik

kijk er naar uit om nieuwe uitdagingen op te pakken, samen.

Peter ChristiaanMeijers

Delft, April 2021





1
Introduction

Touching from a distance

Further all the time

Joy Division – Transmission

DDriven by the ambitious climate goals set out by governments to reduce the emission ofgreenhouse gasses, the demand for energy generated from renewable sources has soared

during the past decade (Perveen et al., 2014). Based on the renewed goals for 2030 and

beyond, it is expected that this trend will continue in this new decade (WindEurope, 2020).

For countries bordering theNorthSea, themost suitable choice from the surfeit of renewable

energy sources is wind energy and, in particular, offshorewind energy due to the abundance

of wind and space in the marine environment. Typically, wind turbines (Figure 1.1a) are

arranged into an offshore wind farm containing a few dozen of these generators.

Despite the plethora of available foundation types for awind turbine, steelmonopiles are

the preferred choice in the relatively shallowNorth Sea (Doherty andGavin, 2012).Monopiles

are thin-walled cylindrical structures with a diameter of several meters and a length of tens

of meters. Figure 1.2 shows the size evolution of monopiles used as support structures of

offshore wind power generators over the past two decades.The apparent increase in size is

a direct consequence of the effort to reduce the cost of the produced electricity by upscaling

the wind turbines and constructing wind farms in deeper waters.

1
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(a) (b)

Figure 1.1: (a)Wind turbine in theKentish FlatsOffshoreWind Farm.Copyright 2008 by PhilHollman. (b)Hydraulic
impact hammer (IHC-IQIP S350) employed in an onshore monopile installation.

1.1. Problemstatement andmotivation
In order to drive these large-scale structures into the seabed, several installation techniques

exist (Massarsch et al., 2017) or are currently being developed (GROW, 2020). The devel-

opment of new pile installation techniques is mainly driven by considerations regarding

the underwater noise pollution (Tsouvalas andMetrikine, 2016) and the fatigue life of the

monopile (Lotsberg et al., 2010a). Despite these developments, however, hydraulic impact

hammers (Figure 1.1b) are the preferred choice for monopile installations, which, in 2019,

comprise 70% of the newly-installed foundations in European waters (WindEurope, 2020).

Each vertical hammer blow generates a compressive stress wave, which propagates down-

wards along the pile and enables the pile’s progression into the seabed. To overcome the

increasing soil resistance at greater penetration depths, the input energy of the hammer is

raised accordingly. High energy impacts can cause stresses close to the yield limit of the

material especially at the pile head, increasing the risk of plastic deformations there.

Until recently, such plastic deformations were of little concern, since the pile head did

not contribute to the bearing capacity of the pile due to the use of a grouted connection

between the monopile and the superstructure (Jensen et al., 2018). However, more recently,

the industry switched to a new connection between the monopile and the superstructure

that relies on a bolted flange connection.This design change was necessary as undesired

settlements of some grouted connections were registered (Chen et al., 2019; Dallyn et al.,

2016). A flanged connection has the additional benefit that it reduces the total cost of wind

turbine, as it requires less steel than the grouted version (Gollub et al., 2014). Nevertheless,

it does require a perfect alignment between the pile head and the superstructure. Any

plastic deformation of the pile head can potentially disturb this delicate alignment (Janele

et al., 2015). Additionally, plastic deformation is unfavourable for the service life of the

whole structure due to low-cycle fatigue, see Schijve (2009, pp. 161–167). Even when plastic
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Figure 1.2: Increasing dimensions of monopile foundations for offshore wind over the past two decades. 𝐿 repres-
ents the length of the pile,𝐷 denotes the outer diameter at the lower end of the pile and𝑀 is the mass of the pile in
metric tons. Adapted fromNiess (2013), Boskalis (2016) and Nordenham (2019, June 11).

deformations do not develop during the installation, a (significant) part of the structure’s

service life can be consumed by the application of repeated dynamic loads through high-

cycle fatigue, see Schijve (2009, pp. 144–146). Hence, accurate measurement of the induced

deformations and stresses during the installation is vital for the general assessment of the

stress state and the associated fatigue damage during impact piling.

Next to inferring the stress state, monitoring the strains in the pile during installation

provides the means to determine the dynamic response of the pile at the current penet-

ration depth. Based on the estimated response, the hammer energy can be adjusted to

maximise the penetration per hammer blow, and to simultaneously reduce the impact on

the consumed fatigue life. Normally, the reduction in service life is computed based on

measured strain signals in conjunction with a stress wave propagation model similar to

the one proposed by Smith (1962). Consequently, it is common practice to measure strains

and accelerations during onshore pile installations. From these measurements, which are

taken a fewmeters below the pile head, the pile driving process is monitored (Rausche et al.,

2009), the consumed fatigue life is estimated (Chung et al., 2013) and the bearing capacity

is determined (Webster et al., 2008). Offshore, however, such sensors are rarely employed,

as they are difficult to install en prone to damage (Wang et al., 2018a).

Ideally,measured strains and accelerations are used in real-time to assess the state of the

support structure, a process called structural health monitoring (Deraemaeker andWorden,

2010). For the identification of structural damage, non-destructive evaluationmethods have

beendevelopedover the years. In correspondencewith the aimofmonitoring and evaluation,
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the following four stages of increasing accuracy and complexity are distinguished (Rytter,

1993):

1. Detect Based on the data, the presence of the quantity of interest is ascertained,

yielding a binary result;

2. LocaliseThe data provide the location of the quantity of interest;

3. QuantifyThe quantity of interest is quantified from the data;

4. PrognosticateThe influence of the quantity of interest on the remaining life time of

the structure is determined.

Of these stages, the first is purely qualitative, while the latter stages are increasingly quant-

itative. Ordinarily, these four stages pertain to identification methods for damage in a

structure, e.g. a region of plastic deformation, a crack, a delamination, etc. However, one

could apply these stages to study the elastic response of the structure, where the relevance

of the third and fourth stage is the most apparent, since dynamic loads of small amplitude

(i.e. resulting in elastic strains in the structure) can lead to failure of a structural element

(high-cycle fatigue). Clearly, when the focus lies on elastic deformations, the first two stages

seem trivial, unless one contemplates non-collocated measurements.

To measure a quantity of interest at a desired location, one must employ a sensor. Such

a measurement can be classified based on the following three concepts:

• Contact versus non-contactThe sensor is physically connected to the structure (con-

tact) or not (non-contact);

• Collocated versus non-collocatedThe sensor is installed at the location of interest

(collocated) or at a different location (non-collocated).These terms are regularly coined

in control techniques (Preumont, 2018);

• Direct versus indirectThe sensor measures the quantity of interest directly (direct)

or a different quantity fromwhich the quantity of interest can be inferred (indirect).

Figure 1.3 exemplifies the differences between the first two terms introduced above. Tra-

ditionally, a quantity is measured with a collocated contact measurement (Figure 1.3a),

e.g. a strain gauge is glued to the surface of a structure to infer the strain at that location.

One could typify such ameasurement as classical, since this is the standard approach for

measurements.Alternatively,when a sensor attached to the structure is employed to determ-

ine the strain at a different location, a non-collocated contact measurement is performed

(Figure 1.3b). Finally, when a quantity is determined by a sensor that is not connected to

the structure, one speaks of a non-collocated non-contact measurement (Figure 1.3c). By

definition, a non-contact measurement is invariably non-collocated, thus, such a meas-

urement can simply be referred to as non-contact. Contrary to classical measurements,



1.2. Thesis objective

1

5

region of 
interest

specimen

sensor

(a)

region of 
interest

specimen

sensor

(b)

region of 
interest

specimen

sensor

(c)

Figure 1.3:Three distinct measurement lay-outs. (a) Collocated contact measurement. (b) Non-collocated contact
measurement. (c) Non-collocated non-contact measurement.

information regarding the quantity of interest needs to reach the sensor used during the

non-collocated measurement. In case the quantity of interest is a field that persists outside

of the structure, one can construct a direct non-contact measurement. However, as this

thesis explores methods to infer the strain in a monopile generated by a hammer impact,

and since the strain field does not exist outside of the structure, only indirect non-contact

methods will be addressed.

1.2. Thesis objective
Offshore, continuous monitoring of the installation of a monopile would provide vital

information about the (permanent) structural deformations, the pile penetration process

and the bearing capacity (SeawayHeavy Lifting Engineering B.V., 2009;Wisotzki et al., 2019).

However,attachinga sensor to the structure is onerousand timeconsuming,especially in the

hostile marine environment (Anderson, 1987; Wang et al., 2018a). As a result, measurement

devices are seldom employed during offshore pile driving.Moreover, to infer elastic strain

and plastic deformation caused by a hammer blow with a collocatedmeasurement, a sensor

is required close to the pile head, where the largest strains are likely to occur. Unfortunately,

these high strain levels can damage not only the pile itself, but also the sensors, making

strain or accelerationmeasurements directly at the pile head infeasible during the piling

process. Hence, a workable method to infer strains at the pile head should rely on non-

collocated measurements. Furthermore, as connecting any sensor to the structure is a

laborious process, a non-contact measurement device for impact-induced elastic strain has

its ownmerits over currently used contact sensors.

Given the arguments above, themain objective of this thesis is to develop non-collocated

measurement techniques to infer deformations, elastic as well as plastic, which are ap-
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plicable to large-scale steel structures subjected to mechanical impact loads. Ideally, data

obtained fromaproposednon-collocatedmeasurement technique shouldprovide themeans

to infer elastic and plastic strain, creating a unified framework to simultaneously measure

both deformation types. Additionally, the techniques proposed should also consider the

difficulties associated with the harsh offshore environment when it comes to the practical

issue of implementation of the sensors.

1.3. Scopeof the research
A broad range of measurement techniques exists based on different physical aspects of the

material or the structure, each of which could serve as a starting point for a non-collocated

measurement technique to infer impact-induced deformation. To narrow the possibilities,

a method should require as little additional external stimuli (e.g. an excitation signal) next

to the sensor itself, since the deployment of supplementary devices in an offshore environ-

ment is undesirable. In this thesis, the scope is further limited to non-collocatedmethods

using two distinct physical media: elastic and magnetic, yielding purely mechanical and

magnetomechanical methods, respectively.

Purely mechanical methods are quite successful in detecting damage in large-scale

structures. For example, Matlack et al. (2015) and Munoz et al. (2015) utilise ultrasonic

harmonic waves to identify regions of plastic deformation and cracks by measuring the

amplitude of the higher harmonics that are generated by the interaction of the incident

waves and the defects, so called second harmonic generation measurements. Alternatively,

Fan andQiao (2011) localise defects based on the change of the structure’s natural frequencies

due to the apparent stiffness reduction. Unfortunately, both these acoustic approaches

require an additional excitation signal to function.Therefore, such techniques will not be

addressed further. However, a compelling base for a mechanical non-collocated method

could be the propagation of elasto-plastic stress waves, which are generated in a monopile

by each hammer blow.

Given the ferromagnetic nature of structural steel, a steel structure in the presence

of the geomagnetic field is slightly magnetised, i.e. it has a magnetisation, which is (not

exclusively) sensitive to elastic (Atherton and Jiles, 1983) and plastic deformation (Bozorth

and Williams, 1945). The interactions between mechanical and magnetic quantities are

colloquially known as the magnetomechanical effect. As the stray magnetic field generated

by the structure’s magnetisation permeates the space surrounding it, a magnetic field

measurement in its vicinity could lead to a non-contact method to infer the structure’s

deformation. Although the origins of this effect—as all magnetic phenomena—are only

correctly captured by quantummechanics (Van Vleck, 1977, December 8), the discussion

in this work is restricted to the essential features of the effect to describe and understand

the behaviour of measurable macroscopic quantities. As most experimental research on

the magnetomechanical effect has been performed on laboratory-scale specimens in well-

controlled environments (Birss et al., 1971; Li et al., 2017a; Viana et al., 2011b; Yao et al., 2012),
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little data is available on the in-situ magnetomechanical response of large-scale structures,

especially under dynamic loading.

Relating to the aforementioned four stages of non-destructive evaluation, the fourth

stage (prognosticate) is deemed too far from the state-of-the-art to be pursued in this

research, as this requires the preceding three stages to be accomplished successfully. Al-

though the research presented here aims for a non-collocated method to detect, localise

and quantify impact-induced (permanent) deformations, this might not always be possible.

In that case, a realistic estimate is made of the necessary additional developments.

The research approach in this thesis relies on modelling and collecting experimental

data.The former entails models for three separate problems: the mechanical response (the

dynamic response of a large-diameter thin-walled steel cylinder to an axial impact); the

inducedmagnetic stray field (the magnetic field surrounding the structure generated by

a knownmagnetisation state); and the magnetomechanical response (the strain-induced

changes of the structure’s magnetisation). Given the broad range of research fields spanned

by these models, they are intended to be as simple as possible, while retaining the essential

physical features to model the response of a large-scale structure. Preferably, the models

can directly be applied to realistic monopile installation scenarios, which is the focal point

in this thesis. Nonetheless, where possible, the application to other large-scale structures

will be briefly touched upon.

Concretely, the research in this thesis involves the following steps. First, a model that

described the deformations of a large-diameter monopile resulting from a hammer blow is

developed,which serves a base for a non-collocated contactmethod to infer the development

of plastic deformations in a monopile. Second, a laboratory-scale experiment is designed

fromwhich the impact-inducedmagnetic response of a thin-walled cylinder is measured

in a magnetically uncontrolled environment. Third, the observed magnetic response is

modelled to improve the understanding of the effect for large-scale structures. Fourth, an

in-situ measurement campaign during an onshore monopile installation is performed to

test whether the principles deduced from the laboratory-scale experiment are valid during

a realistic installation scenario.

1.4. Thesis outline
This thesis is structured such that the topics relevant for the development of each non-

collocated method are introduced in incremental steps. Consequently, each chapter builds

upon thepreviouslydiscussed subjects,whicharedivided into twoparts: a purelymechanical

and a magnetomechanical part.

Chapter 2 introduces the currently available models for pile driving. For the modelling

of the pile, the starting point is the classical Donnell–Mushtari theory, which governs the

motions of a cylindrical shell. This theory is deemed appropriate for the frequencies of

interest and the wavelengths excited in the pile upon the hammer impact. A number of one-

dimensional models, which include higher-order correction terms, is then examined. Based
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on the wave dispersion characteristics, the range of applicability for eachmodel is estab-

lished, whereafter physical non-linear behaviour is included in one of the simplifiedmodels.

The chapter concludes with a study that accounts for pile-soil interaction to determine the

effect of stress wave dispersion on the driveability of large-diameter monopiles.

Based on the propagation of elasto-plastic stress waves, Chapter 3 describes a method

to detect and quantify regions of plastic deformation resulting from an axial impact.This

non-collocated contactmethod utilises energy fluxesmeasuredwith classical sensors,which

occasionally are employed duringmonopile installations, providing amethod that effort-

lessly could be applied to current installations.

Chapter 4 introduces the essentials of the magnetomechanical effect.With the main

objective in mind, relevant quantities affecting the magnetisation are discussed in conjunc-

tion with state-of-the-art modelling approaches and commonmagnetic methods to infer

deformation. From this literature review, the knowledge gaps in the available experimental

data are identified which will be addressed in the laboratory experiment.The chapter closes

with the derivation of a framework to compute themagnetic stray field around a thin-walled

cylinder generated by a uniform external magnetic field, which serves as a basis for the

magnetomechanical modelling in subsequent chapters.

Using data from the lab-scale experiment, Chapter 5 reports on the evolution of the

remanent magnetic stray field in between impacts. To distinguish stray field changes due to

elastic and plastic strain, these two loading regimes are assessed separately, leading to the

formulation of a non-contact method to detect and localise a region of plastic deformation

based on the remanent magnetic stray field of a steel structure.

As a natural continuation of the preceding chapter, Chapter 6 treats the transient strain-

induced stray field measured during an impact. By means of the axi-symmetric mechanical

model discussed in Chapter 2, the impact-induced strain field is simulated and validated

against the measured strain data. By varying the impact energy and sensor position, the

strain-inducedmagnetic field is analysed, and the correlation of the magnetic signals with

the measured strain is determined. An extension of a state-of-the-art uniaxial magne-

tomechanical model is derived to model the observed stray field variation, and possible

improvements to the model are identified.

In Chapter 7, the results of the in-situ measurement campaign are discussed, in which

a more extensive sensor lay-out has been employed than in the laboratory experiment.The

correspondence between themagnetic signals and the elastic axial strain is computed to

determine whether the response observed in the laboratory experiment scales to large-scale

structures in a more realistic environment. After the identification of possible sources of

interference for the magnetic field measurements, the analysis of the collected data leads to

two practical applications of magnetic field measurements duringmonopile installations:

non-contact strain measurement and pile penetration monitoring.

Finally, Chapter 8 summarises the conclusions drawn from this research. Additionally,

it outlines directions for future studies.
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Pile driving dynamics

And it hits me like a hammer

And I can’t stop moving

Drive Like Maria – Taillight

FFor the development of non-collocatedmethods to infer deformations in a pile during itsinstallation, a sound understanding of the structural response to a hammer blow is essential.

To this end, this chapter discusses several models describing the impact-induced elastic as

well as plastic deformations, since both are relevant to ascertain the mechanical state of the

pile during and after its installation. As the focus of this thesis is placed on the development

of new non-collocatedmethods, themodel for the structural deformations should be simple,

but sufficiently accurate, while incorporating the relevant physical processes that occur

during the installation of large-diametermonopiles,namely the stresswavedispersion anda

non-linear constitutive relation (plastic deformation). In this thesis, structural deformations

are assumed to be infinitesimal. Consequently, geometric non-linearities are not accounted

for.

This chapter starts with an outline of the state of the art in modelling of the pile driving

process, followed by a more in-depth discussion onmodelling of the structural response to

a hammer blow based on a cylindrical shell theory. Departing from the Donnell–Mushtari

theory for cylindrical shells, several one-dimensional models with relevant higher-order

corrections are derived using various justified assumption,ultimately retrieving the familiar

Parts of this chapter have been published inMeijers, Tsouvalas andMetrikine (2017), andMeijers, Tsouvalas and
Metrikine (2018a).

9
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one-dimensional wave equation, which is still the basis for models used in the industry.

These simpler models are then extended by including physical non-linearity, i.e. plastic

deformation. Since our main interest lies in the transient dynamic response to a hammer

impact, soil-pile interaction is only briefly touched upon in the final section of this chapter.

Ignoring the soil seems justified, as the highest strains are expected to be developed while

the first group of stress waves propagates downwards along the pile (following the ham-

mer impact); in this thesis, there is limited interest in the exact description of the strains

developed upon wave reflection from the pile tip.

2.1. State of the art of pile drivingmodelling
Thefirst author to recognise the importance of incorporating the dynamic response of a pile

to an impact to correctly model the pile driving process has been Isaacs (1931), who applied

the classical one-dimensional wave equation to the problem.He obtained a set of analytical

solutions, which were limited in their applications, especially in view of the non-linear soil

response. A real breakthrough has come with invention of digital computers, allowing for

the numerical evaluation of the governing equations. Smith (1950, 1962) used a lumpedmass

model that includes soil resistance through the use of non-linear springs and dashpots to

simulate the pile driving process. His model equations are identical to those obtained from

discretising the classical one-dimensional wave equation. Due to its low complexity and

resulting short computation times, his model still underlies most state-of-the-art computer

software for pile driveability analyses, e.g. GRLWEAP (Rausche et al., 2004).

Later improvements to the modelling of pile driving have come from applying the Finite

Element Method. In the works by Borja (1988) and Deeks (1992), the pile is treated as a

rod, while the soil is regarded a continuum.The latter is also applied by Smith and Chow

(1982) andMabsout and Tassoulas (1994), although these authors treat the pile as an (axi-

symmetric) continuum. In these modelling approaches, it is common to only account for

elastic deformations of the pile, since the plastic deformation of the soil around the pile is

of greater concern for pile driving.

From a geotechnical vantage point, the validity of Smith’s model is rightfully questioned

byWu et al. (1989),who examine the soil behaviour incorporated in the original Smithmodel.

They conclude that the Smith’s soil damping parameter depends on the duration of the

force signal exerted by the hammer and cannot be regarded an intrinsic soil parameter.

Alternatively, Randolph and Simons (1986) and Lee et al. (1988) derive expressions for the

soil stiffness and damping from an elastic continuum description. Nonetheless, due to

the complex behaviour at the soil-structure interface, pile driving models require a careful

calibration to estimate the soil parameters (Masouleh and Fakharian, 2008a; Salgado et al.,

2015).

An important adverse aspect of the installation of piles are soil vibrations, since they

travel outwards from the pile towards neighbouring structures (Masoumi and Degrande,

2008; Ramshaw, 2002). A closely related subject is the generation of sound waves by a
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hammer impact. Recently, parallel to the increasing number of large-diameter monopiles

installed in marine environments, understanding anthropogenic noise generation and

propagation during this process has become vital to limit the environmental impact of the

construction of offshore wind farms (Tsouvalas, 2015; Tsouvalas, 2020). Since the produced

sound waves span across a wide range of frequencies, more advanced structural models

are essential to correctly predict the noise generation in these circumstances (Hall, 2015;

Reinhall and Dahl, 2011; Tsouvalas and Metrikine, 2013, 2014). Note that to consider the

noise generated during pile driving, the pile is assumed to be at a prescribed penetration

depth, not advancing deeper into the soil. Hence, it suffices to describe the soil with a linear

elastic constitutive relation in conjunction with a linear soil-structure interface, i.e. slip

between the pile and the surrounding soil is not accounted for.

Some research has been devoted to the deterioration of the pile as a result of the driving

process, which can be classified in two categories: fatigue and damage. Relating to the

former, Priest and Large (1990) speculate that impact driving can have a beneficial effect

with respect to the fatigue of thematerial.On the contrary,Rasmussen and Feld (1999) report

the onset of damage in concrete pile due to pile driving fatigue.When a life-time extension

of a pile foundation is considered, quantitative knowledge of the amount of fatigue damage

induced during installation is crucial for the reassessment (Lotsberg et al., 2010a).Normally,

the sustained fatigue damage is estimated based on the results of a driveability analysis with

the use of one-dimensional models (Tang et al., 2005) and empirical S-N curves (Lotsberg

et al., 2010b).The obtained results highly depend on the consulted standard (Chung et al.,

2013), putting the applicability of these calculation schemes for fatigue into question.

While fatigue does not immediately render the pile useless, the second deterioration

category, damage, is far more detrimental. Rausche and Goble (1979) describe a method

to detect a crack in a concrete pile by analysing the travel time of the stress waves in the

material, noticing that the crack acts as a reflective boundary.Therefore, the arrival of a

reflected stress wave before the timemoment expected from the pile’s length indicates that

a crack has formed. A second example of analysis of damage in a pile is reported by Aldridge

et al. (2005), who state criteria for tip damage of steel cylindrical piles to develop.

From this literature review, the image emerges that, despite the availability of more

accurate theoretical models, the one-dimensional model proposed in the 1950s still plays a

pivotal role in the driveability analysis of piles in practice.This could be attributed to the

higher computational cost of these advancedmodels compared to that of the wave equation

model,while, at least for pileswith limited radii, the accuracy improvements of prediction by

the former are within engineering tolerances (Nath, 1990). An additional factor explaining

the preference of the industry for the classical model might be that the soil parameter

estimation is considerably simpler for these type ofmodels (Masouleh andFakharian, 2008b;

Salgado et al., 2015). In the remainder of this chapter, the validity of applying the one-

dimensional model, especially with respect to the large-diameter monopiles commissioned

nowadays, is critically assessed.
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Figure 2.1: Schematic of the pile-hammer-soil system (left), and an overview of the thin-walled cylindrical shell
structure used to derive the governing equations (right).

2.2. Governing equations for elastic deformation of a cylindrical

shell
A schematic representation of the pile-hammer-soil system is shown in Figure 2.1, together

with the cylindrical coordinate system that is used throughout this chapter.The axial, cir-

cumferential, and radial directions are denoted by 𝑧, 𝜃 and 𝑟, respectively.Themonopile has

outer radius 𝑅, wall thickness ℎ, and length 𝐿. Initially, the traction of the surrounding soil
with the shell’s surface is ignored.

2.2.1. Donnell–Mushtari shell theory

The natural starting point for deriving the governing equations is a thin cylindrical shell

theory, which is justified by the assumption that the pile’s radius and length, and the excited

wavelengths in the structure due to impact piling, are large compared to the wall thickness.

By comparing exact theory and approximate thin shell theory, Greenspon (1961) shows

that the latter is adequate for predicting the dynamical characteristics of a cylindrical

shell structure with a diameter-to-wall-thickness ratio comparable to that of a monopile.

Although there are many thin shell theories—each with its own complexity and range of

applicability—they can be written in the operator form presented by Leissa (1973/1993):

�ℒD−M + 𝛽ℒmod� �̄� = 0. (2.1)
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In this expression, �̄� is a vector containing the three dimensionless displacement compon-
ents �̄�, �̄�, �̄�: the axial, circumferential, and radial displacements, respectively, which are
functions of 𝑧, 𝜃, and 𝑡.

The displacement components are made dimensionless upon division with the pile’s

radius, e.g. �̄� = 𝑈/𝑅, in which bars indicate a non-dimensional quantity. In addition, the
non-dimensional axial coordinate is defined as 𝑠 = 𝑧/𝑅, and the dimensionless time is
𝜏 = 𝜔𝑟𝑡with

𝜔𝑟 = 𝑐𝑝/𝑅 (2.2)

being the ring frequency in rad/s. Upon division with 2𝜋, the ring frequency is expressed in
Hz, i.e. 𝑓𝑟 = 𝜔𝑟/2𝜋. At the ring frequency, the breathing resonance of a ring with that radius
occurs (Hodges et al., 1985). In the above, the plate velocity is

𝑐𝑝 =
�

𝐸
𝜌 (1 − 𝜈2)

,

and it contains the linear elastic material properties: Young’s modulus 𝐸, Poisson’s ratio 𝜈,
and volumetric mass density 𝜌.

In Equation (2.1), the Donnell–Mushtari operatorℒD-M is the basis for all theories; other
theories emerge by adding the modification operatorℒmod.The thickness-to-radius ratio

𝛽 ≡ ℎ2/12𝑅2 determines the influence of this additional operator on the resulting theory. For

amonopile, this ratio ismuch smaller than one, and the frequencies of interest are relatively

low. Consequently, the modification term can be discarded altogether.

In terms of the dimensionless parameters, the nine components of the symmetric

Donnell–Mushtari operator are (Leissa, 1973/1993):

ℒ11
D−M =

𝜕2

𝜕𝑠2
+
1 − 𝜈
2

𝜕2

𝜕𝜃2
−
𝜕2

𝜕𝜏2
, (2.3a)

ℒ12
D−M = ℒ21

D−M =
1 + 𝜈
2

𝜕2

𝜕𝑠𝜕𝜃
, (2.3b)

ℒ13
D−M = ℒ31

D−M = 𝜈
𝜕
𝜕𝑠

, (2.3c)

ℒ22
D−M =

1 − 𝜈
2

𝜕2

𝜕𝑠2
+
𝜕2

𝜕𝜃2
−
𝜕2

𝜕𝜏2
, (2.3d)

ℒ23
D−M = ℒ32

D−M =
𝜕
𝜕𝜃

, (2.3e)

ℒ33
D−M = 1 + 𝛽 �

𝜕4

𝜕𝑠4
+

𝜕4

𝜕𝑠2𝜕𝜃2
+
𝜕4

𝜕𝜃4 � +
𝜕2

𝜕𝜏2
. (2.3f )

Given the closed circumference of the structure, it is natural to assume that solutions to

Equation (2.1) are periodic in the circumferential direction. By applying the principle of
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separation of variables, the displacements are expressed as:

�̄� (𝑠,𝜃, 𝜏) =
∞
�
𝑛=−∞

�̄�𝑛(𝑠, 𝜏) ei𝑛𝜃, (2.4)

where the lower case functions �̄�𝑛(𝑠, 𝜏)are complex-valuedand𝑛 is an integer.As thedisplace-
ments �̄� (𝑠,𝜃, 𝜏) are necessarily real-valued, �̄�𝑛 and �̄�−𝑛 are complex conjugates. Substituting
this assumed solution into the governing equations (2.1) and reversing the order of the

summation and the differentiation, one obtains:

∞
�
𝑛=−∞

ℒ𝑛�̄�𝑛ei𝑛𝜃 = 0. (2.5)

This expression has to be satisfied for all 𝑠, 𝜃 and 𝜏.Therefore, each contribution to the sum

has to be zero individually, leading to the conclusion that the former expression for the

governing equations can be written as:

ℒ𝑛�̄�𝑛 = 0, ∀𝑛 = 0, ±1,… , ±∞, (2.6)

where the components ofℒ𝑛 for each admissible value of 𝑛 are:

ℒ11
𝑛 =

𝜕2

𝜕𝑠2
−
(1 − 𝜈) 𝑛2

2
−
𝜕2

𝜕𝜏2
, (2.7a)

ℒ12
𝑛 = ℒ21

𝑛 =
(1 + 𝜈) 𝑛i

2

𝜕
𝜕𝑠

, (2.7b)

ℒ13
𝑛 = ℒ31

𝑛 = 𝜈
𝜕
𝜕𝑠

, (2.7c)

ℒ22
𝑛 =

1 − 𝜈
2

𝜕2

𝜕𝑠2
− 𝑛2 −

𝜕2

𝜕𝜏2
, (2.7d)

ℒ23
𝑛 = ℒ32

𝑛 = 𝑛i, (2.7e)

ℒ33
𝑛 = 1 + 𝛽 �

𝜕4

𝜕𝑠4
− 2𝑛2

𝜕2

𝜕𝑠2
+ 𝑛4� +

𝜕2

𝜕𝜏2
. (2.7f )

The notation in Equation (2.6) enables one to approximate the governing equations by

only selecting the desired circumferential mode numbers. For example, to correctly include

an inclined hammer forcing on the pile into the model, one must at least include 𝑛 = 0 and

𝑛 = ±1 (Tsouvalas andMetrikine, 2013). For consistency, the initial and boundary conditions

must be projected onto the selected circumferential modes.Therefore, the arbitrary func-

tions describing the initial and boundary conditions are decomposed into their respective

Fourier components along the 𝜃-direction, which directly serves as an input for selecting
the appropriate circumferential mode numbers 𝑛 to approximate the given problem.
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2.2.2. Governing equations for axi-symmetric deformation

Since the wave propagation caused by the hammer forcing is assumed to be predominantly

axi-symmetric, the operator can be simplified further. By substituting 𝑛 = 0 into Equa-

tion (2.7), the components of the axi-symmetric operatorℒ0 yield

ℒ11
0 =

𝜕2

𝜕𝑠2
−
𝜕2

𝜕𝜏2
, (2.8a)

ℒ12
0 = ℒ21

0 = 0, (2.8b)

ℒ13
0 = ℒ31

0 = 𝜈
𝜕
𝜕𝑠

, (2.8c)

ℒ22
0 =

1 − 𝜈
2

𝜕2

𝜕𝑠2
−
𝜕2

𝜕𝜏2
, (2.8d)

ℒ23
0 = ℒ32

0 = 0, (2.8e)

ℒ33
0 = 1 + 𝛽

𝜕4

𝜕𝑠4
+
𝜕2

𝜕𝜏2
. (2.8f )

The off-diagonal zeros in this operator, e.g.ℒ12
0 = 0, indicate that the torsional motions

are now uncoupled from the radial-axial motions. For 𝑛 = 0, the assumed solutions for

the displacements in Equations (2.4) are real-valued for all 𝜃, i.e. the imaginary part of
�̄�0(𝑠, 𝜏) equals zero. For conciseness, the subscript 0will be omitted for the axi-symmetric
displacements in the remainder of this chapter.

Since the axial motions are of major importance for pile driving, the two coupled equa-

tions are combined by eliminating the radial displacement, resulting in

𝜕4�̄�
𝜕𝜏4

+
𝜕2�̄�
𝜕𝜏2

−
𝜕4�̄�

𝜕𝑠2𝜕𝜏2
− �1 − 𝜈2�

𝜕2�̄�
𝜕𝑠2

− 𝛽 �
𝜕6�̄�
𝜕𝑠6

−
𝜕6�̄�

𝜕𝑠4𝜕𝜏2 �
= 0. (2.9)

Equation (2.9) can be further simplified by analysing the effect of the higher-order deriva-

tives on the dispersion characteristics as discussed below.

2.2.3.Dispersion characteristics of axially symmetric shells

The frequency-wavenumber characteristics for the case 𝑛 = 0 are expressed in terms of the

dimensionless frequencyΩ = 𝜔/𝜔𝑟 and the dimensionless wavenumber 𝜉 = 𝑘𝑅 by assuming
harmonic solutions of the form �̄� = �̂�ei(Ω𝜏+𝜉𝑠). In these expressions, 𝜔 and 𝑘 designate
the frequency and wavenumber, respectively. Each further simplification of the equation

of motion restricts the range of applicability in terms of these dimensionless quantities.

Figure 2.2 presents the dispersion curves for four distinct models, which are computed with

common values for steel monopiles: 𝜈 = 0.3 and 𝛽 = 4.80 ⋅ 10−5.
Due to the fourth-order time derivative in Equation (2.9), the frequency-wavenumber

relation of the axi-symmetric shell (the grey dash-dotted line in Figure 2.2) has two branches.

For 𝜉 close to zero, i.e. large axial wavelengths, structuralmotions aremainly axial.However,
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Figure 2.2:Dispersion curves for the considered theories computed with 𝜈 = 0.3 and 𝛽 = 4.80 ⋅ 10−5.

when the ring frequency (Ω = 1) is approached, radial motions start to dominate, since

the energy needed for in-surface shearing decreases (Bozich, 1967).When the wavenumber

increases even further, axial bending energy eventually dominates the dispersion character-

istics, causing the curve to bend back towards the infinite flat plate curve (Hodges et al.,

1985).

Given that the lower branch of the full axi-symmetric shell theory only bends slightly

upwards in the low-frequency, long-wavelength limit (𝜉 > 6), the first simplification is to

neglect the bending behaviour in Equation (2.9). By discarding the 𝛽-terms in this equation,
an axi-symmetric membrane theory emerges (Soedel, 2004, pp. 145–146):

𝜕4�̄�
𝜕𝜏4

+
𝜕2�̄�
𝜕𝜏2

−
𝜕4�̄�

𝜕𝑠2𝜕𝜏2
− �1 − 𝜈2�

𝜕2�̄�
𝜕𝑠2

= 0. (2.10)

As the two branches of the dispersion relation of the membrane theory are indistinguish-

able from the shell theory for 0 ≤ 𝜉 ≤ 6, the axi-symmetric membrane theory is a good

approximation of the shell theory for small wavenumbers.This observation holds for a wider

selection of properties than the ones considered in this thesis.

Since the second branch only appears at frequencies above the ring frequency, an ap-

proximation of the lower branch would suffice to describe wave propagation in a monopile

for waves that contain frequencies below this critical value, i.e.Ω = 1. One obtains this ap-

proximation by omitting the fourth-order time derivative in the shell membrane equations

(2.10) resulting in
𝜕2�̄�
𝜕𝜏2

−
𝜕4�̄�

𝜕𝑠2𝜕𝜏2
− �1 − 𝜈2�

𝜕2�̄�
𝜕𝑠2

= 0. (2.11)

Because higher frequencies cannot propagate in this approximate theory, its range of applic-

ability is limited to 0 ≤ 𝜉 ≤ 6 and 0 ≤ Ω < 1 − 𝜈2.This expression for the approximate lower

branch resembles the Rayleigh–Love rod theory (Graff, 1975/1991, pp. 116–121), although
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Table 2.1: Parameters for the installation process of a large-diameter steel monopile.

Parameter Value Parameter Value

𝑅 2.5m 𝐸 210GPa
ℎ 0.050m 𝜈 0.3
𝐿 33.9m 𝜌 7750 kg/m3

𝑎 9.0m

the coefficient of the mixed time-space derivative is adjusted here to approach the exact

dispersion curves obtained with the shell theory. Therefore, this approximate theory is

referred to as the corrected rod theory from here on.

As a reference, Figure 2.2 also shows the dispersion curve for the classic non-dispersive

rod theory, which is the basis for Smith’s pile drivingmodel (Smith, 1962) commonly used in

practice. In that case, the equation of motion simplifies further to

𝜕2�̄�
𝜕𝜏2

− �1 − 𝜈2�
𝜕2�̄�
𝜕𝑠2

= 0. (2.12)

For low frequencies and wavenumbers (0 ≤ 𝜉 ≲ 0.5 and 0 ≤ Ω ≲ 0.5), the lower branch of
the axi-symmetric shell theories coincides with the one obtained from the non-dispersive

theory, showing the validity of Smith’s pile drivingmodel when the frequency content of

the hammer forcing is well below the ring frequency. However, when the forcing contains

frequencies around the ring frequency, the effect of stress wave dispersion can no longer be

neglected.This simple fact is very often overlooked in practice.

2.2.4. Comparisonof the shell theories for a large-diametermonopile

To check the applicability of the simplified theories for the axial deformation of an axially

symmetric cylindrical shell derived in the preceding section, the propagation of linear elastic

waves in a large-diameter monopile is considered more closely. To this end, strain data

recorded during the installation process of a monopile are analysed.The investigated pile

can be considered to be large-diameter with a radius 𝑅 = 2.5m; nonetheless, piles with even
larger diameters are currently commissioned (Igwemezie et al., 2019).The sketch previously

presented in Figure 2.1 is applicable to the situation currently under investigation, with

the pile’s dimensions and material properties listed in Table 2.1. Using these quantities,

the ring frequency is computed as: 𝑓𝑟 = 347Hz. During the driving of the pile, strain levels

have been monitored with four sensors placed on a ring along the pile’s circumference

located 9.0m below the pile head; this measurement plane is located at 𝑧 = −𝑎 in Figure 2.1.
Themeasured data will be compared to the results of two linear elastic simulations—the

corrected rod theory and the membrane theory—to determine which model is the most

accurate for predicting the stress and strain levels at the sensor location.

As an input for the simulations, themeasured stress signal resulting from a hammer im-

pact is used (Figure 2.3a) of which Figure 2.3b shows the accompanying amplitude spectrum.
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Figure 2.3:Hammer force used in the simulations of a large-diameter monopile installation. (a) Time signal of the
stress level induced by the hammer force computed frommeasurements on the hammer casing. (b) Amplitude
spectrum of the induced stress signal, where the dashed line indicates the pile’s ring frequency.

The frequency content reveals that the hammer signal contains some energy at frequen-

cies above the ring frequency of the shell.Therefore, it is expected that the corrected rod

theory, Equation (2.11), will not accurately reproduce the measured signals, since energy

contained above the ring frequency cannot propagate in that model.The simulations are

performed with a finite element discretisation (Logg et al., 2012) and an explicit Newmark

scheme (Newmark, 1959); the spatial resolution and time step are Δ𝑧 = 67.8 ⋅ 10−3m and

Δ𝑡 = 1.0 ⋅ 10−5 s, respectively.
Figure 2.4 shows the measured stress levels, computed as an average of the four meas-

ured strain signals, together with the results from a linear elastic simulation using the

membrane theory and the corrected rod theory. The measured stress signal is relatively

smooth for the first 5 ms, after which oscillations become more pronounced. This beha-

viour can be attributed to a number of factors. First, the input force itself is non-smooth

due to the internal structure of the impact hammer. Stress pulses exerted by hammers are

characterised by a relatively smooth ascending branch followed by several high-frequency

oscillations that are caused by the dropping of the various smaller internal masses of the

hammer on the top of the pile. Second, the shell itself is dispersive, and, therefore, the

excited waves carrying energy at different frequencies arrive at the location of the sensors at

different moments in time.Thus, even in the ideal case in which the input force is smooth,

dispersion effects will tend to distort the original shape of the stress pulse.Third, the pile

is never positioned totally vertically during installation, and the hammer-pile contact is,

therefore, non-ideal, resulting in bending of the pile.Waves excited due to bending of the

pile arrive at the location of the sensor at later moments in time.

As expected from the frequency restriction of the corrected rod theory,0 ≤ Ω < 1−𝜈2, the
high-frequent oscillations (above 𝑓max = �1 − 𝜈2� ⋅ 𝑓𝑟 = 315Hz) did not propagate, smoothing

the signal considerably; nonetheless, the model is able to predict the peak stress.The results

obtained with the membrane theory, however, correctly capture the main features of the

measured stress pulse, showing the importance of the upper branch of the dispersion
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Figure 2.4: Stress levels at the sensor location (𝑧 = −9.0m) for the large-diameter monopile.

relation for the stress wave propagation in large-diametermonopiles once frequencies close

to, or above, the ring frequency are excited.

2.3. Inclusionof physical non-linearity
Up until now, only the propagation of elastic stress waves in the structure have been con-

sidered. However, to assess whether plastic deformation occurs in a pile during installation,

a model which includes a non-linear constitutive relation needs to be considered. Plastic

deformation is referred to as physical non-linearity, as the micro-structure of the material

changes when plasticity forms. This is in contrast to geometric non-linearity, i.e. finite

strains, which embodies large deformations of a structure, which can still be in the linear re-

gime.The latter will not be considered in this thesis, because the small strain approximation

is assumed to be sufficient to model the deformations of a monopile during driving.

2.3.1. Plastic deformation inmetals

In the classical macroscopic description of plastic deformation—see e.g. Chakrabarty (2010,

chap. 1) for an elaborate account of the subject—the material response to mechanical strain

is reversible up to a certain strain magnitude: the yield, or elastic, limit.When the strain

exceeds this limit, irreversible, or plastic, deformation starts to develop. A simple stress-

strain diagram for this description of plastic deformation is shown in Figure 2.5a indicating

the elastic limit with the yield strain 𝜀𝑦 and the yield stress 𝜎𝑦.The slope of the elastic part

of the curve is the Young’s modulus 𝐸.
In the classical theory, a path with the same slope as the elastic loading is curved out in

the 𝜎𝜀-space during unloading.The remnant strain is called the plastic strain 𝜀𝑝. In the case
of isotropic hardening, the material’s yield limit is not constant, but increases with plastic

strain, which is represented by the ascending line in the post-yielding regime in the graph.
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Figure 2.5: Stress strain diagram for a classical one-dimensional elasto-plastic material with linear isotropic
hardening (Simo and Hughes, 1998, p. 14). (a) Stress versus total strain. (b) Stress versus plastic strain.

The plastic modulus 𝐾, shown in Figure 2.5b, quantifies the strength of the hardening with
plastic strain. For metals, it is reasonable to assume identical stress-strain behaviour for

tensile as well as compressive stresses.

Naturally, the material’s behaviour at the macro scale is a manifestation of processes

taking place at the micro scale. A detailed report on these processes, however, would be

far beyond the scope of this thesis. Nonetheless, highlighting some basic principles will

greatly improve the understanding of experimentally observed behaviour, especially when

changes in the magnetic properties of the material are considered from Chapter 4 onwards.

On the micro scale, elastic deformation results from the stretching and compressing of the

atomic bonds in the crystal, i.e. no irreversible changes in the crystal structure are observed.

As soon as plastic deformation starts to develop, permanent reorganisation of the crystal

structure occurs as a result of the sliding of slip planes in this lattice. Sliding is possible due

to the presence of dislocations,which are defects in the crystal structure (Honeycombe, 1968).

During plastic deformation, the number of dislocations increases approximately linear with

plastic strain, because new dislocations are generated in the deformation process (Gilman,

1968). Figure 2.6 presents the increased dislocation density after the plastic strain is doubled

in a steel specimen subjected to a compressive impact load.With the increasing number of

dislocations, interactions between the strain fields of adjacent dislocations becomemore

apparent. Since these interactions impair themovement of the slip planes, a higher stress is

required to allow for further sliding, explaining the aforementioned strain hardening effect

observed at the macro scale (Honeycombe, 1968, chap. 5).

Over the years, advancedmodels for metal plasticity have been developed, e.g.multi-

scale models, which incorporate the described processes at the micro scale. Roters et al.

(2010) provide an extensive overview of these advancedmodelling strategies. Nonetheless,

the classical description for plastic deformation is employed in this work, since it captures

the essential features of the macroscopic observations in very straightforward equations,

ensuring that the models remain simple.
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(a) (b)

Figure 2.6:Micrographs obtained using a Transmission ElectronMicroscope of the evolution of the dislocation
substructures in a steel specimen subjected to a compressive impact load. (a) 𝜀𝑝 = 0.05. (b) 𝜀𝑝 = 0.10. Reprint of
Figures 9a–b from Lee and Lin (2001) with permission from Elsevier.

2.3.2. Components of the stress and strain tensors

To incorporate plastic deformations, the stress components of the plane stress state under-

lying the axi-symmetric membrane theory, Equation (2.10), are considered. By dividing

each component by the Young’s modulus 𝐸, the dimensionless version of the stress tensor is
obtained, i.e.

�1 − 𝜈2� �̄�𝑠 =
𝜕�̄�
𝜕𝑠

+ 𝜈�̄�, (2.13a)

�1 − 𝜈2� �̄�𝜃 = �̄� + 𝜈
𝜕�̄�
𝜕𝑠

, (2.13b)

(1 + 𝜈) �̄�𝑠𝜃 =
1

2

𝜕�̄�
𝜕𝑠

= 0, (2.13c)

in which �̄�𝑠, �̄�𝜃 and �̄�𝑠𝜃 are the axial, hoop and shear stress, respectively.The latter vanishes

due to the assumption that the pile driving process causes no torsional motions in the

structure, leaving only two non-zero stress components, i.e. Equations (2.13a) and (2.13b).

The relative importance of these components is frequency dependent, which is shown

by expressing the dimensionless displacements in terms of the dimensionless frequency

and wavenumber:

�̄� = �̂�ei(Ω𝜏+𝜉𝑠),

�̄� = �̂�ei(Ω𝜏+𝜉𝑠).
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Figure 2.7:Ratio between the axial and the hoop stress versus frequency for 𝜈 = 0.3.The ratio approaches −∞ asΩ
approaches zero. Dashed lines correspond to �̄�𝑠/�̄�𝜃 = ±1.The low-frequency region (Ω < 0.5) is shaded grey.

Utilising the operator for the axially symmetric case, Equations (2.8), and discarding the

term associated with bending, the complex amplitude for the dimensionless radial displace-

ment �̂� is
�̂� =

i𝜈𝜉
Ω2 − 1

�̂�.

By substituting these relations into Equations (2.13a) and (2.13b), the ratio between the

axial and the hoop stress is

�̄�𝑠
�̄�𝜃

=
Ω2 − �1 − 𝜈2�

𝜈Ω2
. (2.14)

Figure 2.7 visualises Equation (2.14) for 𝜈 = 0.3. Since �̄�𝑠/�̄�𝜃 tends to minus infinity whenΩ
approaches zero, the axial stress dominates the hoop stress at low frequencies (Ω < 0.5).
Therefore, it is reasonable to assume a uniaxial stress state in the low-frequency range.

However, when the ring frequency is approached, the hoop stress is no longer negligible

compared to the axial component, and a biaxial state needs to be considered. For simplicity,

a uniaxial stress state will be used in the following, therefore restricting the applicability of

the model toΩ < 0.5.
A similar analysis can be applied to the components of the strain tensor, which in di-

mensionless form are:

𝜀𝑠 =
𝜕�̄�
𝜕𝑠

, (2.15a)

𝜀𝜃 = �̄�, (2.15b)

𝜀𝑠𝜃 =
𝜕�̄�
𝜕𝑠

= 0. (2.15c)

In line with the shear stress, the shear strain also vanishes. By substituting the aforemen-

tioned displacements in terms of frequency and wavenumber into the equations above, the
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two non-zero strain components are related by

𝜀𝜃 =
𝜈

Ω2 − 1
𝜀𝑧. (2.16)

At low frequencies (Ω < 0.5), 𝜀𝜃 ≈ −𝜈𝜀𝑧, which is to be expected in case the stress state is
uniaxial.

2.3.3. One-dimensional physically non-linear theory

The membrane theory, Equation (2.10), is split into three expressions relating the axial

displacement �̄�, the total axial strain 𝜀, and the axial stress �̄�𝑠, yielding:

𝜕2�̄�
𝜕𝜏2

= �1 − 𝜈2�
𝜕�̄�𝑠
𝜕𝑠

, (2.17a)

𝜀 =
𝜕�̄�
𝜕𝑠

, (2.17b)

�̄�𝑠 = 𝜀 +
𝜕2�̄�𝑠
𝜕𝑠2

−
𝜕2�̄�𝑠
𝜕𝜏2

. (2.17c)

These three relations are the equilibrium, kinematic and constitutive equations for a linear

elastic axi-symmetric membrane, respectively. First, by discarding the time derivative in

the latter expression, the corrected rod theory, i.e. Equation (2.11), is retrieved. Second, the

total axial strain is split into an elastic and a plastic part: 𝜀 = 𝜀𝑒 + 𝜀𝑝. After inserting this
expression in the constitutive equation and transforming the system back to dimensional

quantities, the equations for the corrected rod including physically non-linear behaviour

read

𝜌
𝜕2𝑢
𝜕𝑡2

=
𝜕𝜎
𝜕𝑧

, (2.18a)

𝜀 =
𝜕𝑢
𝜕𝑧

, (2.18b)

𝜎 = 𝐸 �𝜀 − 𝜀𝑝� + 𝑅2
𝜕2𝜎
𝜕𝑧2�������

Correction

, (2.18c)

in which 𝜎 denotes the axial stress.This set of equations closely resembles the model equa-

tions presented by DeVault (1965) based on the Rayleigh–Love rod theory. However, he

considered a solid cylindrical rod with radius 𝑅, for which the expression for the axial stress
becomes:

𝜎 = 𝐸 �𝜀 − 𝜀𝑝� +
1

2
𝜈2𝑅2

𝜕2𝜎
𝜕𝑧2�������������

RL-correction

. (2.19)

It is important to note that the stress state in theRayleigh–Love rod theory is always uniaxial,

i.e. independent of frequency, whereas the stress state in the axi-symmetric membrane
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theory becomes biaxial forΩ > 0.5. In the corrected rod theory, the axial stress component
is adjusted to account for the effect of dispersion.

Since the system of equations (2.18) is not yet complete, auxiliary relations for the plastic

axial strain,𝜀𝑝(𝑧, 𝑡), are needed.Assuminguniaxial plasticitywith linear isotropic hardening,
one obtains (Simo and Hughes, 1998, pp. 9–14):

𝜕𝜀𝑝
𝜕𝑡

= 𝛾 sign (𝜎) , (2.20a)

𝜕𝛼
𝜕𝑡

= 𝛾, (2.20b)

𝑓(𝜎,𝛼) = ‖𝜎‖ − �𝜎𝑦 + 𝐾𝛼� , (2.20c)

𝛾 ≥ 0, 𝑓(𝜎,𝛼) ≤ 0, 𝛾𝑓(𝜎,𝛼) = 0, (2.20d)

𝛾
𝜕𝑓(𝜎,𝛼)
𝜕𝑡

= 0 if 𝑓(𝜎,𝛼) = 0, (2.20e)

where 𝛾 is the magnitude of the plastic flow rate, 𝛼 the hardening parameter,𝐾 the plastic
modulus, 𝑓(𝜎,𝛼) the yield function, and 𝜎𝑦 the yield stress of the material.This set of equa-

tions forms the basis for the discussion of a non-collocatedmethod to detect and quantify

plastic deformation resulting from an impact load which is presented in Chapter 3. It is

important to note that the presented governing equations that include plastic deformation

are only valid for a uniaxial stress state.Therefore, the non-linear corrected rodmodel can

exclusively be applied when the loading of the hammer excites frequencies belowΩ = 0.5,
since the stress state becomes essentially biaxial at higher frequencies.

2.4. Soil-structure interaction
In pile driving modelling, the interaction between the pile and the soil plays a pivotal role in

the overall response of the hammer-pile-soil system. Valuable information retrieved from a

driveability analysis is, for instance, the pile’s settlement after a single hammer blow and the

maximum stress induced during that impact.With these results, the number of hammer

blows needed to drive the pile to its desired penetration depth can be estimated, which in

turn, together with the predicted stress levels, serves as an input for fatigue calculations

(Chung et al., 2013; Tang et al., 2005). As previously discussed in Sections 2.2 and 2.3, stress

wave dispersion in large-diametermonopiles cannot be neglected, because the impact of the

hammer inserts energy into the system at frequencies inwhich thewaves become dispersive.

Nonetheless, it remains unclear how this phenomenon affects the results of a driveability

study. To this end, a dispersive term is added to the classical one-dimensional Smith model

for pile driving (Smith, 1962), and, by means of a case study of piles with different radii, the

possible implications of stress wave dispersion on the driveability are demonstrated.



2.4. Soil-structure interaction

2

25

𝑧, 𝑢

𝑧 = –𝐿

𝑧 = 0

𝑧 = –𝐻

𝜌, 𝐸, 𝜈

𝜌𝑠, 𝐺𝑠, 𝜈𝑠

𝐹(𝑡)

ℎ

𝑅

Continuously 
distributed along 

pile axis

hydraulic
hammer

anvil

monopile

soil

Figure 2.8: Sketch of the pile driving process (left) and the driveability model (right).

2.4.1. One-dimensional dispersive driveabilitymodel

A sketch of the pile driving process is shown in Figure 2.8, consisting of a linear elastic

cylindrical hollow pile that is partially embedded into a uniform soil layer.The pile is con-

sidered to be thin-walled with outer radius 𝑅, wall thickness ℎ and cross-sectional area
𝐴 ≈ 2𝜋𝑅ℎ.Thematerial properties of the pile are Young’s modulus 𝐸, Poisson’s ratio 𝜈 and
density 𝜌, whereas the soil properties are similar but have the subscript 𝑠. To prevent soil
plugging in the pile, which would complicate the analysis (Liyanapathirana et al., 2001), the

tip of the pile is considered to be closed by a round plate.This latter assumption does not

resemble a real situation as in most cases the pile tip is open. However, this is not expected

to influence the conclusions drawn from this study which is to showcase the importance of

the stress wave dispersion.

The axial displacement of the pile, 𝑢(𝑧, 𝑡), is assumed to be governed by the Rayleigh–
Love rod theory (Graff, 1975/1991, pp. 116–121), which is an improvement of the classical rod

theory that includes the effect of lateral inertia of the cross-section.The governing equation

reads:

𝜌𝐴
𝜕2𝑢
𝜕𝑡2

− 𝐸𝐴
𝜕2𝑢
𝜕𝑧2

+ 𝑅𝑠 − �𝜌𝜈2𝐼𝑝
𝜕4𝑢
𝜕𝑡2𝜕𝑧2 �

= 0, (2.21)

in which 𝑅𝑠 is the non-linear resistance of the soil and 𝐼𝑝 is the polar secondmoment of area
of the cross-section.The term in square brackets is the additional Rayleigh–Love correction

term, which is not included in the original wave equation model by Smith (1962). Please

note that the dispersion characteristics for the Rayleigh–Love rod theory slightly differ

from those of the membrane theory or the corrected rod theory; however, capturing the

exact dispersion curve for this simplified case study is not essential to show the possible

implications of stress wave dispersion on the results of a driveability analysis.
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In Equation (2.21), the soil resistance along the pile shaft per unit length of the pile 𝑅𝑠 is
given by (Randolph and Simons, 1986)

𝑅𝑠 =

⎧⎪⎪⎨
⎪⎪⎩
𝐾𝑠𝑢 + 𝐶𝑠

𝜕𝑢
𝜕𝑡 when �𝐾𝑠𝑢 + 𝐶𝑠

𝜕𝑢
𝜕𝑡 � < 2𝜋𝑅𝑞𝑢,

2𝜋𝑅𝑞𝑢 otherwise,

where the soil stiffness 𝐾𝑠 = 2.9𝐺𝑠 and the soil damping 𝐶𝑠 = 2𝜋𝑅√𝐺𝑠𝜌𝑠, in which 𝐺𝑠 is
the soil’s shear modulus and 𝜌𝑠 denotes the density of the soil.Themagnitude of the soil

resistance is limited by the ultimate friction coefficient 𝑞𝑢 of the soil multiplied by the
circumference of the pile.

From the displacement 𝑢(𝑧, 𝑡), the axial stress 𝜎(𝑧, 𝑡) in the pile is computed as:

𝜎(𝑧, 𝑡) = 𝐸
𝜕𝑢
𝜕𝑧

+ �𝜌𝜈2𝑅2
𝑔
𝜕3𝑢
𝜕𝑡2𝜕𝑧�

,

in which 𝑅𝑔 = �𝐼𝑝/𝐴 is the radius of gyration. Again, the term between square brackets

emerges from theRayleigh–Love theory and is neglected in classicalwave equation approach.

Regarding the initial conditions, at 𝑡 = 0, the system is assumed to be at rest, and the

boundary conditions are given by

𝜎(0, 𝑡) = 𝐹(𝑡)/𝐴, (2.22a)

𝜎(−𝐿, 𝑡) = 𝑃𝑠/𝐴, (2.22b)

where 𝐹(𝑡) is the hammer force and 𝑃𝑠 the soil response at the pile tip, which is modelled as
(Randolph and Simons, 1986):

𝑃𝑠 =

⎧⎪⎪⎨
⎪⎪⎩
𝐾𝑡𝑢 + 𝐶𝑡

𝜕𝑢
𝜕𝑡 when ‖𝐾𝑡𝑢‖ < 𝐴𝑡𝑃max𝑠 ,

𝐴𝑡𝑃max𝑠 + 𝐶𝑡
𝜕𝑢
𝜕𝑡 otherwise,

where 𝐾𝑡 = 4𝐺𝑠𝑅/(1 − 𝜈𝑠) and 𝐶𝑡 = 3.4𝑅2√𝐺𝑠𝜌𝑠/(1 − 𝜈𝑠)with 𝜈𝑠 the Poisson’s ratio of the soil.
Furthermore, 𝑃max𝑠 is the ultimate soil resistance and𝐴𝑡 = 𝜋𝑅2 is the cross-sectional area

of the closed-off pile tip. The final set of the pile after one hammer blow is equal to the

displacement of the pile head when the system is at rest again.

In the model equations, the soil is modelled by distributed non-linear springs and

dashpots, following the classical approach of Randolph and Simons (1986). This model

has been developed originally for piles of relatively small diameter and assumes a local

reaction of the soil. For large-diameter piles, however, the soil reacts in a non-local manner

(Versteijlen et al., 2016). Here, nonetheless, the local reaction is deemed sufficient for a

demonstration of the effect of stress wave dispersion on the driveability.
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Table 2.2: Pile and soil properties used for all cases.

Pile parameter Value Soil parameter Value

𝐸 210GPa 𝐺𝑠 24.25 GPa
𝜈 0.3 𝜈𝑠 0.48
𝜌 7750 kg/m3 𝜌𝑠 1900 kg/m3

𝐿 58m 𝐻 23m
𝑞𝑢 100 kN/m2

𝑃max𝑠 900 kN/m2

Table 2.3:Case specific parameters and values for the final set of the pile after a single hammer blow.

Case 𝑅 [m] ℎ [mm] 𝛼 [-] 𝑓𝑟 [Hz] 𝑢CW [mm] 𝑢RL [mm] Δ𝑢 [%]
1 0.4572 20 1.0 1900 5.57 5.55 -0.36
2 2.0 40 8.75 434 6.00 6.02 0.33
3 3.5 70 26.8 248 5.64 5.87 4.08

2.4.2. Case set-up

To analyse the effect of stress wave dispersion on the driveability parameters, predictions of

a classical wave equationmodel are compared with the results of the dispersive model for

three different cases.The cases consider piles of different radii while keeping the induced

stress levels and the frequency content of the hammer force equal.Additionally, it is assumed

that no plastic deformation is inflicted by the hammer blow. Table 2.2 lists the numerical

values of the quantities common to all three cases, while Table 2.3 presents the case specific

parameters and their respective values.

With the hammermodel developed by Deeks and Randolph (1993), the hammer force

𝐹(𝑡) in Equation (2.22a) for Case 1 is generated with𝑚𝑟 = 4000 kg,𝑚𝑎 = 1000 kg, 𝑐𝑐 = 0Ns/m,

𝑘𝑐 = 3.5GN/m, 𝑣0 = 6.5m/s, 𝑍 = 𝐴√𝐸𝜌 = 2.3MNs/m.The resulting time signal is shown

in Figure 2.9 together with the corresponding amplitude spectrum. In order to keep the

frequency content of the hammer force equal for the three cases, only the amplitude of the

force signal is scaled with scaling parameter 𝛼 as presented in Table 2.3.Themagnitude of 𝛼
is chosen such that the axial stress induced at the pile head is equal for all cases.

As read from Equation (2.2), the ring frequency of the pile decreases with increasing

radius.Fromthe amplitude spectrumof thehammer force, it is clear that forCase 1 no energy

is introduced in the vicinity of the ring frequency. On the contrary, for the remaining two

cases, the hammer force contains a significant amount of energy around the ring frequency.

The pile driving problem defined above is solved numerically by means of the Finite

ElementMethodusing FEniCS (Logg et al., 2012) by dividing the pile into 250 linear elements

along its axis, resulting in a spatial discretisation of Δ𝑧 = 0.232m. An explicit Newmark
timemarching scheme (𝛽 = 0.25 and 𝛾 = 0.5) with a time step of Δ𝑡 = 1 ⋅ 10−5 s is chosen for
the time integration of the governing equations (Newmark, 1959).
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Figure 2.9: Hammer force 𝐹(𝑡) for Case 1 generated by the hammer-pile model developed by Deeks and Ran-
dolph (1993). (a)The simulated time signal of the force. (b)The corresponding amplitude spectrumwith the ring
frequencies for each case indicated by the dotted lines.

2.4.3. Influence of dispersionon thedriveability

For the three cases, Figure 2.10 shows the axial stress distributions computed with the

two pile driving models at two distinct time instances: 𝑡 = 0.10 s (black lines), which is
prior to the arrival of the stress wave front at the pile tip; and 𝑡 = 0.21 s (grey), where the
stress wave propagates upwards. In line with the analysis of the frequency content of the

hammer force, the stress profiles for Case 1 predicted by both models coincide. For Case 2,

the profiles start to differ: although their shape is similar, a time shift is observed. Due to

the correspondence of stress wave shapes, fatigue predictions for Case 2 will not differ when

the classical model or the proposedmodel is used, since the number of stress cycles remains

equal. However, for the largest pile, the dispersion of the stress wave is no longer negligible.

Careful examination of the stress wave profiles shows that the dispersion causes additional

alterations of compressive and tensile stresses in the pile compared to the classical approach,

resulting in an increase of the number of stress cycles.Therefore, predictions of consumed

fatigue life of the pile based on the dispersive model will differ.

From a driveability study, a second quantity of interest is the penetration of the pile into

the soil due to a single hammer blow, giving an indication of the total number of impacts

needed to reach the desired penetration depth. Table 2.3 lists the final set of the pile from

one hammer blow predicted by both models for each of the three cases. The difference

between the predicted set of the classical model (𝑢CW) and of the dispersive model (𝑢RL) is
given as a percentage of 𝑢CW.When the shape of the stress wave is similar (Case 1 and 2),
the models predict a comparable penetration. However, for Case 3, the difference between

stress wave profiles predicted by both models becomes more pronounced, resulting in a

set of the pile that differs almost 4%. Although this might not seem significant at first, one

must bear in mind that the complete installation of a large-diameter pile demands several

thousands of hammer blows. Due to this large number, these small differences add up to a

rather significant difference in the predicted number of hammer blows required to reach

the desired penetration depth between Case 3, and Cases 1 and 2.
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Figure 2.10: Axial stress distributions along the pile’s axis at 𝑡 = 0.10 s (black) and 𝑡 = 0.21 s (grey) for different radii.
The dashed lines (–—) are the results from the classical wave equationmodel and the solid lines (—) the results
from the dispersive model.

Although it is clear that stress wave dispersion has a pronounced influence on the out-

comes of a driveability study, Section 2.2.4 showed that a membrane theory is the preferred

option to model the stress wave propagation in a pile when the hammer force contains

energy at frequencies above the ring frequency.Therefore, a real improvement for the one-

dimensional driveability models when applied to large-diameter monopiles would come

from using a membrane theory to model the deformations of the structure. Incorporating

this theory—which is still one-dimensional, even though it has two degrees of freedom—

into a driveability model is not completely straightforward, because, for an axi-symmetric

cylindrical membrane, energy introduced around the ring frequency of the pile mainly

excites radial motions of the pile (Bozich, 1967).Therefore, a driveability model that is based

on the membrane equations (2.10) should include soil stiffness and damping in both the

radial and the axial direction.Moreover, it is expected that, for a large-diameter piles, the

soil-pile interaction is no longer governed by a local quantities, but by the global response

of the soil (Versteijlen et al., 2018).This requires additional care in modelling the response

of the soil. These recommended improvements of one-dimensional driveability models

for large-diameter piles, which might significantly improve the predictions of the current

models in these cases, are left for future research.

2.5. Conclusions
This chapter presented a short overview of the state-of-the-art modelling of the pile driving

process. In the industry, one-dimensional models are still the preferred choice due to their
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low computation cost. However, it is questionable whether these models are applicable

to large-diameter monopiles currently commissioned. Several theories that govern axial

displacements of a large-diameter pile have been derived from theDonnell–Mushtari theory

for a cylindrical shell by applying justified assumptions, restricting their applicability in

terms of frequency and wavelengths of the excited motions. In the low-frequency and

long-wavelength limit, the classical wave equation is an appropriate approximation of the

more complete theory. However, it has been shown that, when energy is introduced around

the ring frequency of the pile, the effect of wave dispersion is no longer negligible. For

excitations with frequencies close to the ring frequency, a more suitable theory is proposed:

the corrected rod theory. However, strain data measured during the installation of a large-

diameter monopile shows that, when sufficiently high frequencies are excited (Ω > 0.5),
only the axially symmetric membrane theory is capable of predicting the observed strain

levels with satisfactory accuracy.

Analysis of results from a pile driving simulation shows that stress wave dispersion has a

profound influence on the results of a driveability study for large-diameter piles.First,due to

the dispersion, the predicted stresses display more undulations, which affect the estimated

fatigue life of the structure. Second, the computed penetration depth for the dispersive

model differs by about 4% compared to the currently used non-dispersive model. It is

therefore recommended that thismodel should be improved by describing the deformations

of the structurewith theaxi-symmetricmembrane theory,while simultaneously introducing

soil resistance in the radial direction.

An analysis of the stress tensor in terms of the dimensionless frequency indicates that,

forΩ < 0.5, the stress state in a cylindrical structure is essentially uniaxial.When higher
frequencies are exited, the stress state becomes biaxial. Being uniaxial, yet dispersive, the

corrected rod theory is altered to account for physical non-linearity, i.e. plastic deformations,

enabling the theory tobeused for thepropagationof elasto-plastic stresswaves,which serves

as the basis for the derivation of a non-collocated technique to infer plastic deformation in

the next chapter.
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Quantifying physical damage with

non-collocated contact

measurements

There’ll be something missing

And now that you found it

It’s gone

Radiohead –Nude

DDuring amonopile installation, a hammer blow can inflict plastic deformation at the pilehead. As it is impossible to attach a classical strain gauge at the location of interest, a non-

collocated method is needed to infer the development of such damage. In the previous

chapter, the governing equations for elasto-plastic waves propagating in a monopile have

been derived, resulting in a more accurate description of the behaviour of these waves,

which is also valid for the large-diameter monopiles currently used by the offshore wind

industry. This chapter develops a non-collocated contact method to detect and quantify

these regions of plastic deformation by taking advantage of the propagation of elasto-plastic

stress waves in the pile, which can be measured with strain gauges, which are mounted to

the structure a certain distance below the impact location.

Parts of this chapter have been published in Meijers, Tsouvalas andMetrikine (2018a), andMeijers, Tsouvalas and
Metrikine (2018b).
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The propagation of elasto-plastic stress waves in solid metal cylinders has been studied

already from the 1940s. Rate-independent theories based on the classical wave equation

have been developed and validated against high-velocity impact experiments (Taylor, 1948;

Von Karman and Duwez, 1950). More advanced models incorporate lateral inertia of the

cross-section (DeVault, 1965) and rate dependency of the constitutive equation (Shea, 1968).

Using thesemodels, the dynamic properties ofmetals can be determined from experimental

data (Kolsky and Douch, 1962).More recently, Khayer Dastjerdi et al. (2013) have reported

an energy-based approach to study these impact tests.

Similar axial impact tests have been performed on hollow cylindrical shells (Murase

and Jones, 1993; Ren et al., 1983).These thin-walled structures are used in the automotive

industry as energy absorption devices, since the dynamic buckling of the cylinders removes

energy from the system. Karagiozova et al. (2000), Karagiozova and Jones (2001) and Lepik

(1999) show that the type of dynamic buckling and thus the deformed state of the cylinder

after impact depends on the axial stress wave propagation. Moreover, Karagiozova and

Jones (2000) report that for low-velocity (drop hammer) impacts, which resemble impact

pile driving,most of the permanent deformation is concentrated in a small region at the

impacted end of the cylinder. However, the use of non-collocated strain sensors mounted

on the structure itself to quantify the amount of plastic deformation during the pile driving

process has not been reported in literature so far.

Section 3.1 proposes a method to quantify plastic deformation based on non-collocated

strain measurements and an energy balance. Section 3.2 presents a lab-scale experiment of

a copper bullet hitting a solid rod (Kolsky and Douch, 1962), which allows one to validate the

concept of the energy balance in a well-controlled environment. Hereafter, the applicability

and the limitations of the method are discussed in Section 3.3, after which conclusions are

drawn.

3.1.Method toquantify plastic deformation
When plastic deformations develop, stress waves inducing strains that exceed the yield limit

can no longer propagate at the same velocity, affecting the shape of the original stress pulse.

Due to this limit, a plateau in the stress signal appears, which results from the fact that a

part of the energy contained in the stress wave is used to permanently deform the structure.

This assertion is the basis for the method to detect and quantify plastic deformation.

The effect of the non-linear material behaviour on the shape of the stress wave is elab-

orated by considering simulated time signals of the axial strain in a small-diameter pile.

Table 3.1 presents the considered parameters, while Figure 3.1 shows a sketch of the con-

sidered situation including the quantitiesmentioned in the aforementioned table. An elastic

and an elasto-plastic simulation of the wave propagation in the pile are performed with

the same force signal applied at 𝑧 = 0m,which is presented in the inset graph in Figure 3.2.

The simulations differ exclusively in enforcing the yield limit: the elasto-plastic simulation

imposes it, while the elastic neglects it.
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Figure 3.1: Schematic of a monopile subjected to an impact load at the top of the pile.

Table 3.1: Parameters for the simulations of stress wave propagation in a small-diameter steel monopile.

Parameter Value Parameter Value

𝑅 0.25m 𝐸 210GPa
ℎ 0.010m 𝐾 4.2 GPa
𝐿 50m 𝜈 0.3
𝑎 3.0m 𝜌 7750 kg/m3

𝜎𝑦 235MPa
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Figure 3.2: Strain signals at 𝑧 = −3.0m for an elastic and an elasto-plastic simulation of a small-diameter pile; the
inset graph shows the force signal used in both cases.



3

34 3. Quantifying physical damagewith non-collocated contactmeasurements

Figure 3.2 shows the strain signals at 𝑧 = −3.0m resulting from the two simulations. In

the elastic case, the shape of the signal is identical to that of the force signal. Note that the

effect of dispersion is not visible for this exemplary small-diameter pile, as the forcing excites

frequencies well below the ring frequency of the structure. However, in the elasto-plastic

case, a plateau in the strain is visible, indicating that plastic deformation has occurred.

Thus, by comparing the measured strain signal at a given location with the expected strain

computed on the basis of an elastic model of the structure, one can draw some preliminary

conclusions regarding the possible development of plastic deformation at cross-sections of

the pile prior to the given location caused by the hammer impact.

To quantify this deformation, the following elementary energy balance is considered:

𝐸0 = 𝐸𝑤 + 𝐸𝑝 + 𝐸loss, (3.1)

in which 𝐸0 denotes the input energy of the hammer,𝐸𝑤 the energy associatedwith thewave
energy flux through the considered cross-section, 𝐸𝑝 the energy spent to plastically deform
the material, and 𝐸loss the remaining losses, e.g. losses in sound radiation and material
damping not associated with plastification. Below, each of the four contributions to the

energy balance for a one-dimensional structure is elaborated.

First, the input energy 𝐸0 represents the energy introduced into the considered section
of the structure. Technically, its value could be measured by considering the energy flux

through the cross-section. However, as plastic deformations are expected to develop at the

impact location, this would entail a collocatedmeasurement.Therefore, the input energy

must be obtained from an alternative method, e.g. from a hammer model or by scaling

the amplitude of the linear response of a low-energy impact that does not inflict plastic

deformation in the pile.

Second, the energy 𝐸𝑤 that passed through a cross-section is defined as the integral of
the measured energy flux over a given time interval from 𝑡 = 𝑡0 to 𝑡 = 𝑡1:

𝐸𝑤 =�
𝑡=𝑡1

𝑡=𝑡0
𝑭 ⋅ 𝒗d𝑡, (3.2)

where 𝑭 is the axial force and 𝒗 the velocity.The former quantity can be determined from a

strainmeasurement and the latter canbemeasuredwith a separate acceleration sensor at the

same location (cross-section of the pile).On its own, this integral is sufficient to quantify the

energy associated with the passage of a stress wave, although the propagation direction of

the stress wavemust carefully be accounted for.However, for strictly one-dimensional stress

wave propagation, it can be convenient to express the energy flux in terms of the axial strain,

reducing the number of sensors required to obtain its value. In this one-dimensional case,

the quantities of interest are co-directed, and the relations 𝐹 = 𝐴𝜎, 𝜎 = 𝐸𝜀 and 𝑣 = 𝜎/√𝐸𝜌
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are valid.With these expressions, the integral is rewritten in terms of the axial strain 𝜀 only:

𝐸𝑤 =
𝐴𝐸2

√𝐸𝜌
�

𝑡=𝑡1

𝑡=𝑡0
𝜀2 d𝑡, (3.3)

in which𝐴 is the area of the cross-section, 𝜌 the density, and 𝐸without a subscript denotes
Young’s modulus.

Third, the plastic work 𝐸𝑝 is equal to the mechanical dissipation due to plastification as
defined in Simo and Hughes (1998, pp. 27–28) integrated over the region of interestΩ and

over time:

𝐸𝑝 =�𝒟mech dΩd𝑡 (3.4)

For the one-dimensional case considered here, this is

𝐸𝑝 = 𝐴�
𝑡=𝑡1

𝑡=𝑡0
�

𝑧=𝑎

𝑧=0
�𝜎
𝜕𝜀𝑝
𝜕𝑡

− 𝐾𝛼
𝜕𝛼
𝜕𝑡 �

d𝑧d𝑡. (3.5)

Using the auxiliary equations (2.20) for an elasto-plastic material with isotropic hardening

and the fact that 𝜎 sign (𝜎) = ‖𝜎‖, the plastic work is rewritten as

𝐸𝑝 = 𝐴�
𝑡=𝑡1

𝑡=𝑡0
�

𝑧=𝑎

𝑧=0
�𝛾 �‖𝜎‖ − 𝜎𝑦 − 𝐾𝛼� + 𝛾𝜎𝑦� d𝑧d𝑡. (3.6)

Since the term between square brackets is the yield function 𝑓(𝜎,𝛼) and the auxiliary rela-
tions require that 𝛾𝑓(𝜎,𝛼) = 0, the expression reduces to

𝐸𝑝 = 𝐴𝜎𝑦�
𝑡=𝑡1

𝑡=𝑡0
�

𝑧=𝑎

𝑧=0
𝛾d𝑧d𝑡. (3.7)

The double integral of the plastic flow rate 𝛾 is an indicator of the amount of plastic de-
formation between the impact and sensor location; and it is henceforth referred to as a

single quantity 𝑢𝑝: the permanent axial displacement.With this new quantity defined, the
expression for the plastic work reduces to

𝐸𝑝 = 𝐴𝜎𝑦𝑢𝑝. (3.8)

Fourth, for the remaining losses in the pile 𝐸loss, Tsouvalas andMetrikine (2014) show
that the energy in the acoustic radiation is negligible for sensors positioned above the seabed.

Therefore, provided that the other loss mechanisms are also small, 𝐸loss can be altogether
neglected for the first-order estimation of the amount of plasticity. By reordering the energy

balance, 𝑢𝑝 is expressed as

𝑢𝑝 =
𝐸0 − 𝐸𝑤
𝐴𝜎𝑦

. (3.9)
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Figure 3.3:Themodelled set-up of the lab-scale experiment of Kolsky and Douch (1962).

Equation (3.9) gives a simple relation to quantify the plastic deformation caused by an

impact load based on a strain measurement at a certain distance from the impact point.

Naturally, this expression will give an upper bound estimation of the expected plastic strain

as 𝐸loss is assumed equal to zero.
To summarise, the method to detect and quantify plastic deformations inflicted by a

hammer blow relies on the following steps:

1. Measure the strain at a given location which allows the calculation of 𝐸𝑤 by means
of Equation (3.3). For more complicated structures one would need to measure both

strains and accelerations in multiple directions to apply Equation (3.2); nonetheless,

the approach remains essentially similar.

2. Calculate 𝐸0 on the basis of the hammer characteristics or utilise the hammer input
energy provided by the supplier.

3. Estimate the upper bound of the plastic deformation accumulated at the regions prior

to the location of the sensor by applying Equation (3.9).

3.2. Validation against a lab-scale experiment
As an example, the proposed method is applied to the laboratory experiments of Kolsky

and Douch (1962). In their paper, a solid cylindrical copper specimen of length 𝐿0 (bullet)
with initial velocity 𝑣0 impacts a stationary solid cylindrical copper rod with length 𝐿1.The

experiment is repeated with increasing initial velocities to show the effect of the yield

limit on the shape of the induced stress pulse in the rod. Figure 3.3 shows a schematic

of the experimental set-up. Both the specimen and the rod have radius 𝑅, which is listed
in Table 3.2, together with the other dimensions andmaterial properties. In this specific

set-up, the initial energy 𝐸0 follows directly from kinetic energy of the bullet. For an initial

velocity 𝑣0 = 14.02m/s (= 46 ft/s), it reads 𝐸0 = 1/2𝑚𝑣20 = 36.8 J, in which𝑚 is the specimen’s
mass computed with the density and its volume.
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Table 3.2: Parameters of the experiment of Kolsky and Douch (1962) on copper specimens.

Parameter Value Parameter Value

𝐿0 0.1524m 𝐸 129.8 GPa
𝐿1 1.2192m 𝐾 1.298GPa
𝑅 9.525mm 𝜈 0.34
𝑎 0.548m 𝜌 8960 kg/m3

𝜎𝑦 210MPa

In the original paper, only the oscillograph traces of the stress pulses are reported, see

Figure 3.4. Since these traces lack a scale to quantify the actual stress levels, the measured

wave energy 𝐸𝑤 is computed by comparing the signals for two different impact velocities.
Using the response of the low velocity impact, 𝑣0 = 8.53m/s (= 28 ft/s), which causes no

plastic deformation in the rod, the wave energy for the impact of interest (𝑣0 = 46 ft/s) is

estimated: 𝐸𝑤 = 24.6 ± 3.8 J.The uncertainty in the value results from the digitalisation of

the oscillograph traces. By combining these two energies in Equation (3.9), the permanent

axial deformation is estimated at

𝑢𝑝 = 0.20 ± 0.06mm.

Note that the entire difference between the input energy and the measured wave energy is

contributed to plastic deformation, as all other losses are assumed to be negligible.

To check whether this estimate is accurate, the high speed impact is also simulated

using the stress wave propagation model introduced in Section 2.3.3. However, because

these experiments concern a solid cylinder rather than a thin-walled cylindrical shell, the

Rayleigh–Love correction term in the stress definition is used, i.e. Equation (2.19). Two

simulations will be compared: a linear elastic simulation, which ignores the yield limit,

and an elastic-plastic simulation, which enforces the yield limit. Only the latter simulation

includes a loss mechanism, i.e. the plastic deformation; other loss mechanisms are not

considered. From the elasto-plastic simulation, it is possible to determine the amount of

plastic deformation in the rod, which is then compared to the estimate obtained from the

measurements.

For the simulations, the model equations (2.18) are spatially discretised with the Finite

Element Method in FEniCS (Logg et al., 2012), and an explicit Newmark scheme (Newmark,

1959) is used for the time integration.The spatial resolution and time step are Δ𝑧 = 2.74 ⋅
10−3m and Δ𝑡 = 1.0 ⋅ 10−7 s, respectively. A returnmapping algorithm (Simo and Hughes,

1998) ensures that the auxiliary constitutive equations (2.20) are all satisfied.

Figure 3.5 shows the time traces of the total axial strain at the sensor location (𝑧 = 0.548m)
for the two simulations,while the axial plastic strain along the rod’s axis for the elasto-plastic

simulation is presented in Figure 3.6.The latter figure shows that the plastic strain is zero

at the sensor location, which actually means that the total strain in Figure 3.5 is equal to the

elastic strain. In line with the observations by Kolsky and Douch (1962), the stress wave at
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Figure 3.4:Oscillograph traces of copper on copper impacts. Reprint of Figure 19 from Kolsky and Douch (1962)
with permission from Elsevier.
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Figure 3.5: Simulated total strain signals at 𝑧 = 0.548m for the elastic and the elasto-plastic rod after impact with
𝑣0 = 14.02m/s (= 46 ft/s).
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Figure 3.6: Plastic axial strain from the elasto-plastic simulation along the length of the rod.The shaded grey area
is the length of the impacting bullet 𝐿0.The dashed line indicates the location of the strain gauge.

the sensor displays a plateau and a tail for the elasto-plastic case as result of the yield limit.

The shape of the tail, however, differs from the experimental one.This difference can be

attributed to the simple hardening law used in the presented model; in reality, the material

response is more complex.

The observed distortion of the stress wave indicates that plastic deformation has de-

veloped, which is also clear from the plastic strain profile presented in Figure 3.6. With

the simulated data, the permanent axial deformation can be computed in two different

ways: either by applying the procedure outlined in Section 3.1 to the strain signal read from

Figure 3.5, or by integrating the plastic strain along the length of the rod up to the location

of the sensor.The latter approach yields:

𝑢𝑝 =�𝜀𝑝 d𝑧 = 0.13mm.

Since no other loss mechanisms are considered in the simulations, the former approach is

equivalent to the latter and results in the same value of 𝑢𝑝. However, if one would consider
additional loss mechanisms in the simulations, the predicted strains at the location of

the sensor for the elasto-plastic case would have been lower, resulting in a higher value

for 𝑢𝑝 when Equation (3.9) is applied. The plastic strain profile, however, would remain

unaffected by these additional loss mechanisms. Given this reasoning and the fact that the

predicted plastic deformation𝑢𝑝 is lower than themeasured one, it can be concluded that the
other loss mechanisms in the experiment are non-negligible. Nevertheless, the permanent

deformation predicted by the model does confirm that the estimate by the experimental

data is an accurate upper bound for the amount of plastic deformation in the rod.

3.3. Generalisation and limitations
Themethod to quantify plastic deformation presented above has been derived from, and

applied to, a problem pertaining a one-dimensional stress state. However, as seen in the
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previous chapter, the stress state for a large-diameter monopile is essentially biaxial when

frequencies are introduced aboveΩ = 0.5.Therefore, the currently presentedmethod cannot

readily be applied to that situation. In this more general case, all components of the stress

and strain tensor have to be incorporated into the expression for themechanical dissipation,

Equation (3.8). Moreover, the energy flux in Equation (3.2) should contain all non-zero

structural velocities and strains. To this end, multi-axial strain and acceleration sensors

have to be employed on the analysed structure.

Since the proposedmethod depends on an elementary energy balance, and the energy is

a positive scalar quantity in the derived uniaxial case, only the magnitude of the permanent

axial deformation is identified. As a result, the direction of this irreversible deformation, i.e.

extension or compression, remains unknown, although for a one-dimensional case it can

easily be deduced from the sign of the measured strain. In the multi-axial extension of the

method, the direction of plastic flow is ambiguous based on the energy alone. Similar to the

one-dimensional case, the sign of the deformation can be ascertained from themeasured

strain.

When the strain gauges are positioned relatively far from the pile head, i.e. the impact

location, reflections from the seabed and the pile toe, i.e. stress waves travelling back up the

pile, can contaminate the measured strain signal, obscuring the information about plastic

deformation contained in the signal. A possible remedy could be installing the sensors closer

to the impact location, or by using strain gauges located at different cross-sections along

the pile’s axis, enabling one to deduce in which direction different wave components travel.

Up to now, the plastic deformation has been assumed to form between the impact

location and the measurement plane.The proffered method, however, can be applied to

muchmore general cases. As long as one carefully tracks the stress wave energy flowing into

and out of the region of interest, the method could immediately be applied.This means that

both 𝐸0 and 𝐸𝑤 are determined from the energy flux based on Equation (3.2). Gómez et al.

(2018) employ a similar concept to estimate the structural damping in high-rise buildings,

where the energy deficit is attributed to damping rather than to plastic work.

3.4. Conclusions
Thediscussion in this chapter has shown that plastic deformations at the top of a foundation

pile can be detected and quantified using non-collocated strain measurements.With an

elementary energy balance, an upper bound for the amount of plastic deformation sustained

between the impact and sensor location is found by comparing the energy contained in the

measured strain pulse to the expected strain signal, which is computed with a linear elastic

model of the structure.The proposed method to quantify plastic deformation is based on a

uniaxial stress state, and it gives an adequate estimation when it is applied to a lab-scale

experiment, where this stress state is valid.

Although the method relies on non-collocated measurements, it still requires data to be

recorded with contact sensors. In an ideal non-collocated method to infer deformations in
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a structure, the need for contact between the structure and the sensor is completely elim-

inated. To develop such a non-contact method, the scope of the research will be expanded

to include the interaction between mechanical strain and the structure’s magnetisation,

i.e. magnetomechanics.The subsequent chapters will introduce the fundamental concepts

of this field and demonstrate how these principles can be used to infer deformations in a

structure in a non-contact manner.





4
Magnetomechanics of steel

cylinders

And if I need to rearrange my particles

I will for you

Nothing ButThieves – Particles

AAfter focussing on the strain field to convey the information pertaining the deformationof the structure towards a non-collocated sensor, this chapter focusses on an alternative

medium: the magnetic field. In the following, the phenomena related to the interaction

between the mechanical strain in a steel cylindrical structure and its magnetisation are

discussed. In line with previous chapters, the physical quantities are treated as continuous

macroscopic field variables, and the discussion only briefly touches upon the magnetic

processes at the micro-scale. To frame the deliberation to our purpose, i.e. the development

of non-collocated methods to infer deformations in a steel monopile during its installation,

the following conditions apply:

(i) the external magnetic field is weak, time- and space-invariant; e.g. the omnipresent

geomagnetic field with a magnitude in the range 30–70𝜇T is such a weak field (Cullity
and Graham, 2009, p. 341);

(ii) the dimensions of the cylindrical structure are large, especially relative to specimens

used in laboratory testing.
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In the case of impact pile driving in particular, the following additional conditions apply

(Chapter 2):

(iii) high compressive strains are induced upon the hammer impact;

(iv) a biaxial stress state develops when energy is introduced in the vicinity of the ring

frequency of the pile;

(v) a broad range of frequencies is excited;

(vi) the impact load is repeated hundreds or thousands of times during the installation of

a single pile.

With these conditions in mind, first, the physics of a ferromagnetic materials is shortly

introduced. Second, the interaction between mechanical strain and the magnetisation

is deliberated. Third, an overview of relevant techniques for non-destructive evaluation

of ferromagnetic materials based on the magnetomechanical effect is presented. Fourth,

several types of models describing this effect are discussed. Fifth, a framework is explicated

to compute themagnetic stray field around a thin-walled steel cylinder subjected to a known

external background field. Finally, conclusions are drawn with respect to the usability of the

magnetomechanical effect to infer deformations of a steel structure with non-collocated

sensors.

4.1. Physics of ferromagneticmaterials
Ferromagnetic materials react strongly to an external magnetic field as a result of the

presence of spontaneous magnetisation (Chikazumi and Graham, 1997, chap. 6). Iron is

the most famous example, providing the phenomenon with its name. The spontaneous

magnetisation is caused by the parallel alignment of the spin of unpaired electrons in the

outer shells of the iron atoms. However, in order to minimise the magnetostatic energy in

a material, regions with aligned spin form, the so-called magnetic domains (Jiles, 2015, p.

142).The arrangement of these domains determines the observedmagnetic behaviour at

the macro-scale.

4.1.1.Magnetic domains

Amagnetic domain is bounded by a domain wall, a relatively small region where the spin

of one domain gradually transits to the spin on the neighbouring domain (Kittel, 1949).*

Figure 4.1a presents a simplified image of a small collection of adjacent domains when

the material is demagnetised, i.e it has no net magnetisation. Since the electron spins in a

magnetic domain are aligned, each domain has an associatedmagneticmoment—indicated

by the arrows,which is proportional to the size of the domain.Thedirections of themagnetic

*For an extensive account on the subject, the reader is referred to Craik and Tebble (1961), Hubert and Schäfer
(1998) and Kittel (1949).
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Figure 4.1: Simplified domain configuration based on Schneider et al. (1992) for four distinct scenarios. Arrows
below indicate the magnitude of the applied external auxiliary field𝑯 and the resulting bulk magnetisation𝑴.
(a)Demagnetised state. (b) External field only. (c) External field and tensile strain. (d) External field and compressive
strain.

moments in the neighbouring domains characterise the domain wall.When the magnetic

moments on each side of the wall are anti-parallel, the wall is called a 180° domain wall; the

other type of wall is designated a 90° wall, since the domains moments are orthogonal.

When energy is added to the system,e.g. a change is effectuated in the externalmagnetic

field or the application of a mechanical strain, the magnetic ordering alters accordingly

to minimise the total energy in the new situation. Effectively,magnetic domains change

their size by the motion of the domains walls. Figure 4.1b shows the newly attained domain

arrangement after the application of an external field, resulting in an aligned net magnet-

isation. In the figure, the external field𝑯 is prescribed, and the resulting magnetisation𝑴
is merely the sum of the contributions of magnetic moments of the individual domains, i.e.

the arrows in the four regions. All domain wall types are sensitive to changes in the external

field; domains with a moment aligned with the external field grow at the expense of those

that oppose it. However, for an applied strain, only 90° walls are sensitive to this external

impetus (Bulte and Langman, 2002). Figure 4.1c displays the redistribution due to a uniaxial

tensile strain, resulting in an increase of themagnetisation. In contrast, when the specimen

is subjected to compressive strain, the magnetisation decreases, which is clear from the

domain configuration in Figure 4.1d. Note that in both cases, only the 90° walls have shifted

under influence of the strain.

In the above simplified situation, the domain walls can move unimpeded. However,

most engineeringmaterials have a large number of impurities at themicro-scale: inclusions

of different types of atoms, dislocations in the crystal lattice and similar defects. These

crystallographic defects generate a local strain field in the lattice (Honeycombe, 1968), which

acts as a barrier for the domain walls. Consequently, domain walls are pinned to these
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Figure 4.2: Two domain wall processes. Dashed lines signify the initial domain wall position, while the solid lines
represent the new location of the wall resulting from an external stimulus. (a) Reversible domain wall bowing.
(b) Irreversible domain wall movement.

imperfections, which are called pinning sites (Jiles and Atherton, 1984) and play a pivotal

role in the magnetic behaviour of ferromagnetic materials subjected to external loads. For

low-energy disturbances, themainmechanism for domainwallmovement is bowing, i.e. the

domainwall only bulgeswhile it is kept inplaceby thepinning sites (Figure 4.2a).Thisprocess

is reversible: when the external stimulus is removed, the original situation is recovered.

However, when sufficient energy is added to the system, the domain wall can overcome

a pinning site and move until a stronger pinning site is encountered (Figure 4.2b). This

process is irreversible: upon removal of the external force, the domain wall remains pinned

at its new location, permanently changing the configuration of the magnetic domains in

the material.

4.1.2.Macroscopic descriptionof ferromagnetism

Since a steel structure contains a vast amount of magnetic domains, its magnetic behaviour

is more commonly described in terms of the bulk magnetisation𝑴, which is acquired by
spatial averaging of the magnetic moments of the constituent magnetic domains. Inside

a magnetised material, the magnetic field 𝑩, also referred to as the magnetic flux density,
and the bulk magnetisation are related by (Griffiths, 1999, p. 629):

𝑩 = 𝜇0 (𝑯 +𝑴) , (4.1)

in which 𝜇0 is the magnetic constant (≈ 4𝜋 ⋅ 10−7H/m), and𝑯 denotes the magnetic field
strength, also called auxiliarymagnetic field. Each bold letter represents a vector containing

the spatial components of the respective fields. Typically, the magnetic field 𝑩 is expressed
in tesla (T), while the auxiliary field 𝑯 and the magnetisation𝑴 are given in ampere per



4.1. Physics of ferromagneticmaterials

4

47

metre (A/m). In the absence of a material, the magnetic field is proportional the auxiliary

field, since in that case𝑴 = 0 by definition. A material is characterised by its dependence of

𝑴 on𝑯:
𝑴 = 𝝌𝑯, (4.2)

inwhich 𝝌 is themagnetic susceptibility tensor. For an isotropicmaterial, the tensor reduces
to a scalar.Themagnetic susceptibility is related to the relative magnetic permeability 𝜇𝑟,
which relates the magnetic field and the auxiliary field in the isotropic case:

𝑩 = 𝜇0𝜇𝑟𝑯, (4.3)

in which 𝜇𝑟 = 𝜒 + 1. Both quantities represent the same physical process, hence, the terms,

can be interchanged.Throughout this thesis, the susceptibility will be used to quantify the

relation between the magnetisation and the auxiliary field.

In a paramagnetic material, which is characterised by a positive susceptibility, the

auxiliary field andmagnetisation increases concurrently; while when themagnetisation

opposes the magnetising field, the material is called diamagnetic, and it has a negative

susceptibility. For a ferromagnetic material, the magnetic susceptibility is a non-linear

function of the magnetising field, which is characterised by magnetisation curves.

4.1.3. Themagnetisation curve

Amagnetisation curve plots the magnetisation changes resulting from a varying external

factor (Stoner, 1950).Commonly, such a curve is determined on a rod-like specimen enclosed

by two coils: one generating the external magnetic field, which is coaxial with the specimen,

and one measuring the induced magnetic field, which is directly related to the induced

magnetisation (Jiles et al., 1984).When the external magnetic field is varied in the vicinity of

a ferromagnetic specimen, a typical magnetisation curve as shown in Figure 4.3 is obtained.

Starting at the origin (indicating that no net magnetisation is present, i.e. the material is

demagnetised), the external field is first increased until the curve flattens.Thereafter, the

field is diminished until the curve levels for negative field values, after which the loop is

closed by increasing the field again. It is clear that the curve is not single-valued due to

hysteresis.

Each curve contains notable characteristic quantities. First, the saturation magnetisa-

tion𝑀𝑠 quantifies the maximum magnetisation a material can attain, in which case all

magnetic domains are completely aligned with the external field.The numerical value for

the saturationmagnetisation𝑀𝑠 of amaterial is determined from a relatively simple experi-

ment, see Purcell andMorin (2013, pp. 565–566). Second, the remanentmagnetisation or the

remanence𝑀𝑟 represents the magnetisation in the absence of an external field, which is of

particular interest to quantify the strength of a permanentmagnet (Chikazumi andGraham,

1997).Third, the coercive field𝐻𝑐 is the field strength that eliminates the magnetisation in
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Figure 4.3:Magnetisation curve for a varying external magnetic field.

a material. Fourth, the initial differential susceptibility 𝜒in is defined as the slope of the
magnetisation curve at the origin.

4.1.4. Anhystereticmagnetisation

Figure 4.3 contains an additional magnetisation curve: the anhysteretic magnetisation

curve.This curve, occasionally referred to as the ideal magnetisation curve, is obtained by

applying a decaying alternating field on top of a static bias field (Bozorth, 1951/1993, p. 8). As

its name implies, this special curve displays no hysteresis, because it represents a statistical

distribution of the magnetic domains that corresponds to the minimal energy state of the

material, while neglecting any sources impeding the motion of the domain walls (Jiles and

Atherton, 1986). However, in reality, these disturbances are present in a steel specimen, in

which case the anhysteretic describes the global magnetic equilibrium state of the material

for a given external field (Tebble and Craik, 1969, p. 401).

A common way to mathematically describe the anhysteretic magnetisation curve is

based on the thermodynamic equilibrium of a distribution of typical magnetic domains

(Jiles and Atherton, 1986). Appendix A treats this derivation, which results in the following

expression for an isotropic three-dimensional solid (Raghunathan et al., 2009):

𝑀an =𝑀𝑠ℒ�
𝐻𝑒
𝑎 �

, (4.4)

in which𝑀𝑠 is the aforementioned saturation magnetisation and

ℒ(𝑥) = coth(𝑥) −
1

𝑥
(4.5)

is the modified Langevin equation. In Equation (4.4),𝐻𝑒 is the effective field and 𝑎 denotes
a parameter inversely proportional to the strength of the magnetic moment of a typical
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magnetic domain (Sablik et al., 1993).Consequently, the latter is regarded amodel parameter

to obtain the desiredmagnetisation. Note that the strength of the magnetic moment of a

typical domain depends on the magnetic domain configuration; hence, its value can change

whenever that configuration irreversibly changes, e.g. due to the formation of additional

pinning sites orwhendomainwalls breakaway fromtheir respectivepinning sites.Therefore,

𝑎 cannot be considered a material constant.
Ordinarily, the effective field is derived from theHelmholtz free energy density𝐴, which

is given by (Sablik et al., 1988):

𝐴 =
1

2
𝛼𝜇0𝑀2 − 𝑇𝑆 + 𝜇0𝐻𝑀, (4.6)

inwhich𝜇0 is themagnetic constant,𝑀 the bulkmagnetisation,𝑇 the absolute temperature,
𝑆 the entropy,𝐻 the auxiliary field, and 𝛼 a coefficient to quantify the coupling between
the domain’s magnetic moment and the bulk magnetisation (Jiles and Atherton, 1986).

Subsequently, by taking the derivative of 𝐴 with respect to the magnetisation𝑀 under

constant temperature, the effective field is obtained:

𝐻𝑒 =
1

𝜇0
�
𝜕𝐴
𝜕𝑀�

𝑇
= 𝐻 + 𝛼𝑀. (4.7)

The expression describing the anhysteretic magnetisation above is acquired assuming

that the bulk magnetisation and the external field are uniaxial and parallel. However, more

generally, it is reasonable to expect that the anhysteretic magnetisation is a vector quant-

ity. For an isotropic material, Leite et al. (2004) presents a vectorial generalisation of the

modified Langevin equation:

𝑴an =𝑀𝑠ℒ�
𝐻𝑒
𝑎 �

𝑯𝑒
𝐻𝑒

, (4.8)

in which𝐻𝑒 = ‖𝑯𝑒‖ is the 𝐿2-norm of the effective field vector.

For our specific purpose, i.e. the magnetic response of a structure in the presence of

a weak external field, it is safe to assume that the effective field is also relatively weak.

As a result, the anhysteretic magnetisation curve is approximated for low effective field

values. By considering the first order Maclaurin series of the modified Langevin function,

Equation (4.5), one obtains:

ℒ(𝑥) = ℒ(0) +
dℒ(𝑥)
d𝑥

�
𝑥=0
𝑥 + 𝒪�𝑥2� ≈

𝑥
3
. (4.9)

Applying this result to the expression for the anhysteretic, Equation (4.4), yields:

𝑀an ≈
𝑀𝑠
3𝑎
𝐻𝑒. (4.10)
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This implies that, for low effective field values, the anhysteretic magnetisation is linearly

related to the effective field. A similar result is obtained for the vectorial expression:

𝑴an ≈
𝑀𝑠
3𝑎
𝐻𝑒
𝑯𝑒
𝐻𝑒

=
𝑀𝑠
3𝑎
𝑯𝑒. (4.11)

By applying the low-field approximation and substituting the effective field, the anhys-

teretic magnetisation can be expressed directly in terms of the external field𝐻, yielding

𝑀an =
𝑀𝑠
3𝑎
𝐻𝑒 =

𝑀𝑠
3𝑎

(𝐻 + 𝛼𝑀an) = 𝜒an𝐻 (4.12)

in which the anhysteretic susceptibility 𝜒an is given by (Jiles et al., 1992):

𝜒an =
𝑀𝑠

3𝑎 − 𝛼𝑀𝑠
, (4.13)

which is the slope of the anhysteretic at the origin, see Figure 4.3. Due to the presence of

pinning sites, the amplitude of initialmagnetisation curve always lies below the anhysteretic

magnetisation, hence 𝜒in < 𝜒an.

4.2.Magnetomechanical effects
So far, the discussion has focused on the change of the magnetisation caused by a varying

external field. However, next to that, mechanical strain can influence the magnetisation

significantly (Bozorth andWilliams, 1945). Strain-inducedmagnetisation changes are col-

lectively known under the termmagnetomechanical effect, which encompasses themagnet-

isation changes in amaterial due to both elastic and plastic deformations. Lee (1955) gives an

extensive account on the different manifestations of the magnetomechanical effect, noting

that all of them are related to the same physical processes: magnetostriction and its inverse.

Magnetostriction† refers to the strain induced in a ferromagnetic specimen when it

becomesmagnetised, which has first been observed by Joule (1847).Themagnitude of the

magnetostrictive strain is normally in the order of 10−5m/m for magnetically saturated

specimens, which is rather insignificant compared to the observed elastic strain levels

in steels, which are 10−3m/m or higher. Hence, the magnetostrictive contribution to the

mechanical strains is normally negligible.

Villari (1865) has been the first to describe the converse of magnetostriction. Hence, it is

referred to as theVillari effect or,more commonly, inversemagnetostriction. It encompasses

the change of the magnetisation in a ferromagnetic material due to a change in the applied

†Magnetostriction is not be confused with piezomagnetism. According to Cullity (1971), a piezomagnetic material
can attain a net magnetisation when strained in the absence of an external field. However, no ferromagnetic
material is known to be piezomagnetic. For magnetisation changes due to strain to occur in a ferromagnetic
material, a non-zero magnetisation is required (Bulte and Langman, 2002).Therefore, when discussing mag-
netisation changes due to strain in a ferromagnetic material, e.g. steel, onemust refrain from using the term
piezomagnetism.



4.2.Magnetomechanical effects

4

51

strain. Most authors relate the magnetisation changes to the stress rather than to the

strain, even though one would expect that, considering the term inverse magnetostriction,

strain drives the magnetisation changes analogously to normal magnetostriction, in which

magnetisation induces strain. Fortunately, in the elastic range, stress and strain can be

interchanged by applying the proper (mechanical) constitutive equation. However, when

plastic deformation develops, the one-to-one correspondence between strain and stress

ceases to exist, yielding a situation in which the change in magnetisation is described in

terms of elastic stress and plastic strain. In this thesis, magnetisation changes are related

to the strain field, except when citing previous work of other authors who refer to stress in

order to keep the notation consistent with their work. Please note that in those cases, stress

and strain can be interchanged freely, keeping in mind the correct conversion factors, since

elastic stresses are considered.

While studying the magnetomechanical effect, two parameters can independently be

varied: the external magnetic field and the strain field. Hence, twomagnetisation scenarios

can be distinguished (Jiles, 2015, pp. 423–427):

1. IsostrainMagnetisation changes due to a varying external magnetic field under a

constant strain level—isostress is an equivalent term;

2. IsofieldMagnetisation changes due to a varying strain in a steady external field.

The former focuses on the influence of strain on the defining characteristics of the magnet-

isation curve,which are listed in Section 4.1.3.Determining thesemagnetisationparameters

involves generating and controlling a high-strength—preferably spatially homogeneous—

external magnetic field, which is difficult to achieve in situ for large-diameter monopiles.

As the external field during a monopile installation is the time- and space-invariant geo-

magnetic field, the latter magnetisation scenario is a natural starting point to study the

magnetomechanical behaviour of such a structure. Factors influencing the isofield magne-

tomechanical response are categorised as follows:

(i) external magnetic field;

(ii) elastic and plastic deformation;

(iii) history of magnetic andmechanical loading;

(iv) demagnetising field caused by the structure’s geometry;

(v) strain rate.

Each of these factors is elaborated upon in the following sections, after which a conclusion

is drawn pertaining the knowledge gaps for the magnetomechanical response of large-scale

structures under dynamic loading.
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4.2.1. Externalmagneticfield

Although the external magnetic field is the most obvious trigger for the magnetisation

changes under applied strain, the available experimental data imply that no straightforward

relation between strain and applied external field exists. Data for demagnetised samples

subjected to a single strain cycle in aweakfieldpresentedbyBirss et al. (1971) indicate that the

amplitude of the magnetisation changes increases with increasing external field. However,

for strongermagnetic fields,Atherton and Jiles (1986) observe that themagnetisation change

caused by a strain cycle is proportional to the difference between the magnetisation before

the strain is applied and the anhysteretic magnetisation value associated with the current

field strength.This indicates that strain-inducedmagnetisation cannot be evaluated solely

based on the external magnetic field, but rather that the completemagnetic andmechanical

loading history must be accounted for.

4.2.2. Elastic andplastic deformation

For initially demagnetised samples, Craik and Wood (1970) and Birss et al. (1971) report

isofield magnetisation curves for tensile and compressive loads that remain in the elastic

regime. They observe a distinct asymmetry in the magnetic response with compressive

and tensile strain. During the release of the strain, the magnetisation does not follow that

same path as before, indicating that, just as for a varying external field, hysteresis is present

(Craik andWood, 1970). A further sign of the hysteretic nature of the magnetomechanical

effect is that, after a full strain cycle, the magnetisation at zero strain has irreversibly

changed.The hysteresis results from the domain wall movement due to the added strain

energy overcoming the pinning sites in the material (Atherton et al., 1988) as described

in Section 4.1.1. Jiles and Atherton (1984) notice that a complete strain cycle pushes the

magnetisation towards the anhysteretic magnetisation curve, a phenomenon called the law

of approach (Jiles, 1995).The experimental data of Pitman (1990) confirm this hypothesis,

which highlights the importance of this global magnetic equilibrium.

Regarding the influence of plastic strain, Bozorth andWilliams (1945) report a marked

irreversible decreaseof themagnetisationdue to tensile strain as soonasplastic deformation

develops. More recently, Lazreg and Hubert (2012) describe a similar degradation of the

magnetic behaviour due to plastic tensile strain. For compressive strain, this reduction of

the magnetic properties is confirmed by Jiles (1988a), who presents a range of magnetic

properties obtained from magnetisation curves, each displaying a decline for increased

levels of plastic strain. For the rod-shaped specimens, the changes in susceptibility appear to

be related to the residual stress (Jiles, 2015, p. 425). Most commonly, the observed behaviour

is attributed to the increase in dislocation density, which accompanies the development of

plastic deformation (Gilman, 1968).The newly formed pinning sites fragment the domain

structure, i.e. the number of domain increases, which, in turn, leads to a reduction of the

bulk magnetisation.
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4.2.3. Loadinghistory

The previous section considered only a single strain cycle, in which the load is applied and

removed once, while in practice more complex loading histories occur.When a strain cycle

is repeated, the resulting magnetisation changes differ from the previous cycle (Bozorth,

1951/1993, pp. 600–601). After a few cycles, however, the response stabilises, indicating only

reversiblemagnetisation changes to occur (Atherton and Jiles, 1986; Guo and Atherton, 1995).

This behaviour is explained by the domainwalls breaking away from their pinning sites aided

by the provided strain energy until they reach stronger pinning sites which prevent the wall

frommoving further. After a sufficient number of load cycles, all domain walls are pinned to

the stronger pinning sites, and the domainwall’s response to strain is restricted to reversible

domain wall bowing during subsequent cycles. However, as soon as more strain energy is

introduced, i.e. a strain cycle that exceeds the previous peak strain, the stronger pinning

site are also conquered, resulting in an irreversible magnetisation change towards a new

equilibrium (Li et al., 2017a).When a subsequent strain cycle remains below the previously

sustained peak strain, only reversible changes are observed.The attained equilibrium after

multiple strain cycles is not necessarily the global magnetic equilibrium, but rather a local

or meta-stable equilibrium (Makar and Atherton, 1995; Maylin, 1994; Maylin and Squire,

1993a).

Figure 4.4 shows an illustrative example of the change ofmagnetisationwithfiveuniaxial

compressional strain cycles for an initially demagnetised sample. During the first cycle,

the magnetisation is irreversibly pushed towards the first magnetic equilibrium �̄�1. Note

that the magnetic equilibrium is defined in an unstrained situation. Subsequent load cycles

with the same peak strain display an identical magnetic response. However, when a new

peak strain is introduced, the magnetisation permanently moves to �̄�2, since the higher

strain energy supplied to the specimen enable the domain walls to break away from their

respective pinning sites. A successive load cycle with an amplitude below the previous peak

strain (between 𝑡4 and 𝑡5) causes only reversible changes in the magnetisation returning to
�̄�2 when the strain equals zero.

4.2.4.Demagnetisingfield

When a ferromagnetic specimen is placed in a uniform external field, the resulting mag-

netisation is inhomogeneous as a result of magnetic self-interaction (Beleggia et al., 2009).

Due to the specimen’s geometry, the magnetisation of the entire structure influences the

local value of the auxiliary field through this non-local interaction. In that case, the auxiliary

field𝑯 consists of the external field𝑯0 and the so-called demagnetising field𝑯𝑑 as follows:

𝑯 = 𝑯0 +𝑯𝑑 = 𝑯0 −N𝑴. (4.14)

The demagnetising field is related to the inducedmagnetisation through the demagnetisa-

tion tensorN, which is a function of the geometry andmagnetic susceptibility (Parq, 2017).
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Figure 4.4: Illustrative example of magnetisation versus uniaxial compressive strain based on data from Atherton
and Szpunar (1986). (a) Time trace of the evolution of the magnetisation, starting from a demagnetised state.
(b) Evolution in the strain-magnetisation plane with the anhysteretic magnetisation curve indicated by the grey
line. (c) Time trace of the compressive strain cycles.

Only for a select number of simple geometries, e.g. ellipsoids, closed form expressions exist

(Chen et al., 1991). Consequently, the demagnetisation tensor for other geometries has to be

approximated with numerical methods.

For the majority of reported experiments on the magnetomechanical effect, the demag-

netisingfield of the specimen is negligible due to their rod-like shapes. In those experiments,

a search coil surrounding the specimen is deployed to infer its magnetisation (Jiles et al.,

1984). However, for a large-scale structure, such an approach is not only impractical, but it

also obscures the delicate variations in the surroundingmagnetic field, since a search coil

gives an average of the magnetic field encompassed by the coil’s windings. Hence, points

measurements of the magnetic field are required, for which magnetometers based on other

magnetic principles, e.g. fluxgate magnetometers (Ripka, 1992), can be used. In that case,

the position of the sensor relative to the structure becomes an important parameter in the

analysis of its magnetisation.

Viana et al. (2010) show that the influence of the demagnetisation resulting from the non-

local interaction of the magnetisation is considerable for large ferromagnetic structures.

In the samemeasurement campaign, they observed that, just as for the small specimens,

the magnetisation approaches the anhysteretic magnetisation curve when the structure

is subjected to cyclic tensile strain (Viana et al., 2011b). This suggests that the principles
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derived from the small-scale specimens can readily be applied to a large-scale structure as

long as the demagnetising field is properly accounted for.

A final note on the influence of the demagnetising field pertains the dearth of magnetic

data under compressive loading. To prevent buckling of a specimen subjected to a com-

pressive load, a specimen must have a certain thickness to length ratio. Birss et al. (1971)

indicate that specimens with a sufficient value of this ratio have an appreciable demagnet-

ising factor, complicating the analysis significantly.Therefore, at present,most experiments

are performed with tensile strain, especially for high strain levels.

4.2.5. Strain rate

Since most experimental work on the magnetomechanical effect reported in literature

consider quasi-static loads, not much is known regarding the influence of the strain rate

on the magnetic response of a material. On one hand, Bao et al. (2017b) report measurable

differences in the stray field changes after systematically varying the loading speed, even

though the strain rate in their work is several orders of magnitude smaller than the strain

rate induced by an impact load.They suggest that the strain ratemust be included in amore

accurate magnetomechanical model for such loading conditions. On the other hand, Crum

et al. (2017) andDomann et al. (2015) reportmagnetisation changes inGalfenol under impact

loads, which is a material that exhibits significantly stronger magneto-elastic interactions

than steel. Based on their experiments, these authors conclude that the magneto-elastic

coupling is insensitive to strain rates up to 33 s−1. Altogether, these contradicting findings

illustrate that the influence of the strain rate on strain-inducedmagnetisation changes is

an open academic issue.

4.2.6.Discussion

From the above, it is clear that the isofield magnetic response for small-scale specimens

under repeated loading is thoroughly researched.The available data show that the magnet-

isation is pushed towards the anhysteretic magnetisation due to an elastic load. Addition-

ally, the magnetisation reaches a meta-stable equilibrium due to repetition of an identical

load.When a new peak strain is introduced, the magnetisation is pushed towards a new

equilibrium. As soon as plastic deformation develops, the magnetic properties deteriorate

significantly.The dislocation density andmagnetic domain configuration in the material

explain this observed behaviour.

For large-scale structures, e.g. a monopile, the effect of the demagnetising field is sub-

stantial, complicating the analysis as the magnetisation due to a space-invariant external

field is non-uniform. At present, the available magnetomechanical data for these struc-

tures are limited to static tensile loads. Since an impact hammer induces high-frequency

compressive strains, it is uncertain if the observations above will hold during these loading

conditions.Thus, an experimental set-upmust be designed that explicitly accounts for these

factors to fill the raised knowledge gaps.
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4.3. Applications of themagnetomechanical effect
Before focusing onmodels for the experimentally observed effects, this section presents

an overview of applications of the magnetomechanical effect to infer deformations of a

material by means of non-destructive magnetic methods. Depending on the control of the

external magnetic field, the applications are categorised into two groups: active and passive

methods. As the name suggests, in the former, the external field is varied, similar to the

isostrain magnetisation scenario, while in the latter, the external field is not controlled.

4.3.1. Activemethods

Awidevariety of activemagneticmethods fornon-destructive evaluationhasbeendeveloped

over the years (Jiles, 1988b, 1990), which share the requirement of a controllable external

magnetising field.The differences between themethods arise from themeasured quantities.

Three distinct active methods are discussed below.

The first group of methods rely on the strain-dependency of the magnetic susceptibility

𝜒 to infer the strain by constructing isostrain magnetisation curves (Langman, 1981; Makar
and Atherton, 1994). For example, Garikepati et al. (1988) determine the elastic strain from

the change in the anhysteretic susceptibility 𝜒an, and Takahashi et al. (2017) utilise a similar
approach to infer plastic deformation and cracks.

The second group of methods measures the intensity of sudden jumps during the

isostrain magnetisation process; i.e. the magnetic Barkhausen effect (Maylin and Squire,

1993b).These discontinuities in the magnetisation curve are caused by the suddenmove-

ment of domain walls due to the changing external field. As a result, the intensity of the

Barkhausen count reflects the micro-structure of the material (Kleber and Vincent, 2004).

Consequently, this method is predominantly applied to infer plastic deformations.

The last group ofmethods (Magnetic Flux Leakage (MFL)methods) utilises themagnetic

stray field surrounding a specimen, which is generated by its magnetisation. To amplify

the signals, the specimen is normally magnetised to saturation (Wang et al., 2018b). Due

to changes in the geometry (e.g. a crack) or variations in the magnetic susceptibility (e.g.

plastic deformation), the demagnetising field𝑯𝑑 (Equation (4.14)) changes locally, creating

a pronounced disturbance in the magnetic stray field in the vicinity of the defect (Babbar

et al., 2005). Due to its high sensitivity to the presence of such defects, this technique has

successfully been applied to large-scale structures, especially when visual inspection is

impossible, e.g. for pipe lines (Atherton and Teitsma, 1982; Ege and Coramik, 2018; Li et al.,

2017b) or for wire ropes used in suspension bridges (Christen et al., 2009).

4.3.2. Passivemethods

Contrary to the active methods, passive magnetic methods do not require a controlled

excitation signal to infer deformations in a structure.These methods rely on the magneto-

mechanical response of the specimen in the ambient magnetic field, e.g. the geomagnetic

field.
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Figure4.5:Example of anMMMevaluation of a cracked ferromagnetic specimen. (a) Schematic of the specimenand
the scanning line. (b) Stray field signals in the normal (𝐻𝑝(𝑦)) and tangential (𝐻𝑝(𝑥)) direction and the corresponding
gradients along the scanning line.

MetalMagneticMemory

A passive magnetic technique that has received considerable attention in the past two

decades is the Metal Magnetic Memory (MMM)method, which is first described by Dubov

(1997). Similar to the active MFL technique, the magnetic stray field of the specimen is

mapped using a magnetometer. It has been successfully used as a qualitative inspection

technique to locate stress concentration zones, cracks and regions of plastic deformation

(Bao et al., 2020). According to the developers, the method is based on the observation that

in cyclically strained areas, e.g. stress concentration zones, the magnetisation will keep

increasing until failure. By detecting anomalies in the stray field, which are generated by

the accumulated magnetisation, critical areas in a structure can be identified (Wilson et al.,

2007).

Figure 4.5 presents a schematic representation of MMM’smodus operandi. During an

MMM evaluation, two components of the stray field are recorded: the normal component

𝐻𝑝(𝑦) (𝑦 is normal to the surface),and the tangential component𝐻𝑝(𝑥) (𝑥 is along the scanning
line). Based on the gradients of these quantities along the scanning line (𝐾(𝑦) and 𝐾(𝑥)),
the location of plastic deformation (Dong et al., 2009) and cracks (Chen et al., 2017) can

be determined, which presents itself as a peak in 𝐾(𝑦) in conjunction with a zero crossing
for 𝐾(𝑥) (Figure 4.5b). Note that these detection criteria are qualitative and do not entail
quantitative information about the defect.

In the MMM technique, the remanent magnetic field is commonly measured when the

strain has been released (En et al., 2007; Li and Xu, 2012). Additionally, the specimen is

demagnetised before a load is applied to erase the magnetic history, as the presence of an

initial magnetisation frustrates the detection of defects (Guo et al., 2011; Leng et al., 2012;

Ren et al., 2019). Gorkunov (2014) states that, without properly accounting for the magnetic
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history, MMM cannot be used to reliably assess a specimen, since a multitude of factors

result in an identical remanent stray field.

TheMMMmethod is not without criticism. First, Augustyniak and Usarek (2015) argue

whether the method can be applied for purposes beyond the qualitative assessment of dam-

age in specimens, because a measured stray field value is not necessarily one-to-one related

to the current (plastic) strain value, preventing one to formulate an inverse description of

the problem.Second, Li et al. (2017a) investigate the accumulation ofmagnetisation in stress

concentration zones, which is the physical foundation of the method according to Dubov

(1997).They conclude that the magnetisation process under cyclic strain is in accordance

with the data from Robertson (1993), where a cyclic load pushes the magnetisation towards

a magnetic equilibrium state, which differs from the usual physical explanation underlying

the MMMmethod. Nonetheless, this conclusion does not compromise MMM’s ability to

detect stress concentration zones, it only asserts that the physical process differs.

SQUIDmagnetometry

Other research groups use highly sensitive SQUIDmagnetometers (Buchner et al., 2018)

to infer defects in steel specimens. As the method uses the gradients of the stray field

of the specimen (Banchet et al., 1995; Mignogna et al., 1993), it can be regarded as MMM

avant la lettre. More recently, Bonavolontà et al. (2007) detected a region of localised plastic

deformation using this method. Since mapping the stray field in real-time is not possible

with a SQUID magnetometer, Bonavolontà et al. (2009) concurrently deploy a fluxgate

sensor to measure the stray field changes during loading.They successfully detect a stress

concentration zone in a notched sample based on both the SQUID and fluxgate signals.

Real-timepassivemethods

In the passive magnetic methods above,measurements of the magnetic stray field in the

geomagnetic field are made after applying a full strain cycle and are used to infer stress

concentration zones and regions of plastic deformation. However, to infer the current

deformation state of the material, the stray field has to be measured concurrently with the

application of the externalmechanical strain. Viana et al. (2011b) record strain-induced stray

field changes while increasing the pressure in a steel cylinder. Subsequently, an analytic

expression is determined for the stray field variations with applied pressure based on

the measured data. Staples et al. (2013) pursue an identical approach, albeit for a smaller

specimen in a test machine. For plastic deformation, Bao et al. (2016) measure the stray

field in real-time, in which a dog-bone specimen is loaded beyond the yield limit while

simultaneously the stray field changes are monitored.

4.3.3. Discussion

Although successful in determining strains and defects, all active methods have the dis-

advantage of the need to control an external magnetic field, which is not practical during
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a monopile installation. Next to that, to determine the magnetic properties of interest

with an active method, the strain has to remain constant during the construction of the

magnetisation curve. For rapid variations of the strain field, this might be problematic, as

the swift application of a full magnetisation signal generates eddy currents in a conducting

material (Jiles, 1994b; Scheidler and Dapino, 2016). Therefore, active magnetic methods

do not qualify as workable non-contact magnetic methods to infer deformation during a

monopile installation.

Naturally, a passive method does not exhibit these disadvantages, enabling real-time

measurements of the deformations. The passive methods above are relatively similar to

each other, since they all measure the magnetic stray field. Consequently, the observations

made with MMM are an essential starting point for a method to infer deformations based

on magnetic field measurements. Nonetheless, the name MMM will not be used in this

thesis, since it reflects the false assumptions regarding the underlying physical process. In

current passivemethods, the initial magnetic state is amajor obstruction in their successful

application.Therefore, in a newly proposed method, the influence of the initial state should

be carefully considered.

4.4.Magnetomechanicalmodels
Tomodel the magnetomechanical effect, one should account for the influences discussed in

Section 4.2 in the modelled magnetisation𝑴. A generic model for the bulk magnetisation
takes the following form:

𝑴 = 𝑓(𝑩, 𝜀,𝑴) (4.15)

where 𝑩 denotes the local magnetic field, which is reciprocally influenced by the magnetisa-
tion of the entire structure through the demagnetising field; 𝜀 represents the total strain
tensor, which includes the mechanical loading history; and𝑴 is the local magnetisation

which encompasses the magnetic history.

4.4.1. Particlemodels

A classical approach to model the magnetomechanical effect is to divide the bulk material

into elementary magnetic particles. Originally developed for a single magnetic domain,

the summed contribution of a distribution of these particles enables one to model the bulk

magnetic behaviour of amulti-domain specimen.Liorzou et al. (2000) reviews three of these

particle methods (Preisach,modified Globus, and Stoner–Wohlfarth). Although each model

has its own range of application, they all include anhysteretic magnetisation behaviour,

stressing the importance of this ideal magnetisation curve in the magnetisation process.

Another common feature of the particle methods is the necessity of a distribution function

for the particles, which Everett (1955) proposes. To determine the particle distribution,

several full magnetisation curves have to be determined (Benabou et al., 2003).
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Figure 4.6:The relay hysteron, the fundamental building block of the Preisach model for ferromagnetic hysteresis
(Ruderman, 2015).

At first, particle model have been developed to model hysteretic magnetisation curves

in the absence of applied strain. Later, twomodels have been proposed to include strain in

an isostrain scenario: the Preisachmodel (Bergqvist and Engdahl, 1991), and the Stoner–

Wohlfarth model (Xu et al., 2015). To the best of the author’s knowledge, no particle method

applicable to an isofield magnetisation scenario exists.

Particle methods are generalised by the concept of hysterons, which are elementary

hysteretic functions (Bobbio et al., 1997). As an example, Figure 4.6 shows the relay hysteron,

which is the fundamental building block of the Preisachmodel, in which 𝑥 represents the
magnetising field and 𝑦 the magnetisation. Starting at 𝑦 = −1 and increasing 𝑥, this value is
retained until 𝑥 > 𝛼. If the magnetising field is then reduced, the magnetisation switches
back only when 𝑥 < 𝛽. Clearly, this simple process creates hysteresis.More advanced types of
hysterons exist and have been used tomodel isostrainmagnetisation curves (Bergqvist, 1997;

d’Aquino et al., 2003; Lin et al., 2014; Sixdenier et al., 2016). However, a hysteron approach

for isofield magnetisation is not reported in literature at present.

4.4.2.Multi-scalemodels

In a multi-scale approach, the material is modelled at three separate length scales: domain,

grain andmacro scale (Hubert, 2019). Naturally, this division reflects the structures found

in a real polycrystalline ferromagnetic material. To convey the results from a smaller scale

to a larger scale, a process called homogenisation is applied. Since the material model is

constructed from the smaller scales, a broad range of effects can be incorporated in a simple

manner, e.g. crystalline anisotropy (Vanoost et al., 2016) and plastic deformation (Hubert

and Lazreg, 2017). Most importantly, these models treat the physical quantities in their full

tensorial forms (Daniel et al., 2008), which is normally not the case in phenomenological

models.

A disadvantage of themulti-scale models is the relatively high computational cost, since

a considerable amount of domains and grains have to be considered in a computation to
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yield reliable results. Consequently, simplified versions of the full multi-scale models for

the magnetomechanical effect have emerged to reduce the computational time. One sim-

plification approach replaces the domain scale by the response of single average domain

(Aydin et al., 2017; Daniel et al., 2015) by introducing additional model parameters. Another

strategy to simplify a multi-scale model is to assume the material consists of six domains,

each with a magnetic moment aligned to the positive and negative directions of an ortho-

gonal coordinate system (Bernard et al., 2011). Despite the reduced range of application, the

resulting model equations have analytical solutions as a consequence of the simple domain

configuration (Daniel, 2013, 2018).

4.4.3. Jiles–Athertonmodels

A phenomenological approach to model the magnetomechanical effect has been developed

over the years for isostrain magnetisation by Jiles and Atherton (1986) and subsequently for

isofield magnetisation by Jiles (1995).Therefore, these models and derived extensions are

collectively referred to as Jiles–Atherton (J–A) models. At the heart of the theory is the an-

hysteretic magnetisation curve, which, as mentioned before, represents the magnetisation

with a global energy minimum for a given external field.

Straindependency of the anhystereticmagnetisation

The anhystereticmagnetisation curve depends on externally applied strain (Dobranski et al.,

1985), which is accounted for by including a stress-induced term into the effective field,

Equation (4.7):

𝐻𝑒 = 𝐻0 + 𝛼𝑀 +𝐻𝜎. (4.16)

This additional term stems from the magnetoelastic energy stored in the material, which is

(Sablik and Jiles, 1993)

𝐸me =
3

2
𝜆𝜎, (4.17)

where 𝜎 is the applied uniaxial stress, and 𝜆 denotes the magnetostriction coefficient. By
adding this energy to the free energy and taking the derivative with respect to the magnet-

isation, the stress-induced effective field𝐻𝜎 yields (Sablik et al., 1988)

𝐻𝜎 =
1

𝜇0
�
𝜕𝐸me

𝜕𝑀 �
𝑇
=

3𝜎
2𝜇0

𝜕𝜆
𝜕𝑀

. (4.18)

As the magnetostriction coefficient is a symmetric function of the magnetisation (Bozorth,

1951/1993, chap. 13), it is usually modelled as (Jiles, 1995):

𝜆 =
∞
�
𝑖
�𝛾𝑖 + 𝜎𝛾′𝑖�𝑀2𝑖, (4.19)
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where the 𝛾 coefficients are constants to be determined from experimental data. In the

above, the stress is considered uniaxial and aligned with the auxiliary field. By substituting

the effective field, Equation (4.16), into Equation (4.4), the stress-dependent anhysteretic

magnetisation𝑀an is obtained:

𝑀an =𝑀𝑠ℒ�
𝐻𝑒
𝑎 �

, (4.20)

in which

𝐻𝑒 = 𝐻0 + 𝛼𝑀 +
3𝜎
2𝜇0

𝜕𝜆
𝜕𝑀

(4.21)

represents the stress-dependent effective field.

The lawof approach for isofieldmagnetisation

Jiles and Atherton (1984) observe that the magnetisation in an isofield experiment moves

towards the anhystereticmagnetisation under the influence of applied strain. Subsequently,

Jiles (1995) derives an expression to model this so-called law of approach. Based on available

experimental data, he remarks that the observed shift towards the anhysteretic is independ-

ent of the sign of the applied load, but rather depends on a related quantity: the elastic

energy per unit volume, which, for a one-dimensional elastic stress state, reads

𝑊 =
1

2
𝜎𝜀 =

𝜎2

2𝐸
, (4.22)

in which 𝜀 is the strain and 𝐸 denotes Young’s modulus. Next, the change of the magnetisa-
tion𝑀with respect to a change in elastic energy𝑊 is

𝜕𝑀
𝜕𝑊

=
1

𝜉
(𝑀an −𝑀) + 𝑐

𝜕𝑀an

𝜕𝑊
, (4.23)

where𝑀an is the strain-dependent anhysteretic magnetisation, 𝜉 and 𝑐 are model paramet-
ers.The first term in this expression signifies that themagnetisation change is proportional

to the distance of the magnetisation to the anhysteretic, while the second term is related to

the stress dependency of the anhysteretic magnetisation. Often, the relation is rewritten in

terms of stress using d𝑊 = (𝜎/𝐸)d𝜎, yielding

𝜕𝑀
𝜕𝜎

=
𝜎
𝜉𝐸

(𝑀an −𝑀) + 𝑐
𝜕𝑀an

𝜕𝜎
. (4.24)

With this expression, the resultingmagnetisation due to an applied stress is easily computed

for a given initial magnetisation. Jiles (1995) shows that this model equation replicates the

available experimental data of Craik andWood (1970) rather well, where a steel specimen is

subjected to a single load cycle.
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In Equation (4.24), the first term on the right-hand side gives rise to irreversible changes

of the magnetisation, which result from the permanent displacement of the magnetic

domainwalls.As soonas themagnetisation𝑀 equals𝑀an, this termvanishes, andno further

irreversible changes occur, which is in accordance with the definition of the anhysteretic

magnetisation.The latter term on the right-hand side signifies the reversiblemagnetisation

changes due to the exerted mechanical strain, i.e. the bowing of domain walls, and it is the

only source of strain-inducedmagnetisation changes when the magnetisation equals the

anhysteretic magnetisation.

Improvements to theoriginal J–Amodel

Over the years,many improvements to the model described above have been proposed to

account for several additional external influences, of which two are discussed here. First,

due to cyclic loading, the magnetisation reaches a magnetic equilibrium state (Atherton

and Szpunar, 1986).However, Sablik et al. (2000) show that themodel above does not display

this behaviour after consecutive application of a load cycle, and they propose to add a so-

called turning point stress into the model formulation to capture the observed behaviour. A

different approach to the address the same deficiency of the original model is presented

by Xu et al. (2012a), who introduce a local equilibrium state 𝑀0 in accordance with the

experimental data of Maylin and Squire (1993a).

Second, Sablik et al. (2004) include plastic deformation into the model.They attribute

two types of changes to the development of plastic deformation: an increase in dislocation

density and the appearance of residual stress. A slightly different approach is reported

byWang et al. (2011), in which the effective field is augmented with a term related to the

amount of plastic strain in thematerial. In the end, plastic deformation reduces the effective

magnetic susceptibility in the both formulations,which is in linewith the expected reduction

of the magnetic properties due to the increased number of pinning sites.

4.4.4.Discussion

Despite their successful application for isostrain magnetisation scenarios, the particle and

hysteronmodels for the magnetomechanical effect have not yet been developed further to

apply to isofieldmagnetisationprocedures,which is essential to theuseof apassivemagnetic

method.Moreover, it might be cumbersome to determine the distribution function for the

constituent particles experimentally. Hence, this modelling strategy does not appear to be a

practical path to model the magnetomechanical effect during monopile installations.

Due to their requirement to estimate the domain distribution, the full multi-scale

models share this disadvantage with the particle methods. Furthermore, the computational

cost of the approach is high, possibly prohibiting a real-time evaluation of the measured

signals. This is unfortunate, since these models are able to account for a large range of

relevant processes in a natural manner, e.g. the full tensor expressions of the physical
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Figure 4.7: Schematic to determine the magnetisation and the resulting magnetic stray field of a thin-walled steel
cylinder due to the presence of an external magnetic field.

quantities. Consequently, some concepts from themulti-scale models might be useful to

incorporate in the phenomenological models.

From the three discussed modelling classes, the phenomenological J–Amodels seem to

be themost promising tomodel strain-inducedmagnetisation changes, since they have suc-

cessfully been applied to the isostrain scenario and are relatively simple to implement and

calibrate due to their limited number of parameters. For reversible magnetisation changes,

the law of approach suggests that only the strain-dependency of the magnetic equilibrium

has to be analysed. At present, J–Amodels are derived under the assumption that the mag-

netisation and the auxiliary field are coaxial and that the applied load is uniaxial, resulting

in scalar expressions involving the quantity’s magnitudes. Due to the demagnetising field,

this assumption is not expected to hold in large-scale structures.Thus, the aforementioned

models should be carefully extended to incorporate stress states that are multi-dimensional

to successfully apply the phenomenological modelling approach in the case of monopile

installation, which is of our interest in this work.

4.5.Modelling of the magnetic stray field of a thin-walled steel

cylinder
In order to model the magnetic response of a thin-walled steel cylinder in the presence of a

time-and space-invariant external field𝑩0, the situation sketched in Figure 4.7 is considered.

The origin of the cylindrical coordinate system is at the top of the cylinder along its axis

of symmetry, in which 𝑟, 𝜃 and 𝑧 define the radial, circumferential and axial directions,
respectively.The thin-walled cylinder has length 𝐿, outer radius 𝑅 and wall thickness ℎ.The

volume of the structure is designated byΩ, in which 𝒓 denote all points within that spatial
region. Additionally, 𝒑 indicates an evaluation point, which may lie within or outside of the
structure.
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In the following sections, starting with Maxwell’s equations, a magnetostatic frame-

work is developed to calculate the magnetisation and resulting magnetic stray field of a

cylinder induced by a given external magnetic field.With the framework in place, the fields

generated by two particular external field configurations are analysed, culminating in a set

of recommendations for the sensor placement in the experiments.

4.5.1.Magnetostatic equations

Electromagnetism inmatter is governed by Maxwell’s equations, which are (Griffiths, 1999,

pp. 328–333):

∇ ⋅ 𝑫 = 𝜌𝑓, (4.25a)

∇ ⋅ 𝑩 = 0, (4.25b)

∇ × 𝑬 = −
𝜕𝑩
𝜕𝑡

, (4.25c)

∇ ×𝑯 = 𝑱𝑓 +
𝜕𝑫
𝜕𝑡

, (4.25d)

in which 𝜌𝑓 is the free charge density, and 𝑱𝑓 is the free current.The auxiliary fields𝑫 and𝑯
are related to the electric field 𝑬 andmagnetic field 𝑩 as:

𝑫 = 𝜀0𝑬 + 𝑷, (4.26a)

𝑯 =
𝑩
𝜇0

−𝑴, (4.26b)

in which 𝑷 and𝑴 are the polarisation andmagnetisation per unit volume, respectively. In

addition, the expression contains the electric constant 𝜀0 and the magnetic constant 𝜇0.
Since it is reasonable to assume that the air surrounding amonopile is a non-conducting

linear isotropicmedium, the dispersion equation for an electromagnetic plane wave is (Grif-

fiths, 1999, pp. 382–395):

𝜔 = 𝑐𝑘, (4.27)

in which 𝑐 is the speed of light, 𝜔 is the frequency and 𝑘 is the wavenumber. Recalling
from Chapter 2 that a hammer blow excites frequencies up to 1 kHz in a large-diameter

monopile, the lower limit for the wavelength 𝜆 = 1/𝑘 = 47 km. Substituting such a value into

Equation (4.25c) shows that the term on the right-hand side of the equation with the time

derivative of the magnetic field has negligible contribution, since the spatial variation of

the electric field is large. In a monopile, no free currents are present, therefore, the same

argument is applied to Equation (4.25d), demonstrating that the temporal variation of

𝑫 can be neglected. Consequently,Maxwell’s equations are simplified by eliminating the
time derivatives and the contributions of the free current, resulting in the following set of
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homogeneous partial differential equations:

∇ ⋅ 𝑫 = 0, (4.28a)

∇ ⋅ 𝑩 = 0, (4.28b)

∇ × 𝑬 = 0, (4.28c)

∇ ×𝑯 = 0, (4.28d)

In this particular case, the relations above indicate that the magnetic and electric fields are

decoupled, i.e. the two fields can be analysed independently. For the magnetic field, the

governing equations read:

∇ ⋅ 𝑩 = 0, (4.29a)

∇ ×𝑯 = 0. (4.29b)

These relations are known as the magnetostatic equations (Griffiths, 1999, p. 232), in which

the aforementioned relation between the magnetic field and the auxiliary field holds:

𝑩 = 𝜇0 (𝑯 +𝑴) . (4.30)

4.5.2. Themagnetic scalar potential

As Equation (4.29b) implies that the auxiliary field 𝑯 is irrotational, a scalar magnetic

potential 𝜑�𝒑� exists such that
𝑯�𝒑� = −∇𝒑 𝜑�𝒑� , (4.31)

in which ∇𝒑 is the gradient at point 𝒑. As the potential 𝜑 is similar to the electric potential𝑉,
the expression for the scalar potential 𝜑 for a single magnetic dipole𝒎 is (Griffiths, 1999, pp.

166–168):

𝜑�𝒑� =
1

4𝜋
𝒔 ⋅ 𝒎
𝑠3

, (4.32)

where 𝒔 = 𝒑 − 𝒓 is the separation vector, and 𝑠 = ‖𝒔‖ is its magnitude. The bulk magnet-

isation𝑴(𝒓) is defined as a volume distribution of dipoles, hence,𝒎 =𝑴(𝒓) dΩ.When all
contributions of𝑴(𝒓) are summed over the volume accordingly, one obtains:

𝜑�𝒑� =
1

4𝜋 �Ω
𝒔 ⋅ 𝑴(𝒓)
𝑠3

dΩ, (4.33)

in which 𝒓 denotes all points in the structure’s volumeΩ. An alternative expression for this
potential is retrieved by rewriting the former equation using the identity

𝒔
𝑠3

= ∇𝒓
1

𝑠
.
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Subsequently, by integrating by parts and invoking the divergence theorem, one obtains

𝜑�𝒑� =
1

4𝜋 ∮Γ

𝑴(𝒓) ⋅ 𝒏
𝑠

dΓ −
1

4𝜋 �Ω
∇𝒓 ⋅ 𝑴(𝒓)

𝑠
dΩ, (4.34)

in which 𝒏 is the outward pointing vector ofΩ.The former integral can be thought of as an

equivalent surface charge distribution, and the latter as a volume charge distribution.

Since 𝜑�𝒑� cannot be measured instantly, it is convenient to express the potential due to
the magnetisation in terms of𝑯�𝒑�, which is, in the absence of any material, related to the
directly measurable magnetic field 𝑩�𝒑�:

𝑩�𝒑� = 𝜇0𝑯�𝒑� . (4.35)

This relation is only valid outside ofΩ. Inside the structure’s volume, the magnetisation
𝑴�𝒑� should be included in this expression.

Two distinct, yet equivalent, expressions for the auxiliary field𝑯�𝒑� can be derived. First,
Equation (4.33) is substituted into Equation (4.31):

𝑯�𝒑� = −
1

4𝜋 �Ω
�𝒔 ⋅ 𝑴(𝒓) ∇𝒑 �

1

𝑠3
� + ∇𝒑 (𝒔 ⋅ 𝑴(𝒓))

1

𝑠3 �
dΩ

=
1

4𝜋 �Ω
�
3 (𝒔 ⋅ 𝑴(𝒓)) 𝒔

𝑠5
−
𝑴(𝒓)
𝑠3 � dΩ. (4.36)

Second, using Equation (4.34) and the fact that

∇𝒑
1

𝑠
= −

𝒔
𝑠3
,

the boundary and volume integrals become:

𝑯�𝒑� =
1

4𝜋 ∮Γ
𝑴(𝒓) ⋅ 𝒏

𝒔
𝑠3

dΓ −
1

4𝜋 �Ω
∇𝒓 ⋅ 𝑴(𝒓)

𝒔
𝑠3

dΩ. (4.37)

Equation (4.36) has the advantage that the auxiliary field is expressed without derivatives

of the magnetisation, while Equation (4.37) conveniently separates the influence of the

magnetisation into a boundary term and a volume term.This division is used in the next

section to discretise the integrals, while simultaneously removing the singularity that exists

when 𝑠 = 0.

4.5.3. Discretisationof the thin-walled structure

For a monopile, the wall thickness ℎ is small compared to the structure’s other dimensions.
Hence, in accordance with the mechanical description of the problem, it is reasonable to

assume that the pile is approximately a shell. In that case, the magnetisation component

along the thickness, the radial component𝑀𝑟, can be neglected, since the magnetisation
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Figure 4.8:Schematics of a discretised cylinder. (a) Discretisation of a thin-walled cylinder into𝑁 = 𝑁𝜃𝑁𝑧 elements.
(b) Element 𝑖.

is necessarily tangential to the plate due to the demagnetising field in the normal direc-

tion (Chadebec et al., 2000; Viana et al., 2011a).Then, the magnetisation𝑴(𝒓) expressed in
cylindrical coordinates reads

𝑴(𝒓) =𝑴(𝜃, 𝑧) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0

𝑀𝜃(𝜃, 𝑧)
𝑀𝑧(𝜃, 𝑧)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
𝑟𝜃𝑧

. (4.38)

Note that𝑴(𝜃, 𝑧) is only a function of 𝜃 and 𝑧.
To approximate the integrals in Equation (4.37), the structural domainΩ is discretised

by evenly subdividing the volume into𝑁𝜃 elements in the circumferential and𝑁𝑧 elements

in the axial direction. The total number of elements is 𝑁 = 𝑁𝜃𝑁𝑧. Figure 4.8a shows an

example of a discretised cylinder, and Figure 4.8b presents one of these elements. As a result

of dividing the computational domain, the auxiliary field is expressed as the sum of each

integral over all elements:

𝑯�𝒑� =
1

4𝜋

𝑁
�
𝑖=1
∮
Γ𝑖
𝑴(𝒓) ⋅ 𝒏𝑖

𝒔
𝑠3

dΓ𝑖 −
1

4𝜋

𝑁
�
𝑖=1
�
Ω𝑖
∇𝒓 ⋅ 𝑴(𝒓)

𝒔
𝑠3

dΩ𝑖. (4.39)

In the above, dΓ𝑖 and dΩ𝑖 represent the boundary and the volume of each element 𝑖, respect-
ively, and 𝒏𝑖 is the outward-pointing normal to boundary dΓ𝑖. To simplify this expression,
𝑴(𝒓) is assumed to be constant inside each element. Consequently, the volume integral
vanishes, since ∇𝒓 ⋅ 𝑴(𝒓) = 0, reducing the former relation to

𝑯�𝒑� =
1

4𝜋

𝑁
�
𝑖=1
∮
Γ𝑖
𝑴(𝒓) ⋅ 𝒏𝑖

𝒔
𝑠3

dΓ𝑖. (4.40)
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In this formulation, a singularity arises when the evaluation point 𝒑 coincides with an
integration point 𝒓,which occurswhen themagnetic field inside the structure is determined.
To avoid this unphysical behaviour,𝑴(𝒓) is assumed to be located in the barycentre of the
element 𝒓𝑖, while the integration is performed along the element’s boundaries (Chadebec
et al., 2006).

After evaluating the integrals, the auxiliary field at the evaluation point 𝒑 can be ex-
pressed in terms of the following summation over all elements:

𝑯�𝒑� =
𝑁
�
𝑖=1
G𝑖𝑴(𝒓𝑖) , (4.41)

whereG𝑖 is a 3×2matrix that contains the coefficients resulting from the integrals.Expressed

in their respective components, the above expression reads:

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝐻𝑟
𝐻𝜃
𝐻𝑧

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

𝑁
�
𝑖=1

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝐺𝑟𝜃 𝐺𝑟𝑧
𝐺𝜃𝜃 𝐺𝜃𝑧
𝐺𝑧𝜃 𝐺𝑧𝑧

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
𝑖

⎡
⎢⎢⎢⎣
𝑀𝜃
𝑀𝑧

⎤
⎥⎥⎥⎦
𝑖

, (4.42)

in which (𝐺𝑟𝜃)𝑖 represents the influence of the circumferential magnetisation component of
element 𝑖 to the auxiliary field in the radial direction, etc.The exact expressions for each

entry of G𝑖 are presented in Appendix B. By rewriting the summation over the elements, a

more concise expression for𝑯�𝒑� is

𝑯�𝒑� = G𝒑𝑴 (4.43)

in which𝑴 is a vector that contains the 2𝑁magnetisation components, and G𝒑 denotes a
3 × 2𝑁matrix that collects the contributions of each G𝑖.

When the magnetisation of the discretised structure𝑴 is known, the magnetic stray

field 𝑩�𝒑� can be determined at any point outside the cylinder by applying Equation (4.43):

𝑩�𝒑� = 𝜇0𝑯�𝒑� = 𝜇0G𝒑𝑴. (4.44)

Subsequently, in the absence of other magnetisable materials, the total magnetic field 𝑩𝑡�𝒑�
is then

𝑩𝑡�𝒑� = 𝑩�𝒑� + 𝑩0. (4.45)

However, the magnetisation due to an external field is generally not known a priori. Fortu-

nately, the same expressions enable one to compute the magnetisation based on a given

constitutive equation.
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4.5.4.Magnetisationof a cylinder inducedbyanexternalfield

For the magnetisation at the barycentre of element 𝑖, a general constitutive relation is

𝑴(𝒓𝑖) = 𝜒𝑯𝑡(𝒓𝑖) , (4.46)

in which 𝜒 is the magnetic susceptibility, and𝑯𝑡(𝒓𝑖) denotes the total auxiliary field at the
barycentre, which is

𝑯𝑡(𝒓𝑖) = 𝑯0 +𝑯(𝒓𝑖) . (4.47)

The first term in the sum is the external auxiliary field𝑯0, which is proportional to the time-

and space-invariant magnetic field 𝑩0:

𝑯0 =
𝑩0

𝜇0
. (4.48)

The second is the auxiliary field generated by the entire structure as given by Equation (4.41).

Substitution of that relation into the constitutive equation gives the following implicit

expression for the magnetisation at the barycentre of an element:

𝑴(𝒓𝑖) = 𝜒
⎛
⎜⎜⎜⎜⎝𝑯0 +

𝑁
�
𝑗=1
G𝑗𝑴�𝒓𝑗�

⎞
⎟⎟⎟⎟⎠ . (4.49)

In the above, no assumptions have been made about the susceptibility, which generally is a

tensor that depends on time, space, strain and the auxiliary field. However, for a homogen-

eous isotropic material, a constant scalar is adequate to model the magnetic behaviour. As a

result of this assumption,𝑴(𝒓) and the local value of the auxiliary field𝑯𝑡(𝒓) are coaxial.
For thediscretised structure, it is possible to rewrite the implicit relation,Equation (4.49),

explicitly in terms of 𝑯0 only. Recalling that the radial component of the magnetisation

is zero, the magnetisation is represented by a vector𝑴 containing 2𝑁 unknowns. Then,

Equation (4.49) becomes

𝑴 = 𝜒 (𝑯0 + G𝒓𝑴) , (4.50)

in which G𝒓 is a 2𝑁 × 2𝑁matrix representing the non-local interaction of the structure’s
magnetisation, which is obtained by substituting 𝒑 = 𝒓𝑖 into Equation (4.43). Under the
assumption that 𝜒 is not a function of the magnetisation itself, rearranging the former
relation yields

𝑴 = X𝑯0, (4.51)

where

X = 𝜒 (I − 𝜒G𝒓)
−1 ,

in which I is the 2𝑁 × 2𝑁 identity matrix and (⋅)−1 denotes the matrix inverse.
From Equation (4.51), it is clear that this formulation cannot account for the magnet-

isation history, since the magnetisation vanishes when𝑯0 reduces to zero. Generally, only
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the anhysteretic magnetisation curve displays this behaviour. Using the low-field approx-

imation of the anhysteretic magnetisation, Equation (4.11), an explicit expression for the

anhysteretic magnetisation of a steel cylinder is obtained by rewriting the effective field

𝑯𝑒. For simplicity, the strain dependency of the anhysteretic magnetisation is neglected,

resulting in the following expression for the effective field:

𝑯𝑒 = 𝑯0 + 𝛼𝑴 + G𝒓𝑴. (4.52)

The latter term on the right hand side is added to include the magnetic self-interaction of

the structure. After somemanipulations, the anhysteretic magnetisation in a weak external

field can be written as

𝑴an = Xan𝑯0, (4.53)

in which

Xan =
𝑀𝑠
3𝑎 ��

1 −
𝑀𝑠
3𝑎
𝛼� I −

𝑀𝑠
3𝑎
G𝒓�

−1

denotes the anhysteretic susceptibility accounting for the non-local magnetic interaction,

in which𝑀𝑠 is the saturation magnetisation, 𝑎 is a parameter proportional to the initial
domain density and 𝛼 is the domain coupling factor (Jiles et al., 1992).When the geometry
of a structure is such that the influence of the non-local magnetic interaction is negligible,

i.e.G𝒓 = 0, the expression reduces to the scalar susceptibility presented in Equation (4.13).

4.5.5.Magnetisationandmagnetic strayfieldduetoparticularexternalfields

For a thin-walled cylinder with a constant radius and its axis of rotation parallel to the 𝑧-axis,
a time- and space-invariant Cartesian external field 𝑩0 can be split into a vertical (∥) and a
horizontal (⟂) field:

𝑩0 = 𝑩
∥
0 + 𝑩⟂0 . (4.54)

The vertical field is simply the 𝑧-component of 𝑩0, while the horizontal field consists of the

components in the 𝑥𝑦-plane, which corresponds to the 𝑟𝜃-plane in cylindrical coordinates.
According to Equation (4.51), the magnetisation and the external field are linearly related.

Hence, the magnetic response of the structure to each of the two contributions can be ana-

lysed separately.This analysis is performed on a simple test case of a cylinderwith a constant

scalarmagnetic susceptibility. Table 4.1 lists the numerical values of the relevant parameters,

whereas Figure 4.7 shows their definitions.The vertical magnetic field is considered first,

whereafter the horizontal field is discussed.
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Table 4.1:Parameters of the steel cylinder used to simulate themagnetisation induced by the vertical and horizontal
components of the external field.

Parameter Value Parameter Value

𝑅 0.5m 𝑁𝜃 32
ℎ 0.001m 𝑁𝑧 40
𝐿 10.0m 𝜒 1000
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Figure 4.9:Magnetisation resulting from a vertical magnetic field. (a) Circumferential component. (b) Axial com-
ponent.

Vertical externalfield

Since the geomagnetic field points predominantly downwards in the Northern hemisphere

(Thébault et al., 2015), the following vertical external field is considered:

𝑩∥0 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0

0

𝐵0𝑧

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0

0

−40

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
𝜇T. (4.55)

By subsequently substituting this vector into Equations (4.48) and (4.51), the magnetisation

of the cylinder is obtained, which is presented in Figure 4.9. Due to the rotational symmetry

about the 𝑧-axis, the induced magnetisation is symmetric, and the circumferential com-
ponent𝑀𝜃 is zero everywhere.The axial component𝑀𝑧 is aligned with the external field,

albeit that it is not uniform even though the external field is.Themagnitude of𝑀𝑧 reduces

towards the edges as a result of the magnetic self-interaction.

The stray field induced by the magnetisation at the top edge of the cylinder is visualised

in Figure 4.10. To improve the appearance, the field vectors are normalised; hence, the

arrows indicate the direction, and their colour signify themagnitude of the vector.Note that

the stray field is the total magnetic field with the external field subtracted. It is clear that

the stray field at the top edge points towards the cylinder, displaying maximum strength at

the edge itself.
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Figure 4.10:Magnetic stray field surrounding the top of the cylinder resulting from a vertical external field.The
line at 𝑟 = 0.5m indicates the position of the cylinder.
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Figure 4.11:Attenuation of themagnitude of themagnetic stray field with increasing distance 𝑑 from the surface of
the cylinder resulting from a vertical external field at 𝜃 = 0° and 𝑧 = −0.125m. (a) Log-linear scale. (b) Log-log scale.

Outside of the cylinder (𝑟 > 𝑅), the decay of the stray field with distance is evident from
the graphs shown in Figure 4.11,which presents themagnitude of the stray field as a fraction

of the magnitude of the external field with increasing distance 𝑑 from the surface of the

cylinder at 𝑧 = −0.125m. For 𝑑/𝑅 < 1, the stray field’s strength is a considerable portion of

the external field; however, for larger distances, the stray field diminishes quickly. Close

to the surface of the structure, the stray field contains a number of contributions from a

multipole expansion, i.e. the near field. Since the high-order contributions decay faster

with distance, eventually, for 𝑑/𝑅 > 10, the dipole contribution starts to dominate, which

decays with 𝑟−3 as indicated by the solid line in the log-log plot (Figure 4.11b).

Horizontal externalfield

Contrary to a magnetic field aligned with the cylinder’s axis, a horizontal field does not

share a symmetry with the cylinder, resulting in a more complex magnetisation field inside

the structure. A horizontal field in Cartesian coordinates, which is aligned with the 𝑥-axis
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Figure 4.12:Magnetisation resulting from a horizontal magnetic field. (a) Circumferential component. (b) Axial
component.

in this particular case, reads:

𝑩⟂0 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝐵0𝑥
𝐵0𝑦
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

20

0

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
𝜇T. (4.56)

However, expressed in cylindrical coordinates, the external field is a function of the circum-

ferential coordinate 𝜃:

𝑩⟂0 (𝜃) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝐵0𝑟
𝐵0𝜃
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

cos(𝜃) 𝐵0𝑥 + sin(𝜃) 𝐵0𝑦
− sin(𝜃) 𝐵0𝑥 + cos(𝜃) 𝐵0𝑦

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.57)

After inserting these values in Equations (4.48) and (4.51), Figure 4.12 presents the induced

magnetisation.The circumferential magnetisation component𝑀𝜃 is aligned with the cir-

cumferential external field 𝐵0𝜃: it is zero at 𝜃 = 0° and 𝜃 = 180°, and it has a maximum at

𝜃 = 90° and 𝜃 = 270°. More interestingly, due to the geometry of the structure, a substan-

tial axial magnetisation component𝑀𝑧 appears at the edges of the cylinder, of which the

maximum occurs at 90° relative to the maximum of the circumferential component𝑀𝜃.

For three circumferential positions, the stray field generated by the magnetisation is

shown in Figure 4.13. At 𝜃 = 0°, the stray field radiates outwards in the 𝑟𝜃-plane with the
circumferential component 𝐵𝜃 equal to zero.Moving 45° further along the 𝜃-axis, the radial
and axial components diminish, while 𝐵𝜃 increases pointing in the positive 𝜃-direction.
Continuing to 𝜃 = 90°, only the circumferential component of the stray field remains.

Therefore, contrary to the axial external field, the generated stray field is a function of 𝜃.
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Figure 4.13:Magnetic stray field surrounding the top of the cylinder resulting from a horizontal external field.The
line at 𝑟 = 0.5m indicates the position of the cylinder.The direction of the circumferential stray field component is
indicated with × (into the paper) or ∘ (out of the paper).
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4.5.6.Discussion

The simulated stray field data determine the optimal positioning of the sensors for the ex-

periment needed to fill the knowledge gaps identified earlier. In the preferred magnetically-

uncontrolled set-up, both a vertical and a horizontal external field are present. To obtain

the full picture of the magnetisation and stray field in that case, the contribution from the

external field components should simply be added together.Themagnitude of the magnet-

isation and the stray field generated by the vertical field is much larger than the one induced

by the horizontal field.Therefore, it is expected that the radial and axial components of the

stray field will show the most pronounced changes when the structure is strained, since

these directions dominate the approximately axially symmetric stray field.

Due to the horizontal field, the magnetisation and stray field are not completely axially

symmetric: the direction of the external field in the 𝑥𝑦-plane is easily distinguishable in
the circumferential magnetisation component and by the appearance of slight aberrations

at the cylinder’s edges in the axial magnetisation. In the resulting stray field, a similar

asymmetry occurs in all three stray field components. Consequently, sensors should be

placed at different angles with respect to the horizontal external field in the experimental

set-up.

Regarding the distance of a magnetometer to the surface of the structure, the sensor

should be employed within one radius distance to obtain a significant signal compared to

the external field, given the decay of themagnitude of the stray fieldwith distance.Naturally,

this separation value is an upper limit; more pronounced signals can be measured when the

sensor is located closer to the surface, especially given that the changes in themagnetisation

due to strain might be only a fraction of the remanent magnetisation.

4.6. Conclusions
In this chapter, the basic principles behind ferromagnetic materials and the magnetome-

chanical effect have been presented, which are a direct result of the presence of magnetic

domains and the motion of domain walls. Data from small-scale experiments indicate that

elastic strain irreversibly pushes the magnetisation towards a global magnetic equilibrium,

by permanently moving the domain walls. Additionally, plastic deformation causes a sig-

nificant deterioration of a material’s magnetic properties due to the increased dislocation

density. However, the currently available strain-inducedmagnetisation data for large-scale

structures, which have a substantial demagnetising field, are limited to static tensile loads.

Therefore, to get a complete insight into the magnetic response of a monopile to a ham-

mer blow, data for a structure subjected to impact loads have to be gathered from new

experiments.

Given the impracticality of imposing a strong (uniform) external magnetic field near a

large-scale structure, a non-collocatedmethod to infer deformation in such structures needs

to be based on a passivemagneticmethod,which relies solely on the ambientmagnetic field.

Surrounding a ferromagnetic structure, amagnetic stray field is present,which is generated
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by the structure’s magnetisation. Passive methods analyse this field to infer deformations

or the presence of defects. Since the initial magnetic state influences the success rate of

passive methods significantly, the initial state should be carefully considered in a newly

proposed passive method to infer deformations.

In terms of modelling the strain-induced magnetisation changes for a large-scale struc-

ture, the phenomenological J–Amodels seem to be the most promising candidates, since

they are relatively simple to implement and to calibrate due to their limited number of

parameters. For reversible magnetisation changes, the law of approach suggests that only

the strain-dependency of the magnetic equilibrium has to be considered. At present, J–A

models are derived under the assumption that themagnetisation and the auxiliary fields are

coaxial and that the applied mechanical load is uniaxial. It is anticipated that these assump-

tions are not valid for large-scale structures. Thus, a magnetomechanical model should

necessarily treat the physical quantities as tensors, for which some aspects of multi-scale

models might be of importance.

In the final section of this chapter, a magnetostatic framework has been introduced to

compute the stray field of a thin-walled steel cylinder, incorporating the demagnetising field.

Subsequently, the stray field induced by a vertical and a horizontal external magnetic field

has been simulated and analysed to deduce the optimal positions of a magnetic field sensor

in the required experimental set-up. From the results, the radial and axial components of

the stray field are expected to display the most pronounced changes when the structure is

strained, since these directions dominate the approximately axi-symmetric stray field. Due

to the horizontal external field, the magnetisation and stray field are not completely axi-

symmetric. Consequently, sensors should be placed at different angles with respect to the

horizontal component of the external field to capture the possible effects of this asymmetry

in the magnetisation. Furthermore, a sensor is ideally employed within one radius distance

to the cylinder’s surface to obtain a significant signal compared to the external field.

Given the theoretical framework discussed in this chapter, a novel experimental set-up is

presented in the subsequent chapters, in which a steel cylinder is impacted by a free-falling

mass. In the design, the above conclusions and recommendations are incorporated to collect

unique magnetic data of a steel structure subjected to repeated dynamic compressive loads.

From the results, new passive magnetic methods are proposed to infer elastic and plastic

deformations using non-contact sensors.
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The remanent magnetic stray field

and its sensitivity to physical

damage

Yes I’m changing

Can’t stop it now

Tame Impala – Yes I’m changing

IIn the previous chapter, it has been demonstrated that the magnetic stray field is a suitablecandidate for a method to infer deformation in a structure using non-collocated measure-

ment points, since this field permeates the space around the structure.This chapter focuses

on the remanent magnetic stray field, i.e. the stray field measured when the structure is no

longer subjected to an external mechanical load, to detect and localise regions of plastic de-

formation once they have developed. Contrary to the method to detect plastic deformation

presented in Chapter 3, the sensors do not need to be attached to the structure, designating

the method proposed here besides non-collocated also non-contact.

Todate, allmethods used to identifywhether an irreversible change in themagnetisation

is caused by elastic or plastic strains are developed inwell-controlled environments in which

the location of the plastic deformation is known a priori and the loading is introduced

Parts of this chapter have been published in the MSc thesis by Chris Jolink (2018) and are intended to be published
in amanuscript prepared for the International Journal ofMechanical Sciences (Meijers, Jolink, Tsouvalas andMetrikine,
2021a).
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gradually (Bao et al., 2017a; Li et al., 2017a). For large-scale structures, however, this is

generally not the case, prohibiting the application of the current methods. To develop a

method that is applicable in a realistic setting, a laboratory-scale impact experiment is

reported in this chapter, providing data on strain-induced magnetisation changes in a

less-controlled environment.

First, irreversible magnetisation changes due to elastic and plastic deformations are

revised, which reveals the need to distinguish between these two causes. Second, the set-

up of the impact experiment on a steel cylinder is presented.Third, the evolution of the

remanent stray fieldwith elastic strain cycles is discussed afterwhich amethod to detect and

localise plastic deformations is introduced. Afterwards, the influence of the initial magnetic

state on the results obtained from the proposed method is carefully considered, and the

generalisation and limitations of the method are discussed. Finally, conclusions are drawn.

5.1. Irreversible changes of themagnetic strayfield
Similar to the passive methods described in Section 4.3.2, the magnetic stray field is in-

vestigated, which surrounds a steel structure (Figure 5.1a) and is solely generated by its

magnetisation.This field is related to the total magnetic field 𝑩𝑡�𝒑� at point 𝒑 through

𝑩𝑡�𝒑� = 𝑩�𝒑� + 𝑩0. (5.1)

In the above, the latter represents the background field 𝑩0, e.g. the geomagnetic field,

which is assumed to be spatially-uniform and time-invariant for the length- and time-scales

relevant to this work. The former, the stray field 𝑩�𝒑�, is determined by the structure’s
magnetisation𝑴(𝒓), since these two quantities are related as follows (Equation (4.36)):

𝑩�𝒑� =
𝜇0
4𝜋 �Ω

�
3 (𝑴(𝒓) ⋅ 𝒔) 𝒔

𝑠5
−
𝑴(𝒓)
𝑠3 � dΩ, (5.2)

in which 𝒓 are all points within the structure’s volumeΩ, 𝒔 = 𝒑 − 𝒓 denotes the separation
vectorwith correspondingmagnitude 𝑠 = ‖𝒔‖, and𝜇0 is themagnetic constant.To analyse the
irreversible change of the stray field due to impact loads, it is convenient to consider the stray

field when the structure is unloaded: the so-called remanent stray field, which is denoted by

�̄��𝒑�. Given the direct relation between the structure’s magnetisation and the stray field, the
evolution of the remanent field �̄��𝒑�will reflect the impact-induced irreversible changes in
the magnetisation, which result from two different physical processes.

First, elastic strain can permanently alter the magnetisation of a material (Brown, 1949).

As mentioned in Section 4.2.3, for strains below the elastic limit, the strain energy supplied

by the load enables magnetic domain walls to move towards a magnetic equilibrium by

overcoming pinning sites which originally impeded their motion (Atherton et al., 1984;

Makar and Atherton, 1995).Thereafter, consecutive load cycles of the samemagnitude do not

alter themagnetisation further (Atherton and Szpunar, 1986). However, when a new loading
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Figure 5.1: (a) Schematic of the set-up of the thin-walled cylinder, including the backgroundfield𝑩0. (b) Photograph
of the set-up and the measurement table. (c) Side-view of the set-up, which shows the support structure for the
guiding system.

cycle induces strains that surpass the previously endured peak strain, an irreversible change

occurs towards a newmagnetic equilibrium state (Li et al., 2017a). Note that these processes,

although related to the elastic regime,may cause irreversible changes in the magnetisation.

Second, as soon as plastic deformation develops in the structure, the dislocation density

increases locally (Gilman, 1968).These newly formed dislocations are additional pinning

sites for magnetic domain walls, impeding their motion.Moreover, the plastic deformation

introduces residual strains in the material. Both these effects resulting from plastic de-

formation contribute to irreversible changes in the structure’s magnetisation (Sablik et al.,

2004). As a first load cycle that exceeds the material’s yield limit simultaneously introduces

a new peak strain, both aforementioned irreversible changes of the magnetisation occur in

conjunction. In the following, based on the data from a laboratory experiment, a method is

developed to distinguish between the two causes of permanent changes in the magnetic

stray field, which in essence allows one to separate plastic from elastic deformations in the

structure throughmeasurements of the magnetic stray field.

5.2. Laboratory-scale experiment
Due to the lack of experimental data of magnetisation changes of a steel cylinder due to

strain inducedbyan impact load inanuncontrolled environment,auniqueaxial drop-weight

experiment has been designed.The general set-up is introduced first, and the employed

sensors andmeasurement phases are described subsequently.

5.2.1. Experimental set-up

Figure 5.1a presents a schematic of the set-up, which indicates the cylindrical coordinate

system and the relevant structural dimensions.The axial, circumferential and radial direc-
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magnetising 
coil

Figure 5.2: Photograph of the cylinder showing the thinner top part of the cylinder and the magnetising coil.

tion are denoted by 𝑧, 𝜃 and 𝑟, respectively.Moreover, the cylinder has length 𝐿 = 1500mm,

and its outer diameter equals𝐷 = 406.4mm. To increase the impact-induced strain at the
top of the cylinder, the wall thickness ℎ is not uniform along the cylinder’s axis: for the lower

part of the cylinder ℎ = 8mm, while ℎ = 2.5mm for 𝑧 > −0.5m. A 403 kg concrete mass,
which can fall freely along an aluminium guiding system from different heights ℓ, provides
the means to introduce an axial impact of varying amplitude to the structure. To spread the

energy of the impact as evenly as possible without cracking the concrete, a stainless steel

plate is attached directly underneath the mass.The photograph shown in Figure 5.1b shows

the concrete mass, which is enclosed by a PVC casing. Furthermore, Figure 5.1c shows the

guiding system in conjunction with the crane, which is used to lift the mass to the desired

height.

Due to the size of the set-up, the externalmagnetic field in the test area is not controlled,

which would require magnetising coils in three perpendicular directions surrounding the

entire structure. Such a device to control the magnetic field is unfeasible on this scale, not

to mention the scale encountered during a monopile installation in practice. However, on

the laboratory scale, it is possible to control the cylinder’s initial magnetisation. To this end,

the structure can be demagnetised with a hand-held degaussing coil, forcing the magnetic

ordering to amore or less random state, effectively reducing the bulk magnetisation. Never-

theless, due to the presence of the external field, the magnetisation will not be completely

reduced to zero.The effect of this imperfect demagnetisation on the validity of the results

and the proposedmethod for plasticity detection is addressed later in this chapter.

After demagnetisation, a part of the cylinder can be remagnetised using a coil of 32wind-

ings located at 𝑧 = −0.5m,which is shown in Figure 5.2.The strength of the auxiliary field
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generated by a solenoid is given by (Jiles, 2015, p. 18)

𝐻 =
𝑁𝐼
𝐿𝑐

, (5.3)

where𝑁 is the number of windings, 𝐼 is the applied current and 𝐿𝑐 denotes the axial length
of the solenoid. In this case,𝑁 = 32, 𝐼 = 10A, and 𝐿𝑐 = 0.13m, resulting in an auxiliary field
strength𝐻 = 41.6A/m. Depending on the direction of the current, which can be reversed if
required, the magnetising field points either up or down along the 𝑧-axis. Together with the
demagnetising device, this coil allows the creation of different, yet consistent and repeatable,

initial magnetic states of the cylinder. After the initial magnetic state has been established,

the magnetising current is ceased; therefore, besides the geomagnetic field, no additional

field is present during the impacts.

5.2.2. Sensor description

Tomeasure the axial deformation induced by an impact, two axial strain gauges (type: UFLA-

5-11) are diametrically attached to the cylinder’s surface at 𝑧 = −200mm. From themeasured

axial strain 𝜀𝑧, the impact-induced stress components can be determined by applying the
theory presented in Chapter 2.

For the magnetic field measurements, a choice has to be made from the plethora of

available types of magnetometers (Ripka, 2000). Based on the results presented in Sec-

tion 4.5.5, it is expected that the magnitude of the stray field at the top of the cylinder is

of the same order as that of the geomagnetic field. Furthermore, it is expected that the

remanent stray field does not change in the absence of an external mechanical load.With

these two notions in mind, a triaxial fluxgate magnetometer is selected, due to its high

accuracy in the anticipated magnetic field range (Ripka, 1992).The selected sensor (type:

FLC3-70) has a measuring range of ±200𝜇T, a sensitivity of 0.035𝜇T/mV, a noise density of
120 pT/√Hz at 1Hz, and a bandwidth ranging from 0 to 1 kHz.

In between impacts, the total magnetic field 𝑩𝑡 at the top of the cylinder is measured
with the triaxial magnetometer, which is mounted on a specially designed wooden table.

Thismeasurement table contains a ring that can rotate (Figure 5.1b), and it can be positioned

at various heights and offsets relative to the structure. Figure 5.3 shows the selected heights

and offsets 𝑑, which formmeasurement rings R01 to R12. Additionally, the grey area in the

figure indicates the position of the magnetising coil. By revolving the sensor around the

cylinder during a measurement and subsequently applying Equation (5.1), a spatial map of

the magnetic stray field is constructed.

5.2.3. Sources of error

Naturally, the measurements of the stray field will contain certain errors. Normally, the

measurement errors are categorised into systematic errors and random errors (Bevington

and Robinson, 2003, pp. 3–4).The former is partially determined by the employed fluxgate
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Figure 5.3: Position of the twelve measurement rings relative to the cylinder’s surface to map the magnetic stray
field around the top of the cylinder.The black solid line represents the surface of the cylinder and the location of
the magnetising coil is indicated by the grey area.

sensor, which has an accuracy of ±0.5𝜇T at 20°C. Additionally, the precision of the sensor
adds to the systematic error. Given the sensor’s sensitivity (0.035𝜇T/mV) and the accuracy
of the 16-bit data acquisition system (National Instruments USB-6343), the sensor’s precision

is negligible compared to the overall accuracy of themagnetometer.However, anothermajor

contribution to theprecisionof themagneticfieldmeasurement is the relativeposition to the

structure (Szulim et al., 2015). In the presented setup of the experiment, the measurement

table is not connected to the pile. Consequently, small deviations in the offset 𝑑 of the
magnetometer are possible, which are estimated to be ±1mm. To determine the error in the

measured magnetic field caused by the uncertainty in the position, the sensitivity of the

field’smagnitudewith respect to the sensor position𝒑, i.e.Λ =
𝜕
𝜕𝒑 �𝑩�𝒑��, is computedusing

the framework derived in Chapter 4. From the analysis, the dominant error is approximately

2% of �𝑩�𝒑�� per mm in the 𝑟-direction. It is expected that the latter term is the dominant

source of error in the stray field measurements.

Next to the error in measurement of the magnetic field components, there is an uncer-

tainty in the value of the drop height ℓ. Given the set-up, which required manual operation
of the crane to lift the impacting mass to the desired height, the error in the drop height is

estimated to be ±10mm.This error influences the induced strain levels. In the remainder

of this chapter, the uncertainty in the value for ℓ is not explicitly shown to create a more
concise notation.
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Table 5.1:Detailed description of the five tests of phase A in consecutive order.𝑀in is the initial magnetic state,
and ℓ1 and ℓ2 represent the initial and the increased impact height, respectively.

id 𝑀in ℓ1 [mm] ℓ2 [mm]
A1 𝔸 500 1000
A2 𝔹 500 1000
A3 ℂ 500 1000
A4 ℂ 1000 -
A5 𝔹 1000 -

5.2.4.Measurementphases

Since elastic and plastic deformation can cause strain-induced irreversible magnetisation

changes, the experiment is split into two phases: Phases A and B. During the former, the

impact height of the impactingmass is restricted such that only elastic deformationsdevelop

in the structure, allowing one to analyse the behaviour of the magnetisation caused by

elastic strain alone. On the contrary, in the latter phase, the impact height ℓ is gradually
increased until visible plastic deformation develops. The data collected in both phases

provide the opportunity to distinguish the cause of the irreversible changes in the remanent

magnetisation.

5.3. Evolutionof the remanent strayfield in the elastic regime
In this first phase of the experiment, the impacts are selected such as to generate only elastic

deformations in the structure. To quantify the influence of the initial magnetisation, the

structure is magnetised to distinct initial magnetic states.

5.3.1.Measurementprocedure

Table 5.1 summarises the measurement procedure for phase A, which consist of five tests.

Before each test, the cylinder is demagnetised and then remagnetised to a specific initial

magnetic state using the magnetising coil. In initial states𝔸 and𝔹, the generated auxiliary
field counteracts the external field, whereas in initial state ℂ, the auxiliary field enhances
the external field. State𝔸 and𝔹 only differ in the applied strength of the current passed
through the solenoid.

During a test, the cylinder is repeatedly impacted from an identical height ℓ1 until the
remanent stray field measured on ring R10 at 𝜃 = 0° no longer changes significantly.The

criterion for convergence is based on the moving standard deviation computed using the

trailing five values; the stray field has converged when twice the standard deviation is less

or equal to the positioning error (2% of ‖𝑩‖, which is ±0.68𝜇T for this particular sensor
location).

In the first three tests, the drop height is subsequently increased to ℓ2, and the mass
is dropped again until no further changes are observed in the stray field using the same
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Figure 5.4:Measured magnetic field around the top of the cylinder. (a) The background field 𝑩0. (b) The total
magnetic field of the cylinder in initial magnetic state𝔹. (c)Themagnetic stray field of the cylinder with initial
magnetic state𝔹. (d)The remanent stray field after five impacts with ℓ = 1000mm.

criterion as before. Note that the cylinder is only demagnetised at the start of a test; when

the impact height is increased from ℓ1 to ℓ2, no further actions are taken in this respect.

5.3.2. Results

Before the cylinder is placed into the set-up, the external field 𝑩0 is measured by revolving

the fluxgate sensor around the specified rings. Figure 5.4a shows the field components,

which are normalised in size for clarity with their colour indicating the magnitude of the

field. In line with the aforementioned assumption, the geomagnetic field is space-invariant

and points predominantly in the negative 𝑧-direction. To exemplify the stray field generated
by the cylinder, Figure 5.4b shows the total magnetic field just before the start of test A5

(initial magnetic state 𝔹). It is clear that the field is slightly perturbed by the presence of
the cylinder. However, greater detail is obtained by subtracting the uniform external field,

leaving the magnetic stray field. As indicated by the dark blue colours in Figure 5.4c, the

stray field is very weak at the rings most distant from the structure, which is not surprising

given that a demagnetising procedure has been applied. Close to the magnetising coil,
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Figure 5.5: Impact-induced axial strain measured during impacts from ℓ = 500mm and ℓ = 1000mm. (a) Time
series. (b) Amplitude spectra.

the stray field is more pronounced pointing upwards and away from the surface of the

cylinder.This behaviour results from initial magnetic state 𝔹, which is directed towards
the positive 𝑧-axis. After five impacts from ℓ = 1000mm, the remanent stray field exhibits

a radical transformation.The influence of the cylinder’s magnetisation is visible on every

measurement ringwith the field pointing towards the top of the cylinder, indicating that the

magnetisation has attained a large component along the negative 𝑧-direction, i.e. coaxial
with the external field.

Time series of typical axial strain signals measured during impacts from ℓ = 500mm

and ℓ = 1000mm are presented in Figure 5.5a, which indicate that each impact induces only

compressive axial strain. Furthermore, the signals demonstrate two compression stages: a

sharp initial peak which contains the maximum induced strain and a wider second peak

of lower amplitude.This behaviour stems from the interaction between the cylinder and

the impacting mass. During the first peak, the top mass exerts a large force on the top

of the cylinder; as a result, the latter accelerates and separates from the fallingmass.The

two objects reconnect during the second stage, where energy is transferred back to the top

mass, eventually pushing it back upwards. Since the duration of this interaction is primarily

governed by the stiffness and damping contained in the complete structure-mass system,

the signals for the two impact heights mainly differ in amplitude and not in duration.

Normally, the second peak described above is not observed during pile driving bymeans

of a hydraulic impact hammer, since the length of a typical monopile is much larger than

the length of the cylinder in the presented laboratory experiments.This additional length

allows for stress waves to develop and propagate downwards transporting energy away from

the impacted end towards the soil, where this energy allows the structure to overcome the

soil resistance. Hence, little energy reaches the impacted end after reflection. In contrast,

in the described experiment, virtually all energy reflects back to the impacted end due to

the absence of a dampingmechanism at the lower end that is similar to soil, allowing for

the interaction between the impacting mass and structure as described above. Despite this

difference, the range of excited frequencies in the laboratory experiment does not differ
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Figure 5.6:The evolution of the radial component of the magnetic stray field with repeated impacts measured on
ring R10 at 𝜃 = 0°.

significantly from that observed in the full scale. Figure 5.5b shows that the lab-scale signals

contain frequencies up to 1000Hz. This range corresponds well to the frequency range

exited by an impact hammer during amonopile installation (Chapter 2).Therefore, although

the precise interaction between the impacting mass and structure differs in the two cases,

the dynamics in terms of excited frequencies is comparable.

To avoid the time-costly process of measuring the full stray field after each impact, a

single sensor position is selected to track the evolution of the stray field for test A1 to A5:

ring R10 at 𝜃 = 0°.The use of a single measurement point for these static measurements has

been verified by comparing the stray field at several unique locations in between impacts in

the exploratory phase prior to the experiments reported here. Furthermore, that preliminary

research demonstrated that the three components of the stray field exhibit similar behaviour

as result of the impacts; hence, for conciseness, only the field component with the largest

amplitude is presented: the radial component �̄�𝑟.
Figure 5.6 shows the measured evolution of �̄�𝑟, from which it is clear that the field

converges towards a consistent value as long as the impact height is kept constant.However,

as soon as a higher peak strain is introduced, the field moves towards a new equilibrium

level, which stabilises after a few repetitions of the same load. Note that the structure’s

magnetisation does not always reach the same value, e.g. A1 and A2 appear to end at a

similar level, while A5, which started with the samemagnetisation as A2, ends at a different

value.
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5.3.3. Discussion

The observedmagnetic behaviour can be explained by the movement of magnetic domain

walls.When sufficient energy is introduced in the material, these walls break away from

their pinning sites, eventually settling to a new wall configuration. Overcoming these new

pinning sites requires additional energy, which can only be provided by introducing strain

energy that surpasses the previously sustained level (Jiles and Atherton, 1984). Ultimately,

the ideal—anhysteretic—magnetisation state should be attained (the law of approach (Jiles,

1995)), which represents the globalmagnetic equilibrium given an external field and pinning

site distribution (Tebble and Craik, 1969, p. 401).

The data presented in Figure 5.6 implies that the magnetisation asymptotically ap-

proaches some common ideal value, which would be in between the final values obtained in

tests A3 and A5.Whether this value corresponds to the (ideal) anhysteretic magnetisation

state is unknown; this would require generating a decaying alternating external field using

magnetising coils that completely surround the structure (Bozorth, 1951/1993, p. 8), which

have already been dismissed as impractical at this scale. Similar toMaylin and Squire (1993a),

the test data indicates that local magnetic equilibria are reached due to repeated loading.

The exact numerical value of the acquired equilibrium is difficult to predict and differs even

for tests starting at seemingly identical initial magnetisation states, e.g. tests A2 and A5. As

soon as themagnetisation reaches a certain local equilibrium, the induced strains cause only

reversible magnetisation changes; these reversible transient strain-inducedmagnetisation

changes are discussed in Chapter 6.

When a new peak strain is introduced, the magnetisation’s evolution displays a con-

spicuous approach towards a newmagnetic equilibrium (Figure 5.6).Themodel equations

for irreversible magnetisation changes due to strain as proposed by Jiles (1995) and the

extension of Xu et al. (2012b) could in principle be applied to this situation, which would

also show a comparable decay. Unfortunately, it is expected that, for each new equilibrium,

a new set of coefficients has to be determined, limiting this modelling approach solely to

academic purposes.

5.4.Detecting and localising regions of plastic deformation
In this section, the focus is placed on the investigation of the relation between plastic

deformations and the measured remanent stray field.The aim is to develop a method to

effectively discriminate between the two different causes of irreversible magnetisation

changes.

5.4.1.Measurementprocedure

Analogous to the final test in phase A, the cylinder is prepared magnetically such that it

resides in initial magnetic state 𝔹, which opposes the geomagnetic field. Starting from
a drop height of ℓ = 1000mm, the cylinder is repeatedly impacted until the remanent
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Table 5.2:Detailed description of the tests in phase B in consecutive order. Suffixes i, e and p denote initial state,
elastic and plastic deformation, respectively.The drop height is represented by ℓ, the (average) measured peak
strain is 𝜀𝑧 and the number of impacts needed to reach a magnetic equilibrium is denoted by #.

id ℓ [mm] 𝜀𝑧 [𝜇m/m] #

B1i - - -
B2e 1000 832 5
B3e 1500 1200 5
B4e 2000 1510 8
B5p 2500 1574 1
B6p 2500 1550 1
B7p 2500 1544 1

stray field stabilises.Thereafter, the impact height is increased by 500mm, repeating the

procedure until visible plastic deformation develops.

5.4.2. Results

An overview of the performed tests in phase B is summarised in Table 5.2, which includes

the measured peak strain (𝜀𝑧) averaged over the number of impacts needed to reach a
magnetic equilibrium (#). During test B5p, visible plastic deformation developed at the top

of the cylinder; this location of the damaged zone is in accordance with damage reported

in other low-velocity dropmass experiments (Karagiozova and Jones, 2000). A close-up of

the sustained damage is presented in Figure 5.7a, which shows a so-called elephant foot

buckle: a localisedprotrusion close to the impacted end.To accommodate such apronounced

permanent change in the geometry of the structure, substantial plastic deformation has

developed in the material. Initially, the plastic zone is confined between 𝜃 = 270° and

𝜃 = 360°. Subsequently, it progresses in the positive 𝜃-direction during test B6p and B7p, as
indicated in Figure 5.7b.

Three-dimensionalmapof the strayfield

After each test, the magnetic stray field in the vicinity of the top of the cylinder is mapped

using the procedure described in Section 5.2.2. Figures 5.8a, 5.8b and 5.8c present the stray

field measured after test B3e, B4e and B5p, respectively. It is clear that the global shape of

the field is preserved in between tests. However, in accordance with Phase A, the stray field

does evolve with increasing impact height, which becomes apparent by considering the

difference field Δ�̄�.When the induced strains remain in the elastic regime (i.e. from B3e to

B4e), the shape of the difference field resembles that of the total stray field (Figure 5.8d),

which indicates that structure’s magnetisation increases in magnitude while retaining

its direction. However, after the plastic deformation developed (i.e. from B4e to B5p), the

change in the stray field is no longer uniform,but depends on the circumferential coordinate

(Figure 5.8e).Most of the change is directed towards the cylinder (similar to the elastic case),
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Figure5.7:Developed visible plastic deformation andprogressionwith subsequent tests. (a) Close-upof the induced
visible plastic deformation at the top of the cylinder inflicted during test B5p. (b) Circumferential location of the
plastic region sustained during test B5p, B6p and B7p.
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Figure 5.8:Three-dimensional map of the magnetic stray field in the vicinity of the top of the cylinder. (a) B3e.
(b) B4e. (c) B5p. (d) Δ�̄� between B3e and B4e. (e) Δ�̄� between B4e and B5p.
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Figure 5.9:Circumferential profile of the radial component of the magnetic stray field �̄�𝑟measured on rings with
𝑑 = 20mm.Grey areas indicate regions where visible plastic deformation developed; darker shaded regions were
inflicted earlier. (a) R01, 𝑧 = 150mm. (b) R04, 𝑧 = −20mm. (c) R07, 𝑧 = −100mm. (d) R10, 𝑧 = −275mm.

while at some locations the change is directed outwards.This behaviour ismost pronounced

onmeasurement ring R04, which is the closest to the top edge of the cylinder.

Circumferential profiles of the radial strayfield component

Given the abundance of information contained in Figure 5.8, it is difficult to use the three-

dimensional data to detail the irreversible changes due to the impacts. To explicate these

changes, circumferential profiles of the radial component of the stray field �̄�𝑟 are presented
in Figures 5.9 and 5.10, which correspond to data obtained on a single measurement ring.

The radial component is selected as it dominates the field at the top of the cylinder, especially

in the difference field Δ�̄�. Since the stray field is determined by the magnetisation of the
entire structure, the profiles are shown for two sets of measurement rings, which provides

themeans to determine how localised the influence of the damage is on the stray field. First,

Figure 5.9 shows the circumferential data with a constant offset 𝑑 = 20mm at four distinct

axial rings: R01, R04, R07 and R10. Second, Figure 5.10 displays the data from three rings
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Figure 5.10:Circumferential profile of the radial component of the magnetic stray field �̄�𝑟measured on rings with
𝑧 = −20mm.Grey areas indicate regions where visible plastic deformation developed; darker shaded regions were
inflicted earlier. (a) R04, 𝑑 = 20mm. (b) R05, 𝑑 = 100mm. (c) R06, 𝑑 = 300mm.
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Figure 5.11: Evolution of �̄�𝑟 in between tests at four selected circumferential positions with 𝑑 = 20mm. (a) R01,
𝑧 = 150mm. (b) R04, 𝑧 = −20mm. (c) R07, 𝑧 = −100mm. (d) R10, 𝑧 = −275mm.

with increasing offset in which the axial position remains constant at 𝑧 = −20mm: R04,
R05 and R06. In the circumferential profiles, four distinct regions are shaded conform the

colours introduced in Figure 5.7, indicating where and when visual plastic deformation

developed.

Evolutionof the strayfield at selected circumferential positions

To further clarify the effect of the increased impact heights on the remanent stray field and

the progression of the damage, the stray field at four circumferential positions is presented:

𝜃 = 150° (no plastic deformation), 𝜃 = 330° (B5p), 𝜃 = 30° (B6p) and 𝜃 = 60° (B7p). For each of

these regions, Figures 5.11 and 5.12 show the evolution of �̄�𝑟 with each test. In the figures,
the error bars indicate the uncertainty in the measured value corresponding to 2% of ‖𝑩‖.
Similar to the results of Phase A, the evolution of the remanent stray field displays a tendency

to converge towards a constant value during the increase of the impact height. However, as

soon as the reported damage has developed, a deviation from this trend is observed, e.g.

Figure 5.11b. In the ensuing discussion, this behaviour is further analysed.
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Figure 5.12:Evolution of �̄�𝑟 in between tests at four selected circumferential positions with 𝑧 = −20mm. (a) R04,
𝑑 = 20mm. (b) R05, 𝑑 = 100mm. (c) R06, 𝑑 = 300mm.
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5.4.3. Discussion

Below, the discussion on the reported stray field measurements is split into three topics:

the initial magnetic state, the elastic regime and the plastic regime.

The initialmagnetic state

Initially (test B1i), the structure’s magnetisation is in initial state𝔹, in which the magnet-
isation is non-zero and is directed upwards close to the magnetising coil, i.e. R10; this

results in an outwards pointing (positive) radial stray field (Figure 5.11d). However, the

magnetisation at the top of the cylinder is close to the demagnetised state (see e.g. the

circumferential profiles in Figure 5.9). Due to the presence of the external geomagnetic

field, the weak remaining magnetisation in the structure adheres to the direction of the

external field, resulting in the measured inhomogeneous initial stray field profiles for �̄�𝑟.
The observed skewness of the initial (and subsequent) profiles (Figures 5.9 and 5.10) stems

from the geometry-induced demagnetising field caused by the horizontal component of the

geomagnetic field, which points approximately towards 𝜃 = 325°.

Elastic regime

Subsequently, the axial impacts introduce sufficient energy to magnetise the structure

further; its magnetisation aligns with the external field 𝑩0. Naturally, this observation is

completely in line with the results discussed previously for the elastic loading in Phase A.

Due to the increasing strain energy supplied to the structure, the magnetisation progress-

ively tends towards the global magnetic equilibrium (anhysteretic magnetisation). In the

circumferential profiles, the gradual expansion of the profile measured after test B2e with

each test illustrates this tendency. Since this behaviour is apparent in all profiles along

the axial line with 𝑑 = 20mm (Figure 5.9) and the line with increasing offset (Figure 5.10),

it is reasonable to assume that the increase of the magnetisation is uniformly occurring

throughout the structure.

In Figures 5.11 and 5.12, the evolution of the stray field (and consequently the magnet-

isation) resembles the lines measured during Phase A presented in Figure 5.6.The large

difference between the initial state (B1i) and the stray field after 5 impacts of 1000mm (B2e)

stems from the fact that the initial state is noticeably different from the global magnetic

equilibrium. For the subsequent tests within the elastic regime, the differences between

successive stray field values are smaller but significantly larger than the measurement error

in most cases. An exception to this trend appears between B2e and B3e at 𝜃 = 330° for R04

(Figure 5.11b) and R07 (Figure 5.11c). However, this difference lies within the error margin;

hence, the converging trend appears to continue as well at these locations.

Plastic regime

In contrast, as soon as plastic deformation develops, e.g. test B5p at 𝜃 = 330°, the evolution

of the stray field deviates from the aforementioned converging trend (Figure 5.11b).This
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is a consequence of the deterioration of the magnetic properties due to the formation of

additional pinning sites and residual strain (Jiles, 1988a), which results in a reduction of

the magnetisation in the affected area. Since ring R04 is the closest to the damaged area,

Figure 5.11b shows the break of the trendmost clearly. For circumferential positions where

no visible damage developed in test B5p (𝜃 = 30°, 𝜃 = 60° and 𝜃 = 150°), the trend towards

global equilibrium simply continues until plastic deformation does develop, i.e. during test

B6p and B7p at 𝜃 = 30° and 𝜃 = 60°, respectively.Therefore, it seems that the departure from

this trend permits not only detecting, but also localising the damage.

Since the stray field is generated by the magnetisation of the entire structure, it is

important to check up to which distance from the damaged region the deviation from

the tendency towards global equilibrium is significantly measurable. Naturally, it is to be

expected from a non-contact method to infer plastic deformation that the magnetisation

reduction is noticeable at several offsets from the structure’s surface—in this case, different

measurement rings. Figure 5.11b demonstrates that for R04 (directly next to the damaged

area), the deviation is most pronounced. At R07 (Figure 5.11c), the effect of the plastic region

is significant at 𝜃 = 330° and 𝜃 = 30°. However, no effect of the development of plastic

deformation is visible for the two rings further from the top edge of the cylinder, i.e. R01

(Figure 5.11a) and R10 (Figure 5.11d). Similarly, for increasing distance from the cylinder’s

surface, R05 (Figure 5.12b) displays the same behaviour as on R04 (Figure 5.12a), albeit less

pronounced. For R06 (Figure 5.12c), the deviation is only visible at 𝜃 = 330° and 𝜃 = 30°.

From this data, one can conclude that the stray field measurements enable one to localise a

region of plastic deformation.

During the development of plastic deformation, the remanent stray field irreversibly

changes as a result of three physical processes of which the effects are superimposed:

(i) deterioration of magnetic properties due to the formation of plastic deformation.This

always results in a local decrease of strength of the magnetisation, and reciprocally a

demise of the stray field’s amplitude in the vicinity of the damage;

(ii) irreversible domain wall motion due to energy provided by elastic deformation (Sec-

tion 5.3.3). For the presented results, this constitutes to a relatively small increase of

themagnitude of themagnetisation,which is clear from the evolution of the stray field

during tests B2e to B4e;

(iii) permanent change in the geometry due to the damage, which brings the surface of the

cylinder closer to the sensor (Figure 5.7a). Normally, the strength of themeasured stray

field increases when a ferromagnetic material comes closer to a magnetic field sensor.

Of these three processes, only the first reduces the stray field’s magnitude.The latter two

increase the measured strength of the stray field. Given that, due to the development of

the plastic zone, the amplitude of the measured stray field still diminished, one is inclined

to conclude that the sustained damage significantly reduced the local magnetisation, and
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that this decline can only be attributed to the development of a region of substantial plastic

deformation.

5.5. Limitations of themethod todetect plastic zones
To successfully ascertain the cause of the irreversible magnetisation changes—and thus to

detect and localise plastic deformationwhen that develops—using theobservationdiscussed

above, certain conditions have to be met, limiting the direct application of this method.

These limitations are addressed below.

5.5.1. The initialmagnetic state

Although the magnetisation’s tendency towards a global equilibrium state resulting from

elastic load cycles is pronounced, the experimental data show that the exact value of this

magnetic equilibrium state cannot easily be determined a priori. Fortunately, an exact

value is unnecessary to detect and localise plastic deformation, since the development

of permanent strain violates the trend. However, for some initial magnetic states, this

transgression is not observed when plastic deformation forms, which becomes clear by a

closer examination of the local equilibrium positions of the magnetisation, which govern

the observed behaviour.

Figure 5.13 presents a simplified representation of the energy 𝐸 associated with each
value of the structure’smagnetisation𝑀. In reality, the line is a hypersurface,which depends
on a plethora of parameters: external field strength and orientation, elastic strain, temperat-

ure, and,most importantly, the distribution of pinning sites for the magnetic domain walls.

The (local) minima of the hypersurface, indicated the vertical dotted lines, are the admiss-

ible values for the structure’s magnetisation. According to its definition (Tebble and Craik,

1969, p. 401), the anhysteretic magnetisation𝑀an for the given field strength, dislocation

distribution and strain is represented by the global minimum of the hypersurface.

Assuming that the dislocation distribution does not change significantly due to induced

elastic strains, the additional strain energy introduced by a new peak strain provides the sys-

temwith sufficient energy to overcome the barrier that originally prevented it from reaching

a lower energy state. Hence, induced elastic strain 𝜀𝑒moves the magnetisation closer to the
anhysteretic state, which is illustrated by the arrows at the top of Figure 5.13.When plastic

strain 𝜀𝑝 develops, the dislocation density increases. These newly-formed pinning sites

disintegrate the existing magnetic domains, reshaping the hypersurface, and shifting the

global minimum towards zero magnetisation.The direction of the magnetisation change

caused by plastic deformation is marked by the arrow below the figure.

When the structure’s initial magnetic state is in the grey-shaded area shown in Fig-

ure 5.13, the remanent stray field displays the behaviour described above: the deviation from

the trend allows one to discriminate between the two causes for irreversible magnetisation

changes. Nonetheless, for an initial magnetisation in the unshaded area, both elastic and

plastic strain tend to decrease the magnetisation, obscuring the cause of the permanent



5.5. Limitations of themethod to detect plastic zones

5

99

0 𝑀an

𝑀

𝐸
increasing 𝜀𝑒

increasing 𝜀𝑝

Figure 5.13: Simplified representation of the energy 𝐸 associated with the attained magnetisation𝑀, in which the
global minimum corresponds to the anhysteretic magnetisation𝑀an.

shift in the magnetisation. Hence, to successfully identify the source of an irreversible mag-

netisation change, the initialmagnetic state of the structuremust lie within the shaded area.

This can be achieved by magnetically preparing the structure’s area of interest in one of the

two following ways: demagnetising or magnetising with a magnetising field that opposes

the local geomagnetic field.The former is simpler to accomplish in a practical situation as

the structure does not have to be fully demagnetised; therefore, a hand-held device—as

used in the reported experiment—already suffices.

Since the hypersurface contains all relevant information to determine the magnetic

state of a structure in case the external stimuli change, an expression for that surface would

provide an extremely useful insight into the dynamics of the magnetomechanical response

of a structure. Unfortunately, deriving such an expression is an immense exercise, which

requires detailed inputs, e.g. the domain and dislocation distributions.These quantities are

difficult to determine experimentally, especially for large-scale structures.Therefore, the

derivation of such an expression is left out of the scope in this thesis.

5.5.2. Applicationof the load

Since the direction of change of the remanent magnetic stray field towards the new equi-

librium state is initially ambiguous, the load should be introduced gradually to reveal the

trend towards the global equilibrium. Fortunately, the hammer energy is incrementally

introduced when amonopile is driven, since the soil resistance is lower during the initial

stages of installation. Hence, during a typical monopile installation, the requirement of the

gradual introduction of the load is automatically satisfied.
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5.5.3. Sensor position

Since the changes of the remanent stray field are relatively small, not only the use of a

high-accuracy magnetometer is advisable, but also the placement of the sensor should

be considered with care in order to reduce the possibility of a false positive. Due to the

geometry of the structure, the stray field is not uniform. Consequently, an accidental shift

of the sensor’s position relative to the pile results in a permanent change in the measured

stray field that is indistinguishable from deformation-induced irreversible changes. Hence,

to successfully detect and localise regions of plastic deformation in the structure, the sensor

should retain its position with respect to the structure in between load cycles. Future re-

search should be devoted to finding practical solutions to preserve the sensor’s position or

correcting for the effects of relative displacements if they occurred. Additionally, as Equa-

tion (5.2) relies explicitly on the distance between the measurement point and the structure,

further research should be devoted to determining the optimal distance at which plastic

deformation reliably can be identified in a structure subjected to dynamic loading.

5.6. Generalisationof theproposedmethod
In this section, various aspects relevant to generalising and improving the proposedmethod

are treated.

5.6.1. Quantifying theplastic strain

Based on the presented data, quantifying the plastic deformation is not possible at present.

However, by including a dependency on plastic strain in a model for the magnetisation𝑴(𝒓)
in Equation (5.2), this should ultimately be realisable. Sablik et al. (2004) andWang et al.

(2011) have presented phenomenological models that account for the development of plastic

deformation. Once such a description is included in the modelling framework presented in

Chapter 4, the amount of plastic deformation can be estimated.However, at present, it is still

unknown whether the parameters encountered in current models that allow the modelling

of plastic strains are structure-dependent or not. Additional experimental research should

shed light on this aspect. Most probably, quantitative prediction of the induced plastic

deformation entails a calibration step, which is a topic of future investigation.

5.6.2. Pure tensile loads

In the presented experiment, the measured irreversible magnetisation changes result from

compressional load cycles, and the stray field reaches an equilibrium after a few cycles.

However, ferromagnetic materials display an asymmetric response to compressive and

tensile strain in isostrain scenarios (Craik andWood, 1970). Fortunately, experimental data

from small-scale steels specimens subjected to purely tensile load cycles are available. Bao

et al. (2010) present graphs of the magnetic field against the applied strain, which show

that the magnetic field returns to its initial value after removal of the load, indicating that
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the specimen’s magnetisation is at an equilibrium. Furthermore, visual analysis of the data

presented inFigure 4 ofBao et al. (2016) indicates that themeasured remanentmagneticfield

initially increases with increasing elastic strain until a yield limit is reached. At that point,

the amplitude of the magnetic field decreases with the development of plastic deformation.

For other specimens reported in the samework, changes in themagnetic field do not exhibit

this behaviour, which can be explained by the fact that the specimens are not demagnetised

prior to loading. Thus, the initial magnetisation for these specimens could be such that

the effects of elastic and plastic deformations reinforce each other. All in all, these other

experiments are compelling evidence that the method introduced in this chapter is also

valid for structures loaded purely in tension when the specimen has an appropriate initial

magnetic state.

5.6.3. Other load types

Next to load cycles in pure compression or tension, a structure can also be loaded in an

alternating fashion: a compression-tensile cycle. Most experimental data of strain-induced

magnetisation changes for specimens repeatedly subjected to such oscillating cycles pertain

to low-cycle fatigue experiments, in which considerable plastic deformation is inflicted

during each cycle (Bao and Gong, 2012; Erber et al., 1997). Ruuskanen and Kettunen (1991)

report reversible magnetisation changes due to sinusoidal loading with varying amplitude,

which remain in the elastic regime.Unfortunately, it is difficult to determine from their data

if the measured magnetisation returns to the same value when the specimen is unstrained.

Moreover, the authors examine a rod surrounded by a search coil, which is a configuration

in which the effect of the demagnetising field is negligible. Consequently, a dedicated

experiment should be conducted to demonstrate whether the magnetisation of a more

complex structure attains a magnetic equilibrium due to alternating cyclic loading. If this

turns out to be the case, detecting and localising plastic deformation using the remanent

stray field could also be applied in this loading scenario.

Contrary to the experiments cited above, which are performed with quasi-static loads

(𝑓 < 50Hz), a broad range of frequencies is excited by the impact in the reported dynamic

experiment (𝑓 < 1000Hz, see Figure 5.5b). Experiments with high-frequency magnetic

loading have shown that the loading frequency influences the inducedmagnetisation curves

due to the generation of eddy currents in thematerial (Jiles, 1994a,b).However, the remanent

magnetisation—i.e. the magnetisation in absence of an external field—appeared to be

invariant to the loading frequency. At present, it is unknown whether these conclusions are

equally valid for the remanent magnetic field resulting from high-frequencymechanical

loading.

5.6.4. Fatiguedamage

To detect and estimate fatigue damage, another relevant type of damage in dynamically

loaded structures—e.g.monopile foundations during operational conditions subjected to
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wind and wave loads—future research should be dedicated to magnetisation changes in

case of high-cycle fatigue loading. Potentially, continuous non-contact monitoring of the

structure’s magnetic stray field could lead to a more accurate estimate of the remaining life

time of the support structure.

5.7. Conclusions
In this chapter, data is presented from a unique magnetomechanical experiment, in which

a steel cylinder is subjected to axial impacts from various heights. Due to repeated impacts

that induce elastic strains, the remanent magnetisation converges to a magnetic equilib-

rium state.When the cylinder is subsequently repeatedly impacted with an increased drop

height, the magnetisation quickly settles at a newmagnetic equilibrium.The exact value of

these equilibria is difficult to predict. Nonetheless, the data suggest that the magnetisation

approaches the global magnetic equilibrium: the anhysteretic magnetisation.

When plastic deformation is inflicted by an impact, careful analysis of the measured

remanent magnetic stray field demonstrates that irreversible changes in the structure’s

magnetisation caused by plastic deformation can be distinguished from irreversible changes

due to elastic deformation.The former changes result in a deviation from the tendency of

the magnetisation to converge towards the global equilibrium.Moreover, this behaviour

due the plastic deformation, of which the exact circumferential location is unknown a priori,

is solely observed in the proximity of the affected area, enabling one to localise the damaged

region.

Elastic deformation irreversibly pushes the magnetisation towards the global equilib-

rium, while plastic deformation tends to reduce the value of this magnetic equilibrium

towards zero. For most initial magnetic states, these two processes counteract each other,

manifesting the deviation of the trend towards this global equilibrium.However, for some

initial magnetic states, this identification procedure is not possible. To guarantee that the

initial magnetic state is at the correct position relative to the global magnetic equilibrium

so that the proposedmethod is effective, the structure should be demagnetised.

In the current experiment, each impact generates only compressive structural strains.

An analysis of magnetic data induced by tensile loads reported in literature indicate that the

structure’s magnetisation attains a magnetic equilibriumwhen subjected to these repeated

loads. Moreover, for demagnetised samples, plastic deformation leads to a reduction of

the remanent magnetisation. Hence, the presentedmethod seems similarly applicable in

that case. However, for alternating compression and tension cycles, it remains uncertain

whether a magnetic equilibrium is reached by repetition of the load or not.

After focussing on the irreversible changes of the remanentmagnetic field here, the next

chapter is devoted to the reversible strain-induced stray field changes during an impact.
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TTo infer when and where regions of plastic deformation develop as a result of an axialimpact, the previous chapter has focussed on the evolution of the remanent stray field in

between impacts. However, during loading, the stray field has an additional strain-induced

component, which is related to the transient elastic deformation of the structure. This

chapter analyses the strain-induced components of themagnetisation in order to investigate

whether stray field measurements can be used as a non-contact alternative to traditional

strain gauges.

Thus far, experiments aiming todetect impact-induced strain in steel specimens through

magnetic field measurements have been performed with a split-Hopkinson bar in which a

steel rod is impacted by a striker bar. In the reported literature, a search coil that completely

surrounds the specimen is employed to record the varying magnetic field (Belahcen et al.,

Parts of this chapter are intended to be published in a manuscript under preparation for the Journal of Sound and
Vibration (Meijers, Tsouvalas andMetrikine, 2021c).
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2014; Hecker and Schulz, 1997; Hubert and Rizzo, 2008; Kim et al., 2003; Lollioz et al.,

2006; Peussa and Belahcen, 2015). Given the geometry and size of the specimens, the effect

of the demagnetising field is negligible, and consequently, the quantities of interest are

approximately uniaxial and parallel. However, for a slightly more complex geometry, e.g.

a cylinder, this is no longer the case. To illustrate that, the strain-induced transient stray

field measured during the experiment described in Chapter 5, which exhibits a significant

demagnetising field, is examined by placing the magnetometer at different circumferential

positions.

First, the strain field during an impact is examined in detail to unveil the dominant com-

ponents of the strain tensor. To this end, the deformation field is modelled with an axially

symmetric elastic shell theory, which has previously been introduced in Chapter 2. Second,

the magnetic stray field variations measured during several impacts are presented and

discussed with the emphasis being placed on the similarity between the strain signal and

the stray field components.This is essential in order to infer the elastic strain from the recor-

ded stray field alone.Third, a magnetomechanical model for the reversible strain-induced

magnetisation is developed assuming isotropic magnetic material properties. Simulated

results obtained from the model are compared with the measured data, and the sources for

the observed discrepancies are highlighted. Fourth, the general applicability of the method

to large-diameter monopiles and its possible limitations are discussed. Finally, the chapter

is concluded with a summary of the most important findings.

6.1. Transient strainfield generatedbyanaxial impact
In this section, the measured axial strain is analysed using data collected during the experi-

ment described inChapter 5, ofwhich Figures 6.1a and 6.1b present the set-up.Subsequently,

a mechanical model of a thin-walled cylinder impacted by a free-falling mass is developed

using the axially symmetric elastic theory,which has been introduced inChapter 2.Although

the model is applied to describe the structural response in a lab-scale experiment, the same

model is considered to be applicable to large-diameter monopile installations by means of a

hydraulic hammer.

6.1.1.Measured impact-inducedaxial strain

The set-up of the experiment in which a steel cylinder is repeatedly impacted by a free-

falling concretemass has been described in detail in Section 5.2. During each impact from a

variable height ℓ, two axial strain gauges (type: UFLA-5-11) measure the axial strain 𝜀𝑧.These

devices are diametrically attached to the cylinder’s surface at 𝑧 = −200mm (Figure 6.1b), and

signals are sampled with a frequency of 50 kHz.

Figures 6.2a and 6.2b show the time-frequency plots of the registered axial strain 𝜀𝑧
resulting from an impact with ℓ = 500mm and ℓ = 1500mm, respectively. Clearly, only

compressive axial strain is generated in the cylinder by the impact.The amplitude spectra for

these signals indicate that the energy is contained ina frequency rangeup to 2 kHz.Moreover,
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Figure 6.1:The experimental set-up. (a) Detailed schematic representation. (b) Annotated photograph of the set-up.
(c) Simplified schematic representation replacing the concrete block by a point mass𝑚𝑏.

the time series can be split into two distinct strain pulses with different duration: the short

primary strain pulse (𝑡1 = 0 ≥ 𝑡 ≥ 5ms), and the secondary strain pulse (𝑡2 = 5 ≥ 𝑡 ≥ 40ms),

which has a lower frequency content than the former.These two time intervals are indicated

in Figure 6.2. Even though the impact from ℓ = 1500mm introduced significantly more

energy into the system than the impact from ℓ = 500mm, the frequency content of the

strain signals appears approximately equal. Only the amplitude of the signals differs. Using

the results from themodel to simulate the experiment developed hereafter, the observed

behaviour of the strain is explained later in this chapter.

6.1.2. Governing equations for anaxially symmetric cylinder

The data collected at a large-diameter monopile installation (Section 2.2.4) have shown that

the axi-symmetric membrane theory is adequate to predict elastic deformations induced

by a hammer blow, since the dispersion characteristics of stress waves propagating in the

pile are captured correctly in the frequency range of interest. In the lab-scale experiment,

the impact is generated by a free-falling concrete block, which is modelled as a point mass

𝑚𝑏moving in the gravitational field along the 𝑧-axis (Figure 6.1c).Themass interacts with

the cylinder at 𝑧 = 0 through a non-linear spring and dashpot.When an additional mass𝑚𝑎
is located at the top of the pile (representing the anvil of a hydraulic hammer), the system is

equivalent to the hammer-pile interaction model examined by Deeks and Randolph (1993).

Thus, the mechanical model outlined hereafter can be applied to predict elastic strains

during the installation of large-diameter monopiles. To accommodate the more complex

behaviour of hydraulic impact hammers, the single mass𝑚𝑏 could be replaced by multiple

masses. However, for the current laboratory set-up, a single impacting mass is assumed to

be sufficient.Additionally, in reality, soil resistancewill be present at the lower end of the pile.

In themodel described below, the distributed stiffness and damping (Section 2.4) is omitted
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Figure 6.2: Time-frequency analysis of the axial strain 𝜀𝑧measured at 𝑧 = −200mm. (a) Impact with ℓ = 500mm.
(b) Impact with ℓ = 1500mm.

due to their absence in the set-up studied here. Only tip resistance is incorporated through

a mass, damping and stiffness term, which are represented by 𝑚𝑠, 𝑐𝑠 and 𝑘𝑠, respectively
(Figure 6.1c). It is expected that the model without the axially-distributed soil resistance

gives a fair prediction of the first downwards propagating stress wave in a pile.

Axially symmetricmembraneequations

Tomodel the deformation of the cylinder, the axially symmetric membrane theory is em-

ployed,which is obtained by considering only the𝑛 = 0 circumferentialmode in theDonnell–

Mushtari operator for a cylindrical shell, while simultaneously neglecting bending of the

shell’s surface. Due to these assumptions, the circumferential deformations decouple from

the two other displacements: the axial 𝑢(𝑧, 𝑡) and radial 𝑤(𝑧, 𝑡) displacements, in which
the 𝜃-dependency is discarded due to symmetry. Once the axi-symmetric operator (Equa-
tion (2.8)) has been transformed into dimensional form, the governing equations for the

two displacement components read:

𝜌𝐴
𝜕2𝑢
𝜕𝑡2

=
𝐸𝐴

1 − 𝜈2 �
𝜕2𝑢
𝜕𝑧2

+
𝜈
𝑅
𝜕𝑤
𝜕𝑧 �

, (6.1a)

𝜌𝐴
𝜕2𝑤
𝜕𝑡2

= −
𝐸𝐴

1 − 𝜈2 �
𝜈
𝑅
𝜕𝑢
𝜕𝑧

+
𝑤
𝑅2 � , (6.1b)

in which 𝐴 = 2𝜋𝑅ℎ denotes the cross-sectional area of the cylinder, 𝑅 is the radius, ℎ
represents the wall thickness, and 𝐿 is the cylinder’s length.Thematerial properties are the

density 𝜌, Young’s modulus 𝐸, and Poisson’s ratio 𝜈.
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Equationofmotionof the impactingblock

The impacting concrete block has a mass 𝑚𝑏 and is modelled by a simple one-degree-of-

freedom system, in which its motion 𝑢𝑏(𝑡) is governed by

𝑚𝑏�̈�𝑏 = −𝑚𝑏𝑔 + 𝐹𝑖(𝑡) , (6.2)

where a dot above a quantity represents the ordinary derivative with respect to time, 𝑔 is the
gravitational acceleration and 𝐹𝑖(𝑡) denotes the non-linear interface force as defined below.

Interface condition at 𝒛 = 0

At the interface of the cylinder and the block (𝑧 = 0), the two boundary conditions for the

membrane equations are

𝐹𝑖(𝑡) = −
𝐸𝐴

1 − 𝜈2
𝜕𝑢
𝜕𝑧

− 𝑚𝑎
𝜕2𝑢
𝜕𝑡2

, (6.3a)

𝑤 = 0, (6.3b)

in which𝑚𝑎 represents the anvil mass.The latter expression implies that the radial displace-

ment remains zero for all 𝑡, while the former relation relates the axial force in themembrane
to the aforementioned interface force, i.e.:

𝐹𝑖(𝑡) =

⎧⎪⎪⎨
⎪⎪⎩
𝑘𝑖 [𝑢(0, 𝑡) − 𝑢𝑏(𝑡)] + 𝑐𝑖 [�̇�(0, 𝑡) − �̇�𝑏(𝑡)] if 𝑢𝑏(𝑡) < 𝑢(0, 𝑡) ,

0 otherwise.
(6.4)

The description above ensures that only when the block and the cylinder are in contact a

force is activated.The stiffness and damping of the interface element are labelled 𝑘𝑖 and 𝑐𝑖,
respectively.

Boundary condition at 𝒛 = −𝑳
At the lower end of the cylinder (𝑧 = −𝐿), the following boundary conditions apply:

𝐹𝑠 =
𝐸𝐴

1 − 𝜈2
𝜕𝑢
𝜕𝑧

= 𝑘𝑠𝑢 + 𝑐𝑠
𝜕𝑢
𝜕𝑡

+𝑚𝑠
𝜕2𝑢
𝜕𝑡2

, (6.5a)

𝑤 = 0, (6.5b)

in which𝑚𝑠 denotes the mass of the support structure. Again, the radial displacement is

zero, while the axial membrane force is proportional to the displacement and velocity of the

structure at the same location through the stiffness 𝑘𝑠 and damping 𝑐𝑠, respectively.

Initial conditions at 𝒕 = 0

Initially, the cylinder is at rest. Instead of prescribing the impact height ℓ of the concrete
block explicitly, the velocity reached during a free fall from that height is imposed.Therefore,
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the initial conditions for the impacting mass are given by

𝑢𝑏(0) = 0, (6.6a)

�̇�𝑏(0) = −�2𝑔ℓ. (6.6b)

The sign in the velocity term is negative to account for the downward acceleration experi-

enced by the block due to gravity.These initial conditions ensure that the impacting block

and the cylinder are directly in contact at 𝑡 = 0.

Extracting the strain components

Once the displacement fields 𝑢(𝑧, 𝑡) and 𝑤(𝑧, 𝑡) have been determined, the non-zero com-
ponents of the strain tensor 𝜀(𝑧, 𝑡) are easily computed using the dimensional form of

Equation (2.15):

𝜀𝑧 =
𝜕𝑢
𝜕𝑧

, (6.7a)

𝜀𝜃 =
𝑤
𝑅
, (6.7b)

in which 𝜀𝑧 and 𝜀𝑧, represent the axial and the circumferential strain, respectively. Note
that the shear strain 𝜀𝑧𝜃 is equal to zero due to the absence of the torsional motions in the
structure.

Solution strategy

As the system of governing equations described above is non-linear, a numerical solution

strategy is employed. Spatially, the cylinder is discretised with linear finite elements using

FEniCS (Logg et al., 2012) with Δ𝑧 = 15.2mm. For the time resolution, an adaptive Runge-
Kutta 4–5 timemarching scheme (Fehlberg, 1969) is used. Table 6.1 lists the numerical values

for the model parameters. For the stiffness and damping coefficients at the interface and

the support, no values are known a priori. Consequently, these values are obtained with

an identification procedure, in which the amplitude and the frequency content of the axial

strain at 𝑧 = −200mm for the primary and secondary pulse of the simulated time series is

matched to the measured signal. For three impacts height, Table 6.2 presents the calibrated

parameters.

6.1.3. Simulated impact-induced strainfield

Figures 6.3a, 6.3b and 6.3c compare the measured and simulated axial strain for a sensor

located at 𝑧 = −200mm induced by an impact with ℓ = 500mm, ℓ = 1000mm and ℓ =

1500mm,respectively. For clarity, the presented signals have beenfiltered by a low-pass filter

with a cut-off frequency of 2 kHz. In all cases, the model predicts the shape and amplitude

of the primary strain pulse very well, while the correspondence with the secondary strain
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Table 6.1: Parameters to model the dynamic response of a cylinder impacted by a free-falling mass.

Parameter Value Parameter Value Remark

𝑔 9.81m/s2 𝑅 203.2mm
𝜌 7850 kg/m3 ℎ 2.5mm 𝑧 ≥ −500mm
𝐸 210GPa ℎ 8.0mm 𝑧 < −500mm
𝜈 0.3 𝑚𝑏 400 kg
𝐿 1500mm 𝑚𝑎 0 kg

𝑚𝑠 350 kg

Table 6.2:Estimated stiffness (𝑘) and damping (𝑐) parameters. Suffixes 𝑖 and 𝑠 indicate the interface between the
impacting mass and the cylinder, and the support, respectively.

Parameter Values ℓ [mm]
𝑘𝑖 [170, 250, 450]MN/m [500, 1000, 1500]
𝑐𝑖 [ 80, 50, 50] kNs/m [500, 1000, 1500]
𝑘𝑠 [ 18, 18, 18]MN/m [500, 1000, 1500]
𝑐𝑠 [ 50, 50, 120] kNs/m [500, 1000, 1500]

pulse is inferior, but still adequate. Despite this mismatch, this relatively simple model is

able to predict the strain induced in the cylinder by an impact.

From the simulated impacts, one can understand the interaction between the impacting

block and the cylinder, and how that yields the distinct shape of the measured strain signal.

To this end, the mean displacement of the cylinder 𝑢𝑐(𝑡) and the position of the mass 𝑢𝑏(𝑡)
for an impact with ℓ = 1500mmare analysed, which are shown in Figure 6.3d.The initial

impact accelerates the cylinder downwards, while simultaneously decelerating the mass. In

effect, the cylinder moves away from themass, even resulting in a short period where no

contact exists between the two objects.However, the support pushes the cylinder up, and the

block continues to move down due to the experienced gravitational pull. Consequently, they

come in contact again introducing compressional strain (the secondary strain pulse), while

moving upwards together. At 𝑡 ≈ 30ms, the concrete mass disconnects from the cylinder,

and the strain reduces to zero.

A further point of interest is the spatial distribution of the non-zero components of

the strain tensor: the circumferential strain 𝜀𝜃 and the axial strain 𝜀𝑧. Figure 6.4 presents
the simulated time series at 𝑧 = −200mm for both strain components. Additionally, the

strain distribution over the cylinder’s length is presented for six time instances, which are

indicated in the time series bypointswith corresponding colours.Except for the points in the

ascending branch of the primary strain pulse, the strains are relatively uniformly distributed

along the 𝑧-axis, which indicates that the cylinder is compressed equally over its length,
effectively acting as a spring.This response is a consequence of the excited wavelengths,

which are much longer than the length of the cylinder. Only during the ascending branch

of the primary strain pulse, wavelengths are excited that are shorter than the structure’s
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Figure 6.3:Mechanical quantities fromamodelled impactwith different drop heights ℓ. (a)Modelled andmeasured
axial strain at 𝑧 = −200mm for ℓ = 500mm. (b)Modelled andmeasured axial strain at 𝑧 = −200mm for ℓ = 1000mm.
(c) Modelled andmeasured axial strain at 𝑧 = −200mm for ℓ = 1500mm. (d) Simulated mean displacement of the
cylinder 𝑢𝑐 andmodelled displacement of the impacting mass 𝑢𝑏 for ℓ = 1500mm.
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Figure 6.4: Simulated strain signals for an impact with ℓ = 1500mm. (a) Circumferential strain registered by a
virtual strain gauge at 𝑧 = −200mm. (b) Spatial variation of the circumferential strain at selected timemoments, in
which the dashed grey line indicates the position of the virtual strain gauge. (c) Axial strain registered by a virtual
strain gauge at 𝑧 = −200mm. (d) Spatial variation of the axial strain at selected timemoments, in which the dashed
grey line indicates the position of the virtual strain gauge.

length, indicated by the non-uniform variation of the strain along the 𝑧-axis—the wave
front can be distinguished in that case.

The graphs in Figure 6.4 also indicate that the shape of the axial distribution of the

circumferential strain is approximately identical to the one of the axial strain.This is not

surprising, since the excited frequencies 𝑓 are well below the ring frequency of the structure
(𝑓𝑟 = 4.2 kHz). As seen in Section 2.3.2, the axial and circumferential strains are related by

𝜀𝜃 =
𝜈

Ω2 − 1
𝜀𝑧, (6.8)

in which Ω = 𝑓/𝑓𝑟. Given that 𝑓 < 2 kHz, it is easily verified that 𝜀𝜃 ≈ −𝜈𝜀𝑧, which is
confirmed by comparing the amplitudes of the two strain signals. For this small value ofΩ,
the stress state in the cylinder is essentially uniaxial with only one non-zero component 𝜎𝑧.

6.2. Analysis of the transientmagnetic strayfield
After examining the dynamic strain field, the focus is shifted to the effect of elastic deform-

ations on the structure’s magnetisation. Given the expected frequency content (identical

to that of the induced strains, i.e. up to 2 kHz) and the anticipated amplitude of variation

in the measured magnetic field (0.1–10𝜇T), an appropriate magnetometer is selected to
capture the strain-induced stray field.
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6.2.1. Sensor selection andpositioning

As seen in Chapter 5, a triaxial fluxgate magnetometer is the optimal choice to measure

the remanent magnetic stray field due to its high sensitivity. Unfortunately, the operating

frequency range of this specific magnetometer type is restricted to 1 kHz. For the static

remanent field, this is sufficient; but not for the dynamic signals, since aminimumsampling

frequency of 4 kHz (twice the maximum frequency of interest) is required to prevent ali-

asing (Shin and Hammond, 2008).

A commonmagnetometer type that can be sampled with a tolerable rate relies on the

Hall effect. Based on the graph displaying the sensitivities of different magnetometer types

by Edelstein (2007), nonetheless, it is concluded that this type of sensor is also not suitable

for the current purpose, because the lower limit of its sensitivity range coincides with the

magnitude of the geomagnetic field. Given its apparent simplicity and sensitivity range,

the next alternative is to employ a dedicated search coil in each orthogonal direction to

capture the fluctuating magnetic field in the vicinity of the pile. However, such search coils

are notoriously difficult to use as they have to be specifically designed for the magnitude of

the magnetic field and frequency range of interest (Ripka, 2000, chap. 2). Hence, this type

of magnetometer is discarded at this point.

In the end, the preferred magnetometer type is an Anisotropic Magnetoresistive (AMR)

sensor, in which the electrical resistance of amaterial changes in the presence of an external

magnetic field (Jogschies et al., 2015).The employed biaxial sensor (type: HMC1052L) has a

measuring range of ±600𝜇T, a sensitivity of 20𝜇T/mV (𝑉bridge = 5V), and a noise density of

1 nT/√Hz at 1 kHz.Most importantly, the magnetic field can be sampled at a sufficient rate
due its bandwidth, which ranges from 0 to 5MHz. Before the magnetic signal is recorded

by a data acquisition system, the signal is amplified by a factor thousand.While a triaxial

sensorwould have provided a completer image of the transient components of the stray field,

it proved difficult to acquire one within the time frame of the experiment. Consequently,

a biaxial sensor has been selected that monitors the two dominant components of the

magnetic stray field: the radial and axial components.

Both the strain and magnetic field are measured with a sampling rate 𝑓𝑠 = 50 kHz

using a 16-bit data acquisition system (National InstrumentsUSB-6343). Given the required

frequency range based on the frequency content of the strain signal, this might appear to

be an unnecessary high rate. However, onemust bear in mind that the frequencies exited by

the impact were unknown before the experiment was conducted.Thus, the sampling rate

has been selected with a large safety factor.

To fairly compare the strain and magnetic field signals, the magnetometer is placed

at a distance 𝑑 = 20mm from the cylinder’s surface in the same plane from the top of the

cylinder as the classical strain gauges (𝑧 = −200mm). Given that the magnetisation induced
in the cylinder by the horizontal component of the geomagnetic field is inhomogeneous

(Section 4.5.5), two distinct sensor positions relative to the external field are considered.

Figure 6.5 presents a top view of the cylinder with these positions: A at 𝜃 = 210°, in which
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𝑩0
⟂ 𝜃

=
0∘

A

B

Figure 6.5: Top view of the cylinder indicating two positions of the AMR sensor relative to the direction of the
horizontal component of the external magnetic field 𝑩0

⟂.

the measured radial component is perpendicular to the external field vector in the 𝑥𝑦-plane;
and B at 𝜃 = 120°, in which the radial component is approximately coaxial with the direction

of externalmagnetic field. Simultaneousmeasurement of the strain-inducedmagnetic field

changes at both locations is unfortunately not possible with the current set-up, as only a

single AMR sensor is available for this experiment.

6.2.2. Processing themeasuredquantities

To simplify the analysis of the raw data, auxiliary magnetic quantities are defined. Further-

more, two mathematical tools which aid the analysis of the transient components of the

stray field are introduced: namely, the normalised correlation coefficient (to quantify the

similarity of two time signals) and the principle component analysis (to redefine the basis

vectors of the dynamic components of the stray field based solely on the measured data).

Definitionof auxiliarymagnetic quantities

During the experiment, the AMR sensor at point 𝒑 registers the total magnetic field 𝑩𝑡�𝒑, 𝑡�,
which can be decomposed into two separate fields as follows:

𝑩𝑡�𝒑, 𝑡� = 𝑩�𝒑, 𝑡� + 𝑩0, (6.9)

in which 𝑩�𝒑, 𝑡� denotes the structure’s magnetic stray field at point 𝒑 and 𝑩0 represents the

time- and space-invariant external field. Since the cylinder does not experience an external

mechanical load before it is impacted by the mass at 𝑡 = 0, the remanent stray field �̄� prior
to each impact is defined by

�̄� = 𝑩�𝒑, 0� . (6.10)

Note that the remanent field is determined prior to each impact. As seen in Chapter 5, the

remanent field can change during an impact, even if the induced strains remain in the

elastic regime. By subtracting the remanent stray field from the time signal of the stray

field, the magnetic variation is obtained:

Δ𝑩�𝒑, 𝑡� = 𝑩�𝒑, 𝑡� − �̄�. (6.11)
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Thisquantity provides themeans to fairly comparemagnetic signalswithdifferent remanent

fields. Additionally, the magnetic variation is equal to zero at 𝑡 = 0 conform the axial strain.

Normalised correlation coefficient

Since the goal of the dynamic experiment is to examine whether the magnetic stray field

varies in correspondence with the induced strain, the similarity of the time signals of the

strain and stray field components must be determined. To quantify this, the normalised

cross-correlation coefficient is computed. For two real valued functions 𝑢(𝑡) and 𝑣(𝑡), the
normalised correlation function is defined as (Shin and Hammond, 2008, pp. 227–229):

𝜌𝑢𝑣(𝑡) =
1

√𝐸𝑢𝐸𝑣
�

∞

−∞
𝑢(𝜏 − 𝑡) 𝑣(𝑡) d𝜏, (6.12)

in which

𝐸𝑢 =�
∞

−∞
𝑢(𝜏)2 d𝜏, 𝐸𝑣 =�

∞

−∞
𝑣(𝜏)2 d𝜏, (6.13)

are the expected values for the two functions. When the function 𝑢(𝑡) and 𝑣(𝑡) are only
defined on a finite time interval, as is the case for the magnetic and strain signals, the

integration limits are equal to the bounds of the chosen time interval. The normalised

correlation function is a function of a time shift, and it takes a maximum value when the

time-shifted version of 𝑢(𝑡)matches 𝑣(𝑡). Consequently, a useful parameter to quantify the
correlation is the normalised correlation coefficient:

𝑐𝑢𝑣 = max��𝜌𝑢𝑣(𝑡)�� . (6.14)

When 𝑐𝑢𝑣 = 1, the signals are perfectly correlated; when the time series are completely

dissimilar, 𝑐𝑢𝑣 = 0. If 𝑢(𝑡) and 𝑣(𝑡) are two distinct realisations of the same quantity, the
resulting coefficient 𝑐𝑢𝑣 is normally referred to as the auto-correlation coefficient, while
the term cross-correlation coefficient applies to comparing two realisations of different

quantities. In case 𝑢(𝑡) and 𝑣(𝑡) are perfectly correlated, 𝑢(𝑡) = 𝛼𝑣(𝑡), i.e. 𝑣(𝑡) is a scaled
version of 𝑢(𝑡), and 𝛼 is a scalar proportionality constant.The latter incorporates the sign

difference between the amplitudes of the signals, hence the absolute value of 𝜌𝑢𝑣(𝑡) suffices
in Equation (6.14). Note that, in case 𝑐𝑢𝑣 = 1, the two signals have an identical frequency

content as well, since they only differ in amplitude.

Principle component analysis

The biaxial magnetometer registers the radial and axial component of the stray field, i.e. 𝐵𝑟
and 𝐵𝑧, respectively. However, it is unlikely that the variability of the strain-induced stray
field is solely directed along one of these two directions.Hence, the strain should be analysed

in relation to both stray field components. To simplify this comparison, the magnetic signal

is projected onto its principle axes. Given the two measured components, the principle
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Figure 6.6:Magnetic variation Δ𝑩 induced by the primary strain pulse generated by an impact with ℓ = 1500mm.
(a) Time signals of the measured components Δ𝐵𝑟 and Δ𝐵𝑧, and the components along the principle axes Δ𝐵1 and
Δ𝐵2. (b) Vector space representation in which 𝒓 and 𝒛 denote the unit vectors of the respective measured radial and
axial components of Δ𝑩. Unit vectors 𝒆1 and 𝒆2 are directed along the major andminor principle axis, respectively.
𝜓1 represents the angle between 𝒆1 and the 𝑟𝜃-plane.

components decomposition of the magnetic variation Δ𝑩(𝑡) is as follows:

Δ𝑩(𝑡) = Δ𝐵𝑟(𝑡) 𝒓 + Δ𝐵𝑧(𝑡) 𝒛 = Δ𝐵1(𝑡) 𝒆1 + Δ𝐵2(𝑡) 𝒆2, (6.15)

in which 𝒓, 𝒛, 𝒆1 and 𝒆2 represent the unit vectors along the radial, the axial, the major
principle and the minor principle axes, respectively. Along each of these directions,Δ𝐵𝑟(𝑡),
Δ𝐵𝑧(𝑡),Δ𝐵1(𝑡) and Δ𝐵2(𝑡) denote the respective variations of the stray field.

To illustrate the decomposition, Figure 6.6b shows Δ𝑩(𝑡) induced by the primary strain
pulse measured during an impact with ℓ = 1500mm in the vector space spanned by 𝒓 and 𝒛.
Figure 6.6a presents the corresponding components in the time domain. It is easily veri-

fied that the maximum variability is directed along the major principle axis 𝒆1, which is
the essence of the principle component analysis (PCA) (Jolliffe and Cadima, 2016). Thus,

by re-expressing the dynamic stray field along the principle axes, only the first principle

component has to be considered to analyse the dynamic magnetomechanical response of

the structure.Next to the dimensional reduction of the data, the PCA removes the aforemen-

tioned ambiguity regarding the orientation of the transient stray field.The latter is unknown

a priori; nevertheless, it is expected to spatially vary in conjunction with the remanent mag-

netisation of the structure. As the PCA is completely data driven (Jolliffe and Cadima, 2016),

it provides an objective way to extract a single magnetic variable that captures the desired

dynamic response regardless of the dominant measured component.

The necessity to consider the principle components of Δ𝑩(𝑡) in the first place accentu-
ates the novelty of the present experimental set-up with respective to those reported in

literature (Belahcen et al., 2014; Hecker and Schulz, 1997; Hubert and Rizzo, 2008; Kim et al.,

2003; Lollioz et al., 2006; Peussa and Belahcen, 2015). Since these experiments concern the

impact-induced dynamical magnetomechanical response of a small-diameter steel rod,

all relevant physical quantities—strain, external magnetic field,magnetisation and stray
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field—are coaxial and oriented along the rod’s axis, i.e. they are essentially one-dimensional.

In that case, the major principle axis coincides with the axis of the rod, and the measured

quantities can be directly compared. However, in the current experiment, the stray field

of the cylinder exhibits a considerable spatial variation (Chapter 5), creating the need to

redefine themagnetic signals along the dominant axis. Fortunately, the strain tensor is fully

defined by a single component due to the fact that the excited frequencies are relatively

low compared to the ring frequency of the structure (Section 6.1.3). Consequently, the first

principle component of the strain 𝜀1 is directly proportional to the axial strain 𝜀𝑧, and it
suffices to consider the axial strain itself to characterise the impact-induced strain.Thus, in

this case, the PCA provides a way to fairly compare the dynamic stray field to the strains, by

analysing these time signals along their major principle axis.

6.2.3. Evolutionof the strayfield towards amagnetic equilibrium

In Chapter 5, it was shown that themeasured remanent stray field of a structure approaches

a magnetic equilibrium after a few consecutive identical impacts (Figure 5.6). Naturally,

the structure’s magnetisation does not reach this equilibrium in a discontinuous fashion,

rather, it moves along with the strain when that quantity reaches a new peak value.The time

resolution of the AMR sensor enables one to resolve this evolution in time. Figure 6.7 shows

the time series of the strain and the radial component of the stray field during the first three

impacts from ℓ = 500mm after an initial magnetic state—state 𝔹 (Chapter 5)—has been
established, which opposes the geomagnetic field.The presented signals have been filtered

with a low-pass filter with a cut-off frequency of 2 kHz, sincemost energy is contained below

this value. In the figure, the colours indicate the three consecutive impacts; the solid lines

designate the primary strain pulse; and the dashed-dotted lines represent the secondary

strain pulse.

From the time trace of the radial component of the magnetic stray field, it is clear that

primary strain pulse induced by the first impact leads to the largest irreversible change in

the stray field and thus in the structure’s magnetisation. Subsequent impacts slightly alter

the remanent field, but it undoubtedly tends towards an equilibrium.Note that a careful

analysis of high-speed images of the impact reveals that there is minor relative motion of

the cylinder with respect to the sensor, for which the presented data are not corrected, since

the mean displacement of the cylinder is not measured by independent means.The relative

movement might explain the difference in the remanent stray field as measured directly

before and after the primary strain pulse during the third impact (solid yellow line). If the

cylinder is stationary with respect to the magnetic sensor, the stray field directly after the

primary strain pulse should have been equal to the remanent value just before the impact.

Since this is not the case, it is clear that the cylinder has moved with respect to the sensor.

This relative movement is only temporary, as it is caused by the mean displacement of the

cylinder along the 𝑧-axis (Figure 6.3d).
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Figure 6.7:The evolution of the radial component of the magnetic stray field for three consecutive impacts with
ℓ = 500mmmeasured at position B (𝜃 = 120°).The solid and dashed-dotted lines denote the primary and secondary
strain pulse, respectively. (a) Time series of the radial component. (b) The radial component versus strain. (c) Time
series of the strain.
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Figure 6.8:Auto-correlation of the measured signals during 25 consecutive impacts from ℓ = 500mm. For each
signal, the correlation is computed with respect to the signal of that quantity measured during impact 25.

6.2.4. Consistency of themeasured signals

With the magnetisation at an equilibrium, the question remains whether the obtained

signals become reproducible for successive impacts from identical height. To address this,

the auto-correlation coefficients for the threemeasured quantities (strain and two stray field

components) are determined for 25 consecutive impacts from ℓ = 500mmwith impact 25 as

the reference event. Hence, the auto-correlation coefficients are equal to one by definition

for impact 25. Figure 6.8 shows the calculated coefficients (black dots) in conjunction with

the radial component of the remanent stray field �̄�𝑟 prior to each impact (grey circles). In
this figure, impacts 1–3 correspond to the three impacts discussed in the previous section

(Figure 6.7).

From the top graph of Figure 6.8, it is clear that the strain signals for the consecutive

impacts are almost identical, since the normalised auto-correlation coefficient 𝑐𝜀𝑧𝜀𝑧 is close
to one. On the contrary, the correlation coefficients for the stray field components show

different behaviour for the first two impacts, where the correlation coefficients are 0.5

or lower. From impact 3 onwards, the auto-correlation becomes close to unity, indicating

that the magnetic stray field components are almost proportional to the reference signal.

In the same graphs, the remanent magnetic field shows that the magnetisation reaches

an equilibrium after impact 2. Thus, when the magnetisation is at an equilibrium, the

subsequent impacts display reproducible behaviour, signalling that the magnetisation

induced by elastic strain is then fully reversible.
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Table 6.3:The six selected impacts with three different impact heights ℓ and two circumferential sensor locations𝜃.

Impact ℓ [mm] 𝜃 [°]
1A 500 210
2A 1000 210
3A 1500 210
1B 500 120
2B 1000 120
3B 1500 120

6.2.5. Influence of impact height and sensor position

In this section, the influence of increasing the impact height and varying the sensor position

is analysed by selecting a representative impact for each possible combination of parameters.

To this end, for each sensor position, three impacts with increasing impact heights, which

yield solely elastic strains, have been selected, which are listed in Table 6.3. Figure 6.9

presents the measured quantities for the selected impacts. Based on the data, the following

observations are made:

(i) Themagnitude of the compressive strain increases for more energetic impacts. Visual

comparison of the lines suggests that the frequency content of the impact-induced

strains is similar for each impact height.This assertion is confirmed by the normalised

correlation coefficients for the axial strain,which are close to unity (Tables 6.4a and 6.4b

for the primary and secondary pulse, respectively).

(ii) When the measured radial component is perpendicular to the external field (position

A, 𝜃 = 210°), the magnetic deviations Δ𝐵𝑟 and Δ𝐵𝑧 (Figure 6.9a) indicate that their
amplitudes increase with increasing impact height during the primary strain pulse.

However, for this location, the response to the secondary strainpulse is less pronounced

in the magnetic stray field.

(iii) At position B (𝜃 = 120°), in which 𝐵𝑟 is parallel to the external field vector, the transient
stray field shows both impact-induced pulses (Figure 6.9b), albeit that the amplitude

of the radial component Δ𝐵𝑟 during the primary strain pulse is lower than during
the secondary strain pulse.The axial component Δ𝐵𝑧 displays remarkable behaviour:
for ℓ = 500mm, the deviation during the primary strain pulse is positive, while it is

negative for the secondary pulse.

Figure 6.10 provides a shift of perspective on the transient behaviour of the magnetic

stray field by presenting the components in the measured vector space. For clarity, the

full signals are split into separate figures for the two pulses and the two circumferential

positions. At position A, amplitude of the stray field during the primary pulse (Figure 6.10a)

increases, although the difference between impact 2A and 3A is small.Moreover, the angle of

themajor principle axis𝜓1 is approximately constant. For the secondary pulse (Figure 6.10b),

the stray field’s behaviour is not as pronounced as for the primary pulse.The corresponding
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Figure 6.9: Time series for the measured axial strain 𝜀𝑧 andmagnetic stray variation Δ𝑩(𝑡) for increasing impact
height ℓ. Solid and dashed-dotted lines represent the primary and second pulse, respectively. (a) AMR sensor at
position A (𝜃 = 210°). (b) AMR sensor at position B (𝜃 = 120°).
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Figure 6.10:Vector space representation of the stray field variation Δ𝑩 of the six impacts. (a) Δ𝑩 induced by the
primary strain pulse at position A. (b) Δ𝑩 induced by the secondary strain pulse at position A. (c) Δ𝑩 induced by
the primary strain pulse at position B. (d) Δ𝑩 induced by the secondary strain pulse at position B.

variation in the principle axis Δ𝐵1 is shown in the lower graph of Figure 6.9a. Note that 𝜓1

differs for the primary and secondary pulse. At position B, the stray field during the primary

pulse (Figure 6.10c) exhibits an increase in amplitude and a rotation of the major principle

axis withmore energetic impacts.On the contrary, for the secondary pulse (Figure 6.10d),𝜓1

remains constant.The lower graph of Figure 6.9b presents the major principle component

of the dynamic magnetic response.

By considering the transient stray field in principle components, Tables 6.4c and 6.4d

quantify the correspondence between these signals for the selected impacts for the primary

and secondary pulses, respectively. Similar to the graphical representation in Figure 6.9,

the coefficients for the primary pulse imply that the shape of the signals remains identical

with an increase of the impact height or change in sensor position (𝑐𝐵1𝐵1 ≈ 1). However,

for the secondary pulse, the correlation between corresponding impact heights for the

two sensor locations (the nine entries in the top right of Table 6.4d) is less (𝑐𝐵1𝐵1 ≈ 0.8).
Visually, this difference is shown in Figure 6.11, where the measured quantities for an

impact with ℓ = 1500mm at position A and B are superimposed. A noticeable feature of the

magnetomechanical response is that the sign of each component of the transient magnetic

stray field is opposite for sensors positioned at a 90° angle from each other.
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Figure 6.11:Magnetomechanical response to two impacts from ℓ = 1500mmmeasured at different circumferential
sensor positions. Solid and dashed-dotted lines represent the primary and secondary pulse, respectively.
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Table 6.4:Normalised correlation coefficients for the six selected impacts. (a) Axial strain during the primary
pulse. (b) Axial strain during the secondary pulse. (c) Major principle component of the magnetic stray field for the
primary pulse. (d) Major principle component of the magnetic stray field for the secondary pulse.

(a)

𝑐𝜀𝑧𝜀𝑧 1A 2A 3A 1B 2B 3B

1A 1 0.99 0.98 0.99 0.99 0.99
2A 1 1.00 0.99 0.99 0.99
3A 1 0.99 0.99 1.00

1B 1 1.00 0.99
2B 1 1.00
3B 1

(b)

𝑐𝜀𝑧𝜀𝑧 1A 2A 3A 1B 2B 3B

1A 1 0.96 0.92 0.98 0.96 0.90
2A 1 0.95 0.94 0.97 0.94
3A 1 0.92 0.98 0.99

1B 1 0.96 0.90
2B 1 0.97
3B 1

(c)

𝑐𝐵1𝐵1 1A 2A 3A 1B 2B 3B

1A 1 1.00 0.97 0.91 0.98 0.99
2A 1 0.97 0.91 0.98 0.99
3A 1 0.97 0.98 0.95

1B 1 0.94 0.88
2B 1 0.97
3B 1

(d)

𝑐𝐵1𝐵1 1A 2A 3A 1B 2B 3B

1A 1 0.92 0.89 0.80 0.75 0.69
2A 1 0.91 0.82 0.79 0.71
3A 1 0.93 0.93 0.90

1B 1 0.98 0.94
2B 1 0.99
3B 1

To check the correspondence between the strain and the stray field during each impact,

the cross-correlation coefficients 𝑐𝜀𝑧𝐵1 are computed and presented in Figure 6.12. For the
primary pulse (Figure 6.12a), the cross-correlation coefficients are almost one, indicating

that the impacts excite the same frequencies in the strain and the strayfield signals.Note that

the angle𝜓1 is not identical for the impacts,which signals that relative importance of the two

measured stray field component (𝐵𝑟 and 𝐵𝑧) varies with impact height and circumferential
sensor position. For the secondary pulse (Figure 6.12b), the similarity between the strain

and the stray field signals is slightly less 𝑐𝜀𝑧𝐵1 > 0.8. Moreover, the value of 𝜓1 fluctuates

for each test, especially at position A, which reflects the change of the dominant measured

stray field component.

6.2.6.Discussion

As seen from the presented data, the magnetomechanical response of the cylinder becomes

consistent when the structure’s magnetisation has attained a magnetic equilibrium, which

is the case after the application of a few identical impacts.The fact that themagnetisation is

at an equilibrium implies that no irreversible domain wall motions occur due to the induced

elastic strains. Hence, the observed strain-induced transient stray field results from a fully

reversible magnetic process. For the weakmagnetic field under consideration, a realistic

candidate for this reversible mechanism is the bulging of the domain walls under strain.

Next to being reversible, the magnetic response shows a distinct spatial variation; i.e.

depending on the measurement point, the sign of the dynamic stray field is either positive
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Figure 6.12: Cross-correlation coefficients between the axial strain and the major principle component for the
six impacts in conjunction with the angle of the major principle axis 𝜓1. (a) Coefficients for the primary pulse.
(b) Coefficients for the secondary pulse.
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Figure 6.13:Measured strain signal 𝜀𝑧 and computed strain rate �̇�𝑧 for impact 3A (ℓ = 1500mm).

or negative.This is illustrated by the graphs in Figure 6.11, which presents the magnetome-

chanical data for two sensors that are placed 90° apart. Assuming that the induced strain

field is essentially axially symmetric, the observed stray field variations must result from

the inhomogeneous magnetisation distribution caused the non-local magnetic interaction

of the structure’s geometry (i.e. the demagnetising field), which, in turn, is a result of the

horizontal component of the external field 𝑩0
⟂.

Further analysis of the magnetic response shows that the amplitude ratio between the

magnetisation changes caused by the primary and the secondary strain pulses differs from

the amplitude ratio of the strain signals itself.This disagreement might be attributed to the

sustained strain rate during each pulse, of which the influence on the magnetomechanical

effect remains obscured (Section 4.2.5). Figure 6.13 shows the measured axial strain and

computed strain rate �̇� (the dot denotes the time derivative) of impact 3A. During the
primary strain pulse (solid lines), themagnitude of the strain rate is 2 s−1, while significantly

lower values are recorded throughout the secondary strain pulse (dashed-dotted lines).

Given that measured transient stray field does not exhibit any of the characteristics of

the strain rate, this does not appear to be the most probable explanation for the observed
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differences. Another, more plausible, reason for the disparity of the amplitude ratios is that

the magnetomechanical coupling is non-linear in relation to the applied strain.

The normalised cross-correlation coefficients for themagnetic stray fieldmeasurements

and the strain (Figure 6.12) are nearly one for the primary and the secondary pulse, which

implies that one could relate the two quantities by means of a scalar coefficient. Once

this proportionality constant is determined by applying a calibration procedure, the strain

generated by subsequent impacts could simply be inferred bymultiplying the recorded stray

field with the identified coefficient. However, given the variation in 𝜓1 between the pulses

and the sensor positions, a proportionality coefficient is required for each pulse as well as

each sensor position. In fact, constructing such an empirical relation between the stray

field and the strain obscures the physical processes that govern the magnetomechanical

response of the structure to an impact. An accurate magnetomechanical model can resolve

this problem by describing the relation between the strain field and the magnetisation.

6.3.Modelling the strain-induced transientmagnetisation
In the previous section, the necessity for an accurate magnetomechanical model has been

highlighted. To simplify this complex task, only the reversible strain-inducedmagnetisation

is considered.This implies that the magnetisation is assumed to be at a metastable equilib-

rium, which, in turn, is taken to be close to the anhysteretic magnetisation. Furthermore,

attention is placed on a rate-independent model, since it is questionable whether the strain

rate affects themagnetic behaviour under the current loading conditions.Most importantly,

the proposedmodelmust account for the tensorial nature of the physical quantities involved,

which is, to the best of the author’s knowledge, not considered in magnetomechanical mod-

els that describe the magnetisation of a steel structure subjected to dynamic mechanical

loads.The tensorial nature is twofold: First, the magnetisation is a spatially-varying first-

order tensor field. Second, strain is a second-order tensor—albeit that in the described

experiment, it is fully determined by only one independent component, 𝜀𝑧. Consequently,
the common assumption that the loading direction, external field andmagnetisation are

coaxial, is not justified in this more complex geometry.

Here, the main challenge is to develop a magnetomechanical model to describe the

reversible strain-induced magnetisation that is applicable to a polycrystalline material,

while accounting for the spatial variation of the magnetisation and strain tensors. As the

structure’smagnetisation is not directlymeasurable, the computed transientmagnetisation

is translated to the stray field at the sensor position using the framework introduced in

Chapter 4.



6

126 6. Strain-induced transient components of themagnetic stray field

6.3.1. Vectorial effective field for an isotropic magnetoelastic solid subjected

touniaxial stress

After a few repeated impacts, the structure’s magnetisation reaches amagnetic equilibrium,

and subsequent impacts only induce reversible variations in the magnetisation—i.e. the

remanent magnetisation is not altered. The law of approach (Jiles, 1995) states that the

magnetisation of a material tends towards the global—anhysteretic—magnetic state due

to external straining. As the name implies, this ideal magnetic state does not display hys-

teresis, i.e. it is fully reversible.Thus, this state is a convenient starting point to derive a

magnetomechanical model for the reversible strain-inducedmagnetisation changes.

To recapitulate, in an isotropic solid, the anhysteretic magnetisation for a weak effective

field is (Equation (4.11))

𝑴an =
𝑀𝑠
3𝑎
𝑯𝑒, (6.16)

in which𝑀𝑠 is the saturationmagnetisation, and 𝑎 is a model parameter. Since the effective
field is derived from the free energy density, the definition of the latter (Equation (4.6)) is

adapted accordingly to accommodate the physical quantities in tensorial form:

𝐴 =
1

2
𝛼𝜇0𝑴 ⋅𝑴 − 𝑇𝑆 + 𝜇0𝑯 ⋅ 𝑴 + 𝐸me, (6.17)

inwhich𝜇0 is themagnetic constant,𝑇 represents the absolute temperature,𝑆 is the entropy,
𝐸me is themagnetoelastic energy, and 𝛼 denotes a coupling coefficient. Subsequently, by tak-
ing the derivative of𝐴with respect to the magnetisation𝑴while keeping the temperature

constant, the effective field vector is obtained:

𝑯𝑒 =
1

𝜇0
�
𝜕𝐴
𝜕𝑴�

𝑇
= 𝑯 + 𝛼𝑴 +

1

𝜇0
�
𝜕𝐸me

𝜕𝑴 �
𝑇
. (6.18)

where the latter term is the so-called stress-induced effective field vector:

𝑯𝜎 =
1

𝜇0
�
𝜕𝐸me

𝜕𝑴 �
𝑇
. (6.19)

One can easily verify that these expressions reduce to the scalar relation in Equation (4.16),

when the magnetisation and external field are coaxial.

Magnetoelastic energy

So far, the magnetoelastic energy has not been specified in this chapter, even though this

quantity governs the strain-induced changes of the magnetisation. In the general case, this

energy density is (Daniel and Hubert, 2009)

𝐸me = 𝝈 ∶ 𝜺𝜇, (6.20)
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where 𝝈 is the stress tensor, 𝜺𝜇 represents the magnetostrictive strain tensor, and the colon
denotes the double contraction of the second order tensors. Note that the applied stress is

easily expressed in terms of the applied strain by using the proper mechanical constitutive

equation, as only elastic deformation is considered here. Assuming that the magnetostric-

tion is isotropic and isochoric, i.e. the material’s volume is preserved, the magnetostrictive

strain tensor is (Federico et al., 2019):

𝜺𝜇 =
3

2
𝜆 �𝒎 ⊗𝒎 −

1

3
I� (6.21)

in which𝒎 =𝑴/𝑀 is a unit vector in the magnetisation direction with𝑀 = ‖𝑴‖,⊗ denotes
the dyadic product, I is the second order identity tensor, and 𝜆 represents the scalar mag-
netostriction coefficient. Substituting Equations (6.20) and (6.21) into Equation (6.19), the

stress-induced effective field yields:

𝑯𝜎 =
3

2𝜇0
𝜕𝜆
𝜕𝑴

�𝝈 ∶ �𝒎 ⊗ 𝒎 −
1

3
I�� +

3

𝜇0
𝜆
𝑀
(𝒎 ⋅ 𝝈 ⋅ [I − 𝒎 ⊗𝒎]) . (6.22)

The latter term on the right-hand side is proportional to the component of the traction

𝑻 = 𝝈 ⋅ 𝒎 that is perpendicular to𝒎, while the former is proportional to the magnitude of
the normal stress in the direction of𝒎.

Uniaxial stress state

No assumptions have beenmade yet about the nature of the stress tensor. Provided that in

the described experiment only frequencies below the ring frequency are excited, the stress

state is essentially uniaxial. Bymeans of a spectral decomposition of the stress tensor (Itskov,

2019, pp. 111–113), a uniaxial stress with magnitude 𝜎0 can be expressed as:

𝝈 = 𝜎0 𝒏 ⊗ 𝒏, (6.23)

in which 𝒏 is the unit vector in the direction of the applied stress.* Substituting this ex-
pression into Equation (6.22) and applying the identity 𝒏 ⋅ 𝒎 = cos𝜑 leads to the following
expression for the stress-induced effective field vector:

𝑯𝜎 =
3𝜎0
2𝜇0

�
𝜕𝜆
𝜕𝑴

�cos2 𝜑 −
1

3
� + 2

𝜆
𝑀
�cos𝜑𝒏 − cos2 𝜑𝒎�� , (6.24)

*Another commonly encountered stress state is hydrostatic stress, for which the stress tensor simply reads

𝝈 = 𝜎0 I.

By substituting this form into Equation (6.22), it is clear that𝑯𝜎 = 0, indicating that hydrostatic stress does not
contribute to the magnetomechanical effect when the magnetostriction is isotropic and isochoric, see Daniel
(2013) and Sablik et al. (1994).
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in which 𝜑 is the angle between the magnetisation and the uniaxial stress. In case the
effective field and themagnetisation are assumed to be coaxial, an expression for an effective

stress is derived based on the relation above in Appendix C, comparing this new effective

stress formulation to a commonly used alternative expression.

Scalarmagnetostriction coefficient

For an isotropic polycrystalline material, the scalar magnetostriction coefficient in Equa-

tion (6.24) is not a material constant, but rather a structure-sensitive parameter (Cullity,

1971). Additionally, it depends on the magnetisation and stress. Hence, in the coaxial case,

the followingmodel is commonly employed (Jiles, 1995):

𝜆 =
∞
�
𝑖=1
�𝛾𝑖 + 𝜎𝛾′𝑖�𝑀2𝑖, (6.25)

in which 𝛾𝑖 and 𝛾′𝑖 aremodel constants, and 𝜎 is the applied uniaxial stress. Based on current
literature, the value of the latter is ambiguous when the stress is not aligned with the

magnetisation. To account for the three-dimensional nature of the quantities involved, the

followingmodel for the magnetostriction coefficient is proposed:

𝜆 =
∞
�
𝑖=1
𝛾𝑖 (𝑴 ⋅ 𝑴)𝑖 + 𝛾′𝑖 (𝑴 ⋅ 𝝈 ⋅ 𝑴)𝑖 , (6.26)

which reduces to the uniaxial expression, when the magnetisation and the uniaxial stress

are coaxial, and only 𝑖 = 1 is considered. By substituting the uniaxial stress tensor (Equa-

tion (6.23)), the former expression is rewritten as

𝜆 =
∞
�
𝑖=1
𝛾𝑖 �𝑀2�

𝑖
+ 𝛾′𝑖 �𝜎0 cos2 𝜑𝑀2�

𝑖
. (6.27)

This expression naturally resolves the ambiguity of the stress value by explicitly stating the

angle between the uniaxial stress and the magnetisation.

Analysis of the effectivefield vector

In the following, the higher order components of the magnetostriction model (𝑖 > 1) are

discarded for simplicity.Then, substitution of Equation (6.27) into Equation (6.24) yields

the following stress-induced effective field:

𝑯𝜎 =
3𝜎0𝑀
𝜇0

�𝛾1 �cos𝜑𝒏 −
1

3
𝒎�

+ 𝛾′1𝜎0 ��2 cos3 𝜑 −
1

3
cos𝜑� 𝒏 − cos4 𝜑𝒎� �, (6.28)
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which is a quadratic function of the applied uniaxial stress.The formulation above reflects

two characteristics of themagnetomechanical effect. First,when no stress is present (𝜎0 = 0),

the stress-induced effective field is zero. Second, in the absence of magnetisation (𝑀 = 0),

stress alone cannot generate an effective field and reciprocally induce magnetisation.

In Equation (6.28), the stress-induced effective field has components that are aligned

with the magnetisation and with the stress.The behaviour of this expression for varying

𝜑 is analysed by letting 𝒏 = [cos𝜑 sin𝜑]𝑇 and 𝒎 = [1 0]𝑇, which represents the vector
quantities in two dimensions to aid the visualisation. Figure 6.14 shows the components

of𝑯𝜎 parallel (∥) and perpendicular (⟂) to𝒎 resulting from a tensile stress applied along

𝒏 for 𝜑 = −𝜋/2...𝜋/2. This range covers the complete spectrum of possible angles, since

larger angles correspond to the application of a compressive stress along a line with 𝜑 ± 𝜋.
Figure 6.14a shows the individual behaviour of the components that are proportional to 𝛾1,
and Figure 6.14b maps those components onto the two-dimensional plane. Figure 6.14c and

Figure 6.14d display the same for components proportional to 𝛾′1. In case the magnetisation
and the stress are coaxial (𝜑 = 0), the effective field naturally only has a component in

that direction.When the stress is applied perpendicular to the magnetisation (𝜑 = ±𝜋/2),
all terms vanish except −𝛾1/3𝒎, which results from the isochoric nature of the selected

magnetostrictive strain tensor. For intermediate angles, the effective field has a component

perpendicular to the magnetisation, of which the largest contribution occurs when the

stress is applied at an acute angle of 𝜋/4 (proportional to 𝛾1) or smaller (proportional to
𝛾′1). In the latter case, the contributions diminish quickly for larger angles. All in all, this
indicates that the effective field is anisotropic due to the stress (stress-induced anisotropy),

which is a direct consequence of the introduction of a preferred direction by the uniaxial

stress.

6.3.2. Computationof the impact-induced transient strayfield

With thederivedvectorial descriptionof the effectivefield, the strain-inducedmagnetisation

can be simulated. To this end, conform the procedure outlined in Section 4.5, the structure is

discretised in𝑁𝜃 and𝑁𝑧 elements in the circumferential and axial direction, respectively; the

total number of element is𝑁 = 𝑁𝜃𝑁𝑧. In each element, the magnetisation is assumed to be

constant and concentrated at the element’s barycentre 𝒓𝑖. Due to the small wall thickness in
comparison to the other dimensions, the radial component of themagnetisation is assumed

negligible. Consequently, each element has two non-zero magnetisation components:𝑀𝜃
and𝑀𝑧, which are the circumferential and the axial magnetisation, respectively. Collecting

these unknown components for all elements yields the magnetisation vector𝑴(𝑡)with 2𝑁
entries. Assuming the transient magnetisation is proportional to the effective field vector

𝑯𝑒(𝑡), the following constitutive equation is employed:

𝑴(𝑡) = 𝜒𝑯𝑒(𝑡) , (6.29)
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Figure 6.14:Variation of the coefficients in the stress-induced effective field given by Equation (6.28). (a) & (b) Com-
ponents proportional to 𝛾1. (c) & (d) Components proportional to 𝛾′1. The inset graph shows a close-up of the
behaviour near the origin.
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Table 6.5: Parameters to model the dynamic magnetic response of a cylinder impacted by a free-falling mass.

Parameter Value Parameter Value Remark

𝑁𝜃 64 𝛼 0 A/m
𝑁𝑧 80 𝛾1 2.0 ⋅ 10−18 A−2m2 Jiles (1995)
𝜒 900 𝛾′1 −1.5 ⋅ 10−26 A−2m2Pa−1 Jiles (1995)

in which 𝜒 is a scalar magnetic susceptibility and

𝑯𝑒(𝑡) = 𝑯0 + G𝒓𝑴(𝑡) + 𝛼𝑴(𝑡) +𝑯𝜎(𝑡) . (6.30)

In this expression, the latter two terms have been introduced in the previous section,𝑯0 =

𝑩0/𝜇0 denotes the auxiliary external field, and G𝒓 is a 2𝑁 × 2𝑁 matrix. The term G𝒓𝑴(𝑡)
represents the demagnetising field resulting from the structure’s geometry (Section 4.5.4).

In magnetomechanical models reported so far in literature, the demagnetising field is not

included, since it is insignificant for the geometries investigated therein. Viana et al. (2010)

note that the influence of the demagnetising field is substantial for a cylindrical structure;

nonetheless, they do not attempt to include it in their models. Here, on the contrary, this

field is incorporated.

In Equation (6.29), apart from the external field, each contribution of the effective field is

a function of the magnetisation,making it an implicit function of𝑴(𝑡). Since𝑯𝜎(𝑡) is a non-
linear function of themagnetisation (Equation (6.28)) and an explicit function of the applied

stress (or strain), it is linearised to avoid inverting a matrix in each time step. To this end,

themagnetisation computed in the previous time step is substituted into the formulation in

Equation (6.28),which is justified by the fact that the strain increments in betweenmodelled

time steps are relatively small. Ultimately, the magnetisation is determined by

𝑴(𝑡) = X (𝑯0 +𝑯𝜎(𝑡)) , (6.31)

in which

X = 𝜒 �(1 − 𝜒𝛼) I − 𝜒G𝒓�
−1

,

where I is the 2𝑁 × 2𝑁 identity matrix, and (⋅)−1 denotes a matrix inversion. Note that,
throughout the computation, the influence of the magnetisation on the total strain is

neglected. Therefore, the strain-induced magnetisation in each time step is completely

determined by the strain computed with the model introduced in Section 6.1.3.

To complete the set-up of the simulation, Table 6.5 lists the numerical values for the

model constants, and the external field is 𝑩0 = [𝐵𝑥0 𝐵𝑦0 𝐵𝑧0]𝑇 = [14.3 −9.5 −35.3]𝑇𝜇T. In
Section 6.1.3, it was concluded that the impact-induced stress is uniaxial with 𝒏 = 𝒛, i.e.
along the axis of the cylinder. After the magnetisation has been calculated for each time
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Section 6.1.3

1 Strain field

Geometry: Table 6.1

Damping and stiffness:

Table 6.2

Impact height ℓ

𝜕𝑢
𝜕𝑡

= …

𝜕𝑤
𝜕𝑡

= …
Eq. (6.1)

𝜀(𝑡) = … Eq. (6.7)

𝜀(𝑡)

Section 6.3.2

2 Magnetisation

Geometry: Table 6.1

Magnetomechanical

parameters: Table 6.5

External field 𝑩0

𝑯𝜎(𝑡) = … Eq. (6.28)

𝑴(𝑡) = X (𝑯0 +𝑯𝜎(𝑡)) Eq. (6.31)

𝑴(𝑡)

Section 4.5.3

3 Stray field

Geometry: Table 6.1

Sensor position 𝒑

𝑩�𝒑, 𝑡� = 𝜇0G𝒑𝑴(𝑡) Eq. (6.32)

𝑩�𝒑, 𝑡�

Figure 6.15: Flow chart for the consecutive computation steps to simulate the magnetomechanical response of a
cylinder subjected to an impacting mass.

step, the stray field 𝑩�𝒑, 𝑡� at sensor positions A and B can be determined with:

𝑩�𝒑, 𝑡� = 𝜇0G𝒑𝑴(𝑡) , (6.32)

in which G𝒑 is a matrix that maps the structure’s magnetisation to the stray field at point 𝒑
(Section 4.5.3). Subsequently, the stray field variation Δ𝑩�𝒑, 𝑡� is defined by

Δ𝑩�𝒑, 𝑡� = 𝑩�𝒑, 𝑡� − �̄��𝒑� , (6.33)

in which �̄��𝒑� denotes the computed remanent stray field at 𝑡 = 0.

To summarise the steps to determine the magnetomechanical response of a cylinder

to an impact generated by free-falling mass, Figure 6.15 presents a flow chart of the three

consecutive computation steps: the strain field, the structure’s magnetisation, and the

stray field. In the figure, the required input parameters are listed per step; the grey boxes

contain the fundamental expressions together with a reference to the section in which these

equations are discussed.

6.3.3. Simulated transient strayfield

For an impact with ℓ = 1500mm, Figure 6.16 presents the modelled and measured stray

field variation Δ𝑩�𝒑, 𝑡� at position A and B. At position B (Figure 6.16b), the direction of the
modelled stray field variation corresponds to themeasured one.Nonetheless, the amplitude

of the simulated stray field differs significantly. Specifically, the amplitude ratio between

the primary and secondary pulse is not captured by the proposedmodel. For the response

at position A (Figure 6.16a), the direction of modelled stray field is completely opposite to

the measured behaviour. Actually, the modelled stray field at the two sensor positions is

practically indistinguishable, which indicates that the pursued modelling strategy is unable
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Figure 6.16:Comparison between the modelled and the measured strain-inducedmagnetisation changes. (a) AMR
at position A (𝜃 = 210°). (b) AMR at position B (𝜃 = 120°).

to replicate the observed behaviour for sensors that have a different position with respect to

the horizontal component of the external magnetic field. It was expected that the spatial

distribution of the magnetisation caused by the demagnetising field would have created at

least some spatial variation in the stray field for different circumferential sensor positions,

which is clearly not the case in the modelled results.

6.4. Analysis of themodellingdiscrepancies
In this section, some possible explanations for themodelling discrepancies of the previously

described magnetomechanical model are discussed. First, the influence of circumferential

spatial variation of the magnetisation is analysed. Second, the isotropic assumption of the

model is questioned by considering sources of magnetic anisotropy.Third, the significance

of the magnetic history—represented by the irreversible magnetisation—is discussed.

6.4.1. Contributions of circumferentialmagneticmodes

As the measured data implies that the relative position of the sensor with respect to the

horizontal component of the external field is of importance for the direction of the stray

field changes, this section is devoted to a more in-depth analysis of the influence of the

individual magnetisation components (𝑀𝜃 and𝑀𝑧) on the stray field at the sensor loca-

tions. By considering a prescribed increment of each of the independent components, the

main contributions to the observed changes can be identified. Due to the presence of the

horizontal component of the external field (Section 4.5.5), some of the physical quantities

involved in the magnetomechanical effect have a cos(𝜃) circumferential dependency (e.g.
𝑩⟂0 ), while others are distributed almost evenly along the cylinder’s circumference (e.g. 𝜀).
A full list of the relevant quantities and their respective distributions is given in Table 6.6.

To determine which distribution contributes to the stray field changes, the magnetisation
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Table 6.6: Circumferential distribution of the quantities relevant for the magnetomechanical response of an
impacted cylinder expressed in the circumferential mode number 𝑛.

𝑛 = 0 𝑛 = 1 𝑛 = 2

𝑀𝑧,𝑀 𝑀𝜃 𝑀
𝐵𝑧 𝑩⟂0
𝜀
𝜎

increments are imposed using the following spatial distribution, which can be regarded as

circumferential magnetic mode shapes.

Δ𝑀𝜃 = 𝐶 (cos(𝑛𝜃) + sin(𝑛𝜃)) 𝜽, (6.34a)

Δ𝑀𝑧 = 𝐶 (cos(𝑛𝜃) + sin(𝑛𝜃)) 𝒛, (6.34b)

in which 𝐶 is the predefined amplitude, 𝑛 represents circumferential mode number, and 𝜽
and 𝒛 denote the unit vectors in the circumferential and axial direction, respectively. Along
the axial direction, the magnetisation increment is uniformly distributed.

Table 6.7 presents the direction of the stray field changes induced by magnetisation

increments with 𝐶 = 1 kA/m in conjunction with the corresponding circumferential mode

shapes.The sensor is located at 𝑑/𝑅 = 0.050 from the cylinder’s surface, corresponding to the

offset used in the experiment.Moreover, the stray field data is simulated at four positions

in the axial plane with 𝑧/𝑅 = −1.0, which is also in accordance with the reported set-up.
Based on the measured data (Figure 6.16), the amplitude ratio between the sensor locations

for both components of the stray field is negative. Hence,magnetisation increments that

generate stray field changes with opposite signs for position A and B are of interest.

For the axi-symmetric mode 𝑛 = 0, it is clear that, on one hand, an increase in the

circumferential magnetisation component cannot generate a stray field change, since the

contributions from each part of the cylinder cancel perfectly. On the other hand, the axial

magnetisation does generate stray field changes, which are (obviously) axi-symmetric.

Thus, purely axi-symmetric magnetisation changes cannot account for the observed strain-

induced stray field changes, indicating that they result from higher-order circumferential

spatial distributions. For 𝑛 = 1, a circumferential magnetisation increase generates the

measured amplitude ratio.Moreover, the desired behaviour appears for both increments in

case 𝑛 = 2.

Nonetheless, the direction of the stray field variations alone is insufficient to fully char-

acterise them. Figure 6.17 presents the stray field changes for a normalised distance below

the top of the cylinder.The graphs indicate that the largest variation of stray field occurs in

the vicinity of the top of the cylinder. One radius below the cylinder’s top, the amplitudes of

most changes are nearly zero. Regarding the correct amplitude ratio, only three increments

result in opposing stray field changes for sensors A and B: Δ𝑀𝜃 with 𝑛 = 1 and 𝑛 = 2, and
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Table6.7:Direction of strayfield changes at four distinct sensor locations resulting fromamagnetisation increment
distributed with circumferential mode 𝑛. Data generated at 𝑑/𝑅 = 0.05 and 𝑧/𝑟 = −1.

𝑛 = 0 𝑛 = 1 𝑛 = 2

𝑩0
⟂

A

B

A′

B′

𝑩0
⟂

A

B

A′

B′

𝑩0
⟂

A

B

A′

B′

A B A′ B′ A B A′ B′ A B A′ B′

Δ𝑀𝜃
Δ𝐵𝑟 0 0 0 0 − + + − + − + −
Δ𝐵𝑧 0 0 0 0 − + + − + − + −

Δ𝑀𝑧
Δ𝐵𝑟 + + + + + + − − + − + −
Δ𝐵𝑧 − − − − + + − − + − + −

Δ𝑀𝑧 with 𝑛 = 2. However, the latter does not contribute significantly in the measurement

plane (𝑧/𝑅 = −1). Consequently, the observed Δ𝐵𝑟most probably results from Δ𝑀𝜃.

Themeasured stray field data in Figure 6.16 support this conclusion. At position B, the

circumferential magnetisation induced by the external field is close to zero as a result of the

geometry of the cylinder.Therefore, the stray field at this location is governed by the axial

magnetisation, which is directed along the negative 𝑧-axis to adhere to the external field.
Since compressive stress tends to reduce the magnetisation, it is expected that the strain-

inducedmagnetisation change is pointing towards the positive 𝑧-axis,which corresponds to
a positive value for𝐶.Hence, the direction of resulting stray field changes are identical to the
direction due to a positiveΔ𝑀𝑧 (Figure 6.17b).This explains the correspondence between the

modelled andmeasured stray field at this location. On the contrary, at position A (𝜃 = 210°),

the circumferential magnetisation is non-zero. Since an identical stray field response as

registered at location B can be expected due the axial magnetisation, the observed stray field

must be generated by the circumferential magnetisation.This implies that the contribution

of the latter not only nullifies the axial contribution but it even completely reverses the signs.

Consequently, in this specific case, the stray field due to a change in the circumferential

magnetisationmust be roughly twice as large as one due to the axial magnetisation.This

indicates that there is a preferred direction for the strain-inducedmagnetisation, i.e. the

magnetic response of the material is anisotropic.

6.4.2.Magnetic anisotropy

Magnetic anisotropy emerges due to several external factors. One of these, stress-induced

anisotropy, has already been encountered in the formulation of the stress-induced effective

field. It is a result of the preferential direction introduced by the uniaxial applied stress.

However, this is not the sole source of anisotropy in ferromagnetic materials.Themagnet-

isation in a single metal crystal naturally has preferred directions due to the ordering of
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(b) Δ𝑀𝑧 with 𝑛 = 0.
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(c) Δ𝑀𝜃 with 𝑛 = 1.
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(f) Δ𝑀𝑧 with 𝑛 = 2.

Figure 6.17: Stray field changes along the normalised axial position 𝑧/𝑅 generated by a magnetisation increment
of 1 kA/m applied with several circumferential mode shapes. Data simulated at four positions separated by a 90°
angle with 𝑑/𝑅 = 0.050.
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(a) C1 (b) C2

Figure 6.18:The two cylinders used in the laboratory experiments.

the atoms in the crystal, so-called magnetocrystalline anisotropy (Chikazumi and Graham,

1997, pp. 249–256). Despite the fact that one might expect that due to averaging the bulk

behaviour is isotropic in polycrystalline materials, this is rarely the case in reality (Cullity

and Graham, 2009, pp. 229–230). In that case, the anisotropy stems from the formation

process of the material. For example, a sheet material has a rolling direction, to which the

constituent grains (and crystals) align to on average.

Moreover, the shape of a specimen alone (even if averaging the orientation of the grains

results in isotropic conditions) can lead to another type of anisotropy: shape anisotropy

(Cullity and Graham, 2009, p. 234). In the formulation to compute the cylinder’s magnetisa-

tion, shape anisotropy is accounted for by assuming that the out-of-plane component (𝑀𝑟)

is zero. Additionally, the local auxiliary field in each element is influenced by the geometry

of the entire structure through the matrix G𝒓.

Since shape anisotropy is accounted for in the developedmagnetomechanical model,

the discrepancy between the modelled andmeasured stray field could be attributed to the

crystalline anisotropy, which results from the forming process of the cylinder. To investig-

ate this premise, the magnetomechanical response of cylinders with different formation

processes are compared. Up to now, the measured stray field changes have only been repor-

ted from a single cylinder (specimen C2). However, in the initial stage of the experiment,

another cylinder (specimen C1) has been subjected to identical axial impacts.Themain dif-

ference between the two specimens is their wall thickness: C1 has a uniformwall thickness

ℎ = 5.0mm,while the wall thickness of the upper part of C2 has been machined down to
ℎ = 2.5mm. Figure 6.18 shows both cylinders.

Figure 6.19 shows the measured magnetomechanical response for impacts that induced

similar strain levels in the structure (ℓ = 1500mm for C1 and ℓ = 500mm for C2), which is

verified by the time traces of the axial strain.The presented data have beenmeasured by a

magnetometer at position A (Figure 6.5), of which the radial component is perpendicular to
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Figure 6.19:Measured magnetomechanical response of two different cylinder with comparable induced strain
levels at the same sensor location 𝜃 = 210° (position A).

the horizontal external field. Even though the wall thickness of C1 is twice that of C2, the

amplitude of the strain-induced transient stray field in the former is much smaller than the

latter. Furthermore, the signs of the radial components are opposite, which indicates that

the strain-inducedmagnetisation cumulate to other behaviour in the two instances.

In both cases, the cylinder is constructed by rolling a flat sheet into the required circular

shape.Therefore, the rolling direction of the cylinders coincides with the circumferential

coordinate, which acts as a preferred direction. To reduce the wall thickness of C2, the top

of that cylinder has been machined down, which is achieved by carefully grinding off some

of the material. During this process, the cylinder is rotated around its axis of symmetry.

Hence, the grinding occurs along the circumferential direction, enhancing the anisotropy

along the rolling direction.This might (partially) explain the increased amplitude measured

for C2, even though it has half the wall thickness of C1.

To account for this type of anisotropy in the model equations, two quantities that thus

far have been assumed to be isotropic must be altered to incorporate the influence of the

rollingdirection: themagnetic susceptibility𝜒 and themagnetostrictive strain tensor 𝜀𝜇.The

former could be altered in a straight-forward manner by applying a separate susceptibility

in each direction, since the rolling direction coincideswith one of the coordinates. Tomodify

the latter, a suitable anisotropic magnetostrictive strain tensor should be selected, e.g. from

Federico et al. (2019). Naturally, the number of free parameters in an anisotropic model will

increase, and, consequently, the model calibration will be more elaborate.
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6.4.3. Irreversiblemagnetisation

In the currentmodel equations, the strain-inducedmagnetisation is essentially proportional

to the external field 𝑩0, which is clear from Equation (6.31). This implies that, when the

external field is reduced to zero, the structure’smagnetisation is zero aswell; and, as a result,

the strain-induced changes are zero as well. However, this would conflict with the presence

of the magnetic domain structure inside the ferromagnetic material, as only a portion of

the magnetisation is expected to disappear when the external field is removed. To represent

this fact, the total magnetisation is often split (Jiles and Atherton, 1984):

𝑴 =𝑴rev +𝑴irr, (6.35)

in which𝑴rev and𝑴irr denote the reversible and the irreversible part of the magnetisation,

respectively.The latter remains when external stimuli are removed, while the former di-

minishes in that case.Therefore, the irreversible magnetisation can be associated with the

magnetic domain structure, i.e. the position of the domain walls and the orientation of the

magnetisation within the domain. Changes in the irreversible magnetisation are related

to permanent movement of these walls, which requires a sufficient amount of energy to

be supplied to the material by an external factor, i.e. strain or an external magnetic field.

This effect has been discussion in more depth in Chapter 5. In the above decomposition, the

reversible magnetisation can be identified as the contribution due to domain wall bowing,

which does not permanently changes the position of the domain wall.

Given this premise, the irreversible magnetisation becomes insensitive to strain vari-

ations when the strain remains below or equals the previously endured peak strain as soon

as the magnetisation has reached a metastable magnetic equilibrium—which is not neces-

sarily equal to the anhysteretic magnetisation (Makar and Atherton, 1995).When this is the

case, strain-induced magnetisation is solely due to changes of the reversible magnetisa-

tion, i.e. domain wall bowing.† However, whether a domain wall bows due to the action

of strain is determined by the type of wall: only 90° walls are mobilised, while 180° walls

are immobile in that case (Bulte and Langman, 2002). Consequently, the strain-induced

magnetisation depends on the current domain wall configuration, i.e. the number of stress-

active walls (Schneider et al., 1992), which is determined by the complete magnetic history

of the specimen.

Experimentally determining the domain configuration in a sample of sufficient size

is currently practically impossible. As a result, modelling the strain-induced magnetisa-

tion based on domain wall bowing alone is a daunting task. In theory, one could incor-

porate domain wall processes into particle methods (Section 4.4.1) or multi-scale models

(Section 4.4.2), although it might be expected that this would result in a computationally

†The reversible magnetisation is also determined by the rotation of the magnetisation within each domain due to
an externalmagnetising field.However, as this effect only becomes apparent for external fieldswith a substantially
greater magnitude than the geomagnetic field, this contribution to the reversible magnetisation is neglected in
the present discussion.
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expensive model. Alternatively, the decomposition of the magnetisation in Equation (6.35)

could be substituted into the derived model equations, yielding

𝑴rev(𝑡) = X (𝑯0 + G𝒓𝑴irr + 𝛼𝑴irr +𝑯𝜎(𝑡)) . (6.36)

In the above,𝑴irr is assumed to have become strain-invariant as a metastable equilibrium

state has been attained.This additional vector field, which is present in the entire volume

of the structure, is unknown a priori.Therefore, it must be determined from experimental

data, e.g. via inverse modelling. All the possible improvements of the magnetomechanical

modelling proposed in this section are left for future research.

6.5. Generalisation and limitations
The aim of the laboratory experiment discussed in this chapter has been to demonstrate

whether the impact-induced strain can be inferred from non-contact measurements of

the transient magnetic stray field. To this end, a promising correlation between the strain

and stray field changes has been found, especially for the primary strain pulse. However,

to generalise this principle to a workable method to infer elastic deformation during a

monopile installation using non-contact sensors, additional steps are required.

First, to assure consistency of the measured strain-induced stray field, the structure’s

magnetisation must reach a magnetic equilibrium to accommodate only reversible magnet-

isation changes during dynamic loading. A structure attains this state after several impacts

that induce an identical peak strain. Fortunately, a typical monopile installation consists of

several thousands of hammer blows. It is therefore expected that, during the bulk of the

administered hammer blows, the magnetisation resides at such an equilibrium, and the

measured stray field variations reflect the impact-induced elastic strain.

A relevant parameter is the relative position of the magnetic field sensor with respect to

the structure.As seen from thedata in Figure 6.17, an increment of each of themagnetisation

components leads to different measured stray field changes depending on the axial and

circumferential position of the sensor. Consequently, an identical strain pulse might result

in a decrease of the measured stray field at a certain axial position, while at a lower axial

position it might generate an increase in the registered stray field.Therefore, the sensor

preferably retains its position relative to the structure throughout the installation.

Even though reproducing the measured strain-induced stray field with a magneto-

mechanical model is an open challenge, some aspects of the modelling for large-diameter

monopiles have been addressed.Since the ring frequency for large-diameter piles lieswithin

the frequency range excited by impact hammers, the stress state in these structures is biaxial.

Provided that the material reacts isotropically, the effective field vector (Equation (6.22))

can be employed in conjunction with the model for the magnetostriction coefficient (Equa-

tion (6.26)), as these expressions naturally incorporate the tensorial nature of the relevant

quantities.Whether the magnetic properties of a large-diameter monopile are isotropic
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is unknown at present. However, in the laboratory set-up, the magnetic anisotropy is en-

hanced by the grinding process used to reduce the wall thickness. Perhaps large-diameter

monopiles are approximately magnetically isotropic, since no grinding process is applied

during their fabrication.

To accurately infer the deformation based on themeasured stray field at a certain sensor

location, calibration is inevitable, even when a suitable magnetomechanical model is avail-

able, since themodel parameters are not necessarilymaterial constants, but rather structure-

dependent coefficients.When such amodel is unavailable, an appropriate calibration still

enables one to infer the current strain level frommagnetic stray field measurements, given

the excellent similarity between the strain and the major principle component of the stray

field, especially for the primary strain pulse. Hence, the magnetic signals can be calibrated

with measured strain signals from, for example, a strain gauge, which is temporarily at-

tached to the structure. Preferably, this calibration is performed when the pile is at the

installation site, since the local external magnetic field partially determines the induced

magnetisation. Presently, it is clear that more research into this calibration procedure,

and other aspects mentioned in this section, is required.The following chapter will treat

some of the aforementioned points by considering the results from an in-situmeasurement

campaign during the installation of a monopile.

6.6. Conclusions
This chapter treated the results of a laboratory experiment of a steel cylinder subjected to

axial impacts to investigate the possibility to use themeasured transientmagnetic stray field

to infer the induced strain in a non-contact manner. In the beginning of the chapter, the

impact-induced strain field has been analysed by means of a simulation of an impact using

an axially symmetric mechanical model.This model has been developed such that it can

be applied to the simulation of large-diameter monopile installations by hydraulic impact

hammers. From the simulated strain data, it has become apparent that an impact induces a

uniaxial stress state, since the excited frequencies are well below the ring frequency of the

structure.

For repeated impacts, analysis of themeasured stray field indicated that themagnetic re-

sponse becomes consistent (i.e. repeatable) when the structure’s magnetisation has reached

amagnetic equilibrium, i.e. the remanent magnetisation does not change when the load

is repeated. Using the principle component analysis, the dynamic stray field is expressed

along its principle axes. For the primary strain pulse, the correlation between the strain

and the major principle component of the stray field for impacts from different heights

is excellent (𝑐𝜀𝑧𝐵1 > 0.9). However, the direction of principle axes depends on the sensor’s
circumferential position and the impact height. To appreciate the actual physical processes

governing the magnetomechanical behaviour, a newmagnetomechanical model has been

developed.
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Given the observation that the transient stray field becomes fully reversible as soon as the

magnetisation is at an equilibrium, a reversible model for the magnetisation is developed

along the lines of the anhysteretic magnetisation. Assuming isotropic material behaviour,

a vectorial expression for the strain-inducedmagnetisation is derived. Subsequently, the

expression is simplified by substituting the stress tensor representing a uniaxial stress state.

An important new aspect that is incorporated into the model is the effect of the demagnet-

ising field generated by the geometry of the cylindrical structure. A comparison between

the simulated and measured strain-induced stray field and a subsequent analysis of the

stray field’s response to distinct magnetisation increments show that the newly proposed

magnetomechanical model is insufficient to predict the observed stray field variations. In-

clusion of anisotropy and accounting for the irreversiblemagnetisation have been identified

as promising directions for improvements to the magnetomechanical model.

From the discussion in this chapter, it has become clear that in order to infer the elastic

deformation in a structure resulting from an impact load using non-contact sensors, ad-

ditional research is required into the specifics of the calibration procedure, the role of

material’s anisotropy and the magnetic loading history. Nonetheless, the data obtained

from the laboratory experiment does provide a valuable basis for a non-contact method to

infer the current strain level provided that a proper calibration procedure is applied. In the

subsequent chapter, results from an in-situ measurement campaign are discussed, which

is conducted during the onshore installation of a medium-sized monopile.
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Interpol – PDA

UUntil now, themain discussion of this thesis has concerned lab-scale experiments to demon-strate non-contact methods to infer structural deformations by considering the magnetic

stray field. Although the experimental set-up discussed in the previous chapters is novel, it

still differs significantly from a full-scale offshore monopile installation in terms of scale

and controllability of the external factors. To date, limited data have been published on

the in-situ magnetomechanical response of large-scale steel structures in a weak ambient

magnetic field. In fact, they focus solely on statically loaded steel pipelines for inspection

(Atherton et al., 1983, 1984). More recently, the bending strength of corroded reinforced

concrete beams was determined with a method that employs the structure’s magnetic

stray field (Qiu et al., 2020). However, all the aforementioned examples from literature

pertain quasi-static loading conditions, which are incomparable to the dynamic loadings

Parts of this chapter have been published inMeijers, Tsouvalas andMetrikine (2021b) and inMeijers, Tsouvalas
andMetrikine (2020).
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encountered during monopile installations.Therefore, the measurement campaign treated

in this chapter is designed to demonstrate the practical feasibility of utilising non-contact

measurements to infer impact-induced elastic deformations during a realistic monopile

installation.

First, the set-up of themeasurement campaign is presented including the sensor lay-out.

Second, the data processing algorithm is described, which is used to analyse the recorded

data from several thousand hammer blows.Third, the processedmeasurement results are

treated, with an emphasis on the similarity of the magnetic signals recorded during each

impact and the correlationbetween the strayfield and the strain.Fourth, sources of error and

other disturbances which might interfere with soundness of the magnetic measurements

are examined andmitigation strategies are suggested. Fifth, two practical applications of

the magnetic stray field measurements are discussed. Finally, the conclusions from this

chapter are summarised.

7.1. Set-upof themeasurement campaign
In July 2019, a steel cylindrical pile was installed at the new yard of IHC-IQIP in Sliedrecht,

the Netherlands.This so-called test pile is used for performance tests of hydraulic impact

hammers.The full test pile assembly consists of two steel piles: an outer and an inner pile.

The former surrounds the latter and serves as isolation to prevent vibrations from spreading

into the surrounding soil when a hammer exerts an impact on the inner pile.With the aid of

an IHC-IQIP S350 hydraulic hammer, which is capable of delivering a blow with an impact

energy up to 350 kJ, the inner pile has been driven to the desired depth.The installation site

at Sliedrecht comprises a small area next to the Beneden-Merwede river, which is indicated

in the aerial view shown in Figure 7.1.

A schematic of the pile during installation is presented in Figures 7.2a and 7.2b, which

indicates the two coordinate systems used throughout this chapter: a Cartesian and a

cylindrical. In the latter the radial, circumferential and axial directions are designated as 𝑟,
𝜃, and 𝑧, respectively.The former is useful to describe the external field, while the latter is

convenient to define the sensor positions and the measured magnetic field components.

Additionally, the schematics indicate the direction of the geomagnetic field𝑩0, which is—as

in previous chapters—considered to be time- and space-invariant. At the installation site,

the measured components of 𝑩0 in the Cartesian 𝑥𝑦𝑧-coordinate system are:

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝐵0𝑥
𝐵0𝑦
𝐵0𝑧

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

15

10

−40

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
𝜇T. (7.1)

Clearly, the 𝑧-component of the geomagnetic field dominates, i.e. the magnetic field points
strongly downwards. In the top view of the pile (Figure 7.2b), the angle between the geo-

magnetic field vector and the 𝑥-axis is 𝛽 ≈ 33°.
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Figure 7.1: Aerial view of the yard of IHC-IQIP in Sliedrecht, the Netherlands, in which the installation site is
encircled (Google Maps, n.d.).
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Figure 7.2: Overview of the measurement system during installation of the inner pile. The two distinct mag-
netic sensor configurations are indicated with S (sleeve-based) and G (ground-based). (a) Schematic side view.
(b) Schematic top view. (c) Annotated photograph of the installation.
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Table 7.1:Dimensions and material properties of the steel monopile installed during the in-situ measurement
campaign in Sliedrecht, the Netherlands.

Parameter Value Parameter Value

𝐿 62.0m 𝐸𝑝 210GPa
𝑅 0.6096m 𝜌𝑝 7850 kg/m3

ℎ 0.050m 𝜈𝑝 0.3

The installed pile is composed of cylindrical steel sections with a height of 3m each,

which are stacked on top of each other using circumferential welds. Before installation, the

pile has been coated for corrosion protection, obscuring the exact locations of the welds.

The dimensions andmaterial properties of the installed pile are summarised in Table 7.1,

in which 𝐿 denotes the length of the pile, 𝑅 is the outer diameter, and ℎ represents the
wall thickness.Moreover, 𝐸𝑝 is Young’s modulus, 𝜌𝑝 denotes the density and 𝜈𝑝 is Poisson’s
ratio. Although this specific pile has a rather small radius compared to monopiles currently

installed offshore (Igwemezie et al., 2019), the main elements of pile driving dynamics,

i.e. stress wave propagation and pile penetration, are present. Consequently, it provides

a more realistic scenario than the previously discussed controlled lab-scale experiment

(Chapter 6). It is important to note that, prior to installation, the pile was not subjected to

anymagnetic treatment, i.e.no (de)magnetisationprocedureof the structurewasperformed.

Employing such a process is not feasible in an offshore environment (or even in an onshore

setting given the large scale), as it requires the generation of carefully controllable magnetic

fields by means of magnetising coils. Nevertheless, based on the results from the lab-scale

experiments, it is expected that the structure’smagnetisation attains amagnetic equilibrium

quite rapidly as a result of the repeated loading by the hammer.

7.1.1. Sensor description andpositioning

For the simultaneous measurement of the strain-inducedmagnetic stray field changes in

the vicinity of the structure at different locations, a dedicated measurement system was

developed to support several biaxial magnetometers. Each sensor (type: HMC1022) had

a measuring range of ±600𝜇T, a sensitivity of 20𝜇T/mV (𝑉bridge = 5V), a noise density of

960 pT/√Hz at 1Hz, and a bandwidth ranging up to 5MHz.Themeasurement systemwas

specifically been designed to transmit the measured magnetic field data using cables of

considerable length: 100m in this specific case. Furthermore, each channel was sampled

with a frequency of 50 kHz.

Each biaxialmagnetic sensor was placed at a certain distance 𝑑 (indicated in Figures 7.2a
and 7.2b) from the surface of the pile. Additionally, two different configurations for posi-

tioning of the magnetometers were employed: sleeve-based (S) and ground-based (G). In

the former configuration, the sensor is attached to a PVC frame which is directly connected

to the sleeve of the hammer (Figure 7.2c). Due to the frame, the sleeve-based sensors retain

their relative position 𝑎 (Figure 7.2a) with respect to the pile head during the tests. In the
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Table 7.2:Overview of the three days of the measurement campaign which summarises the deployed sensors, the
measured pile penetration Δ𝜁, the number of recorded hammer blows𝑁𝑖 and the index 𝑖 used to reference these
hammer blows.

Day 1 Day 2 Day 3

System Reduced Reduced Full
Sensors 2×S, 1×G 2×S, 1×G 4×S, 4×G, 2×PDA
Δ𝜁 7.4m 8.6m -
𝑁𝑖 2174 3459 141
Index 𝑖1 𝑖2 𝑖3

other configuration, the sensors are mounted on top of non-magnetic tripods which are

placed directly on the ground. As a result, the relative position between the sensor and the

pile changed when the pile penetrated further into the soil. For these ground-based sensors,

the axial position 𝑎′ wasmeasured relative to the ground (Figure 7.2a).
Next to the magnetic stray field measurement, strains in the structure were recorded

bymeans of a Pile Driving Analyser (PDA), which was directly attached to the pile surface

using an adhesive. Such a sensor consists of a strain measurement device (type: TML FLA-

2.350-11) and an accelerometer (type: Endevco 7270A) to measure the strain and acceleration

in the axial direction, i.e. along the 𝑧-axis.Moreover, during installation, an optical sensor,
which was bolted to the sleeve, recorded the penetration of the pile using the time-of-flight

principle.

7.1.2.Measurement systems

The entire experiment on the inner pile lasted for three days with a different number of

sensors deployed on each day. Table 7.2 presents an overview of these three days with the

deployed sensors, themeasured pile penetrationΔ𝜁, the number of recorded hammer blows
𝑁𝑖 and the index 𝑖 used to reference the hammer blows of each day.On the first two days, the
pile was not fully instrumented. Only three biaxial magnetometers (two sleeve-based and

one ground-based) were installed. Unfortunately, one of the magnetometers failed early

on the first day; the defective sensor was replaced before the installation continued on the

subsequent day.Therefore, data from the first campaign day is not discussed in depth in

the remainder of this chapter. As only magnetometers were deployed, the measurement

system on the initial two days is referred to as the reducedmeasurement system. Despite

the absence of classical strain measurements, the obtained results are still very valuable,

since the observed penetration of the pile Δ𝜁was considerable.This provides a record of the

magnetic stray field while the pile is moving relative to the sensor, an aspect that was not

included in the lab-scale experiment (Chapter 6). On the third day of the installation, all

sensors described above were employed; hence, on the final day, data was collected with the

fullmeasurement system,which includes classical strainmeasurements to fully characterise

the magnetomechanical response of the structure. At the beginning of each section with

measured results, the exact measurement system is detailed.
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Figure 7.3:Exemplary time signals of (a) a component of themagnetic stray field and (b) the axial strain 𝜀𝑧measured
during a single hammer blow 𝑖with three relevant characteristic parameters indicated: the remanent stray field
value ��̄�𝑗�𝑖, the maximummagnetic variation from the remanent field �𝛿𝐵𝑗�𝑖, and the peak strain

(𝛿𝜀𝑧)𝑖.

7.1.3. Dataprocessing

Given the broad variety of the measured quantities, direct comparison of the raw data

does not provide a feasible framework to analyse the magnetomechanical response of the

system during pile driving.Thus, the full time signals are reduced to a selected number of

characteristic parameters for each individual hammer blow, which can be regarded as a

discrete event in the full data set. For impact 𝑖, the hammer registers the impact time 𝜏𝑖,
which is the time instance the ramof the hammer is released at, the supplied hammer energy

𝐸𝑖 and the current penetration depth 𝜁𝑖. Figure 7.3 shows typical signals of the magnetic
stray field and the axial strain directly after 𝑡 = 𝜏𝑖. Using 𝜏𝑖, a time interval 𝑡𝑖 ensuing the
impact is defined as follows:

𝑡𝑖 = [𝜏𝑖, 𝜏𝑖 + Δ𝑡] , (7.2)

in whichΔ𝑡 is a time interval which is approximately twenty times the duration of the initial
strain pulse, i.e.Δ𝑡 = ±100ms for the case study here.

Figure 7.3a shows the axial component of the full magnetic field vector 𝑩(𝑡). Note that,
even in the absence ofmechanical loading, themagnetic field in the vicinity of the pile is non-

zero, since the structure’s magnetisation generates a magnetic stray field that permeates

the region around it. Assuming that at 𝑡 = 𝜏𝑖 the structure is unloaded (the static load caused
by the mass of the impact hammer resting on the pile is assumed to be negligible), the

remanent stray field value �̄�𝑖 is equal to the magnetic field in the unloaded state:

�̄�𝑖 = 𝑩(𝜏𝑖) . (7.3)
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On the vertical axis of Figure 7.3a, this remanent value ismarked.As a result of strain-driven

reordering of the internal magnetic domains, the remanent stray field value could change in

between impacts when sufficient energy is supplied to the system (Chapter 5). Additionally,

external factors, e.g. a steel object temporarily approaching the sensor, can further alter

this value.

During a hammer blow, the generated strain pulse changes the structure’s magnetisa-

tion through the magnetomechanical effect.The resulting variations in the magnetic stray

field are small compared to the remanent field. Hence, it is useful to separately define the

magnetic field variation Δ𝑩(𝑡𝑖) as follows:

Δ𝑩(𝑡𝑖) = 𝑩(𝑡𝑖) − �̄�𝑖. (7.4)

Similar to the analysis of the transient response of the lab-scale experiment (Chapter 6),

this quantity can be rewritten using the Principle Component Analysis as (Section 6.2.2):

Δ𝑩(𝑡𝑖) = Δ𝐵𝑟(𝑡𝑖) 𝒓 + Δ𝐵𝑧(𝑡𝑖) 𝒛 = Δ𝐵1(𝑡𝑖) (𝒆1)𝑖 + Δ𝐵2(𝑡𝑖) (𝒆2)𝑖 , (7.5)

in which 𝒓, 𝒛, (𝒆1)𝑖 and (𝒆2)𝑖 represent the unit vectors along the radial, the axial, the major
principle and the minor principle axis, respectively. Along each of these directions,Δ𝐵𝑟(𝑡𝑖),
Δ𝐵𝑧(𝑡𝑖), Δ𝐵1(𝑡𝑖) and Δ𝐵2(𝑡𝑖) denote the respective variations of the stray field. The angle

between 𝒓 and (𝒆1)𝑖 is defined as �𝜓1�𝑖. Note that the principle components are determined
for each impact separately, as indicated by the subscripts 𝑖.

The magnetic field variation describes the deviations of the stray field from the un-

strained state of the system, and, consequently, it is expected to reflect solely the strain-

induced magnetisation changes. Given the clear peak in the magnetic signal in Figure 7.3a,

it is natural to define the maximum deviation from the remanent value as a new quantity:

the maximum deviation from the remanent field 𝛿𝑩𝑖. Note that, for example, a compressive
strain—i.e. negative strain—does not necessarily cause a negative magnetic field change.

Thus, to correctly capture the extreme value of the magnetic field variation, one needs to

consider the largest deviation from the remanent field (either positive or negative):

�𝛿𝐵𝑗�𝑖 = max ���Δ𝐵𝑗�𝑖
(𝑡𝑖)�� signum ��Δ𝐵𝑗�𝑖

(𝑡𝑖)� (7.6)

in which 𝑗 specifies the vector component, which is collinear either with the measurement
directions (𝑗 = 𝑟,𝜃, 𝑧) or the principle directions (𝑗 = 1, 2). The above expression ensures

that the largest deviation from the remanent field is selected while retaining its sign. As an

example, Figure 7.3a indicates �𝛿𝐵𝑗�𝑖 for a hammer blow.
Similar quantities can be defined to characterise the strain signal 𝜀𝑧(𝑡𝑖). Assuming no

permanent structural deformation at the location of the strain sensor, the structure is

unstrained before each impact, eliminating the need to specify the remnant strain value for
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Figure 7.4:The reduced measurement system. (a) Annotated photograph of the set-up. (b) Schematic top view
indicating the direction of the horizontal component of the geomagnetic field𝑩0

⟂ and the circumferential positions
of the magnetometers.

each hammer blow. By applying an expression similar to Equation (7.6) to (𝜀𝑧)𝑖, the peak of
the strain signal (𝛿𝜀𝑧)𝑖 is obtained as shown in Figure 7.3b.

To summarise, for each impact 𝑖, the following impact characteristics are considered:

(i) impact energy 𝐸𝑖;

(ii) penetration depth 𝜁𝑖;

(iii) peak strain (𝛿𝜀𝑧)𝑖;

(iv) angle between the major principle axis and the 𝑟𝜃-plane �𝜓1�𝑖;

(v) maximum deviation from the remanent field �𝛿𝐵𝑗�𝑖.

(vi) remanent magnetic field �̄�𝑖;

Note that the latter two quantities are determined for each component of the stray field.

For brevity, the subscripts 𝑖 are dropped in the sequel, keeping in mind that the impact
characteristics above are examined at discrete timemoments.

7.2. Analysis of data collected by the reduced measurement sys-

tem
Figure 7.4a presents the reduced measurement system used on the second installation

day, which consists of three biaxial magnetometers: one ground-based sensor and two

diametrically placed sleeve-based sensors. Table 7.3 lists the positions and themeasurement

directions of each sensor. Note that the circumferential position of the sleeve-based sensors

are given as a range, because the hammer and sleeve slowly rotate with respect to the pile
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Table 7.3:Overview of the reducedmeasurement systemdeployed on the second day. For each sensor, themeasured
quantities are listed; 𝜃 and 𝑎 are the circumferential and axial positions, respectively; the distance from the pile
surface is denoted by 𝑑.

Sensor Measurement 𝜃 [°] 𝑎 [m] 𝑑 [m]
S1 𝐵𝑧,𝐵𝑟 [30, 90] 3.50 0.20
S2 𝐵𝑧,𝐵𝑟 [210, 270] 3.50 0.20
G1 𝐵𝑧,𝐵𝑟 300 1.10 0.20

during the installation process. Figure 7.4b visualises these ranges in a schematic top view.

Since this gradual hammer rotation is not recorded in real-time during the campaign, data

from non-consecutive impacts should be compared with care.

A total of 3459 impacts were recorded with the reduced measurement system on the

second installation day. Figure 7.5 presents an overview impact characteristics extracted

from the full time signals. As a result of the hammer blows, the pile penetration was Δ𝜁 =

8.6m. Based on the hammer energy 𝐸 (which was rather constant throughout the process)
and the recorded pile penetration 𝜁 (Figure 7.5e), it is clear that the penetration speed was
variable, which is a result of the varying soil resistance that the pile experienced at different

penetration depths.Throughout the day, the installation was stopped and restarted several

times. During a hammer restart, the energy is introduced in gradual steps to avoid damage

to the hammer, which appears as a distinct pattern of increasing hammer energy.

Regarding themagnetic quantities, the characteristics extracted fromthemeasurements

by the ground-based sensor (G1) shows significantly more variation than those determined

for the sleeve-based sensors (Figures 7.5a–7.5d).The difference is attributed to the relative

motion of the pile to the sensor in the former configuration. Given the different responses

for the sensor configurations, each sensor lay-out is discussed separately hereafter.

7.2.1. Response of the sleeve-based sensors

For S1 and S2, the axial component of the remanent field �̄�𝑧 remains constant up to impact
𝑖2 ≈ 2400, after which a slight reduction is observed (Figure 7.5b); whereas the radial com-

ponent �̄�𝑟 showsmore variation over the considered impact range (Figure 7.5a).The latter

behaviour canmost probably be attributed to the rotation of the hammer-sleeve assembly,

which might also explain the variation in the maximum deviation from the remanent field

(Figure 7.5d). Most noticeable in the presented data is the change in the angle of the major

principle component 𝜓1 that occurs after impact 𝑖2 = 2400 (Figure 7.5c), which is a result of

the sensors approaching the outer pile (Figure 7.2c).The latter has a significant remanent

field of its own, which locally alters the external field. Naturally, this additional stray field

also causes the observed change in the remanent stray field.

To eliminate the effect of the rotation of the hammer from the analysis, the evolution of

the impact characteristics is examined for a shorter time interval, which contains all the

facets of interest.The selected interval comprises the first 294 hammer blows. Figure 7.6
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Figure 7.5:Overview of the impact characteristics measured with the reduced measurement set-up on the second
installation day.The grey shaded area indicates the initial phase. (a) Radial component of remanent stray field.
(b) Axial component of remanent stray field. (c) Angle of themajor principle componentwith respect to the 𝑟𝜃-plane.
(d) Maximum deviation from the remanent stray field. (e) Hammer energy (black) and pile penetration (grey).
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presents the impact characteristic for the sleeve-based sensors during 𝑖2 = [1, 294], which
is also indicated by the grey area in Figure 7.5. During this interval, the hammer energy

was increased in steps of 50 kJ until the maximum hammer energy of 350 kJ was reached.

Initially, the pile penetrated the soil by 2m; however, when the maximum hammer energy

was reached, the pile did not significantly progress into the soil (Figure 7.6e). For S1 and S2,

the remanent magnetic field �̄� and the angle of the major principle component 𝜓1 did not

considerably change due to the impacts.

Figure 7.6dpresents themagneticdeviation fromthe remanentfield𝛿𝐵1,whichevidently
follows a trend similar to the one displayed by the hammer energy 𝐸. According to the elastic
theory of impacting bars (Timoshenko and Goodier, 1951, pp. 438–452), the peak strain 𝛿𝜀𝑧
is expected to be proportional to the square root of the impact energy 𝐸. This assertion

will be critically assessed later in this chapter, when strain measurements are available. To

determine the exact relation between the two quantities, 𝛿𝐵1 is plotted against the square
root of the impact energy 𝐸 in Figure 7.7. The distribution of the data suggests that the

quantities are related via a polynomial expression, namely:

𝛿𝐵1 ≈ 𝛼2𝐸 + 𝛼1√𝐸, (7.7)

in which 𝛼1 and 𝛼2 are calibration constants which are determined by means of polynomial
regression, the results of which are presented in Figure 7.7. Clearly, a quadratic relation

exists between the hammer-induced peak strain and the resulting stray field variation.Note

that the values of the calibration constants are only valid for these particular sensor locations,

since the remanent stray field determines the actual magnetomechanical response.

7.2.2. Response of theground-based sensor

For the ground-based sensor, the impact characteristics show a large variation over the

course of reported impact range, which is a direct result of the pile moving relative to the

sensor due to the pile penetrating the soil. For example, the remanent stray field changes

substantially when the pile progresses further into the soil (Figures 7.5a and 7.5b). This

is a direct consequence of the inhomogeneous distribution of the magnetisation of the

structure, which, in turn, is a result of the presence of the circumferential welds.

Considering the characteristics associated with the transient response of the pile, 𝛿𝐵1
measured by G1 shows a less regular pattern than obtained by its sleeve-based counterparts.

Even though the hammer restarts are visible in Figure 7.5d (signalling a dependency on the

hammer-induced strain), the amplitude of 𝛿𝐵1 deviation also varies with the remanent stray
field. Although this complicates the applicability of a ground-based sensor as a non-contact

strain measurement device, it does confirm that the local magnetisation level determines

the magnetomechanical response of the structure.

A different perspective of the ground-based sensor data is obtained by considering the

evolution of the magnetic characteristics with increasing penetration depth as presented
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Figure7.6:Overviewof the impact characteristics collectedby the sleeve-based sensors of the reducedmeasurement
set-up during the initial phase of the second installation day. (a) Radial component of remanent stray field. (b) Axial
component of remanent stray field. (c) Angle of the major principle component with respect to the 𝑟𝜃-plane.
(d) Maximum deviation from the remanent stray field. (e) Hammer energy (black) and pile penetration (grey).



7.3. Analysis of data collected by the full measurement system

7

155

0 150 300 450 600

−8

−6

−4

−2

0

√𝐸 [kg0.5m/s]

𝛿𝐵
1
[𝜇
T
]

S1

S2

𝛿𝐵1 = −2.1 ⋅ 10−5𝐸 + 7.5 ⋅ 10−4√𝐸
with 𝑅2 = 0.960

𝛿𝐵1 = −2.4 ⋅ 10−5𝐸 − 3.5 ⋅ 10−4√𝐸
with 𝑅2 = 0.988

Figure 7.7:Maximum deviation from the remanent field 𝛿𝐵1 plotted against the square root of the impact energy 𝐸
for S1 and S2 as registered during 𝑖2 = [1, 294]. Using linear regression, the constants of the quadratic relation have
been determined.

in Figure 7.8.The components of the remanent stray field �̄� show a distinct pattern that
repeats every 3m, which is caused by the circumferential welds in the pile. Compared to

the fairly homogeneous material in between them, the welds have significantly different

magnetic properties, resulting in a local reduction of the magnetic susceptibility, creating

the markings in the stray field. Furthermore, the radial component of the remanent stray

field increases for increasing 𝜁, which results from the sensor approaching the top of the

pile.

A less regular image emerges for the impact characteristics related to the dynamic

response (Figures 7.8c and 7.8d). Although an oscillation in 𝛿𝐵1 and 𝜓1 is observed around

the weld location, these features are less pronounced than those for the remanent stray

field �̄� at the same location. The large variability of 𝛿𝐵1 and 𝜓1 with penetration depth

confirms the conclusion drawn above that the dynamic magnetomechanical response is

predominantly determined by the local magnetisation in the vicinity of the sensor.

7.3. Analysis of data collectedby the fullmeasurement system
On the final installation day, the full measurement systemwas employed around the pile.

Table 7.4 summarises the used sensors including their circumferential position 𝜃, axial
position 𝑎, and (for the magnetometers) the distance 𝑑 from the surface of the pile. A total

of eight biaxial magnetometers were used: four were attached to the sleeve (S1–S4) and four

were placed on tripods (G1–G4). Each of these configurations completely enclosed the pile

as the sensors were placed 90° apart. As the magnetomechanical data collected by a ground-

based sensor is less consistent due to the relative motion between the sensor and the pile,

this section will focus on the sleeve-based data only. Figure 7.9 shows the circumferential

positions of the sleeve-based sensors with respect to the geomagnetic field direction. In
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Figure 7.8:Magnetic characteristics measured by ground-based sensor G1 in the reduced system plotted against
the penetration depth.The colour of the points indicates the hammer energy. (a) Radial component of the remanent
stray field. (b) Axial component of the remanent stray field. (c) Maximum deviation from the remanent field.
(d) Angle of the major principle component.

Table 7.4, the index 𝑖3 indicates the number of the hammer blows in which the sensor was
active (a total of 141 blows were registered).

Figure 7.10a shows the measurement system during the tests. Compared to the reduced

set-up (𝑎 = 3.5m), the sleeve-based sensors were closer to the edge of the sleeve (𝑎 = 2.75m)
to prevent damage to the sensors if the pile would unexpectedly progress into the soil by a

considerable amount during the installation. Contrary to the first part of the campaign, the

hammer-sleeve assembly did not rotate significantly. Consequently, the circumferential

location of all sensors is assumed to be fixed throughout this part of the experimental

campaign. During the impacts, penetration data was not collected due to malfunctioning

of the optical sensor.

Most importantly, axial strains in the structure were recorded by two diametrically-

positioned Pile Driving Analysers (PDAs), which were directly attached to the pile surface

using an adhesive. Figure 7.10b shows a close-up of one of the PDA sensors (PDA1). A total

of 141 hammer blows were registered with the full measurement system; but only during the

first 83 impacts, the strain was recorded. In the subsequent section, the strain is analysed

first, whereafter the correlation between the magnetic response and the strain is examined.

7.3.1.Hammer-inducedaxial strain

As indicated in Table 7.4, two conventional strain measurement devices (PDAs) were dia-

metrically attached to the surface of the pile. Unfortunately, after only seven hammer blows,

PDA2 detached from the pile, leaving only PDA1 functioning.The premature failure of PDA2

accentuates the potential benefit of non-contact sensors over classical contact-based devices
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Table 7.4:Overview of the full measurement system. For each sensor, the measured quantities are listed; the index
𝑖 specifies the registered number of impacts in which the listed sensor was active; 𝜃 and 𝑎 are the circumferential
and axial positions, respectively; for the biaxial magnetometers, the distance from the surface of the pile is denoted
by 𝑑.

Sensor Measurement 𝑖3 𝜃 [°] 𝑎 [m] 𝑑 [m]
S1 𝐵𝑧,𝐵𝑟 1–141 20 2.75 0.20
S2 𝐵𝑧,𝐵𝑟 1–141 110 2.75 0.20
S3 𝐵𝑧,𝐵𝑟 1–141 200 2.75 0.20
S4 𝐵𝑧,𝐵𝑟 1–141 290 2.75 0.20

PDA1 𝜀𝑧 1–83 0 3.50 -
PDA2 𝜀𝑧 1–7 180 3.50 -

𝑩0
⟂

S1
S2

S3

S4

𝜃 = 0∘

Figure 7.9: Sensor positions for the sleeve-based sensors in the full measurement system.The arrow indicates the
direction of the horizontal component of the geomagnetic field 𝑩0
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Figure 7.10: Two photographs of the set-up of the full measurement system. (a) Overview of the full measurement
system during installation of the inner pile. (b) Close-up of sensor PDA1 attached to the pile; sensor G1 is placed on
the tripod.
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to monitor the strain in the structure. Due to the malfunctioning of PDA2, the discussion is

predominantly based on the data obtained from PDA1.

Figure 7.11 presents the time-frequency analysis of typical signals measured during

impact 𝑖3 = 7. Directly following the initial compressive strain pulse, the axial strain signals

of PDA1 (Figure 7.11a) and PDA2 (Figure 7.11d) display high-frequency oscillations that

dominate the measurements.The pronounced peaks in the amplitude spectra confirm their

presence; around 800Hz for PDA1 (Figure 7.11b), and approximately 550Hz and 1400Hz for

PDA2 (Figure 7.11e).These rapid fluctuations persist much longer (Δ𝑡 ≈ 200ms) than the

expected duration of an impact-induced strain pulse (Δ𝑡 ≈ 10ms).Moreover, these peaks

are absent in the time-frequency analysis of the axial component of the magnetic stray field

(Figures 7.11g and 7.11h). Consequently, it is reasonable to assume that the oscillations have

a different cause than the actual structural vibrations; most probably, they stem from the

vibrations of the wire connected to the device. To eliminate these undesired artefacts from

the signals, which do not represent physical strains in the structure, a low-pass filter with a

cut-off frequency of 450Hz is applied to the recordings. Figures 7.11c and 7.11f compare the

original and filtered strain signals for PDA1 and PDA2, respectively, revealing that, after an

initial compressive strain pulse, only relatively small strains are present in the structure.

Since these high-frequency oscillationswere originally absent in the strayfield, themagnetic

signal is largely unaffected by the applied filter (Figure 7.11i).

From the filtered strain signals, the peak strains 𝛿𝜀𝑧 are extracted for PDA1 using the
procedure described in Section 7.1.3. Figure 7.12a presents the results for impacts 𝑖3 = [1, 83]
together with the impact energy registered by the hammer. Apart from their sign, the

quantities appear to follow a similar trend. According to the elastic theory of impacting

bars (Timoshenko and Goodier, 1951, pp. 438–452), it is expected that the peak strain is

proportional to the square root of the impact energy 𝐸. The use of this one-dimensional

theory is justified here by the fact that a hammer blow excites frequencies well below the

ring frequency 𝑓𝑟 of the structure, i.e.:

𝑓𝑟 =
1

2𝜋𝑅�

𝐸𝑝
𝜌𝑝 �1 − 𝜈2𝑝�

= 1416Hz. (7.8)

The amplitude spectra presented in Figure 7.11 indicate that the hammer mainly excites

frequencies below 450Hz.Hence, a one-dimensional theory suffices to describe the axial

wave propagation in a monopile in this case (Chapter 2).

To determine the relation between the peak strain and the square root of the impact

energy from the experimental data, Figure 7.12b shows a plot of these two quantities. A

linear fit to the data confirms that the assumed proportionality applies, namely:

𝛿𝜀𝑧 ≈ −1.33√𝐸, (7.9)
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Figure 7.11: Time-frequency analysis of the signals measured during a single hammer blow (impact 𝑖3 = 7).The
filtered signals are obtained with a low-pass filter with a cut-off frequency of 450Hz. (a) Time-frequency plot of
PDA1. (b) Amplitude spectrum of PDA1. (c) Time series of PDA1. (d) Time-frequency plot of PDA2. (e) Amplitude
spectrum of PDA2. (f) Time series of PDA2. (g) Time-frequency plot of the axial component of S4. (h) Amplitude
spectrum of the axial component of S4. (i) Time series of the axial component of S4.
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Figure 7.12: Analysis of the measured peak strain and the impact energy registered by the hammer. (a) Peak strain
(black) and impact energy (grey) for each hammer blow. (b) Peak strain against the square root of the impact energy
including a linear fit to the data.

Table 7.5:Normalised correlation coefficients for the strains and the major principle component of the magnetic
signals for impact 𝑖3 = 7.The table is symmetric; therefore, only the upper half is shown for clarity.

PDA1 PDA2 S1 S2 S3 S4

PDA1 1 0.96 0.64 0.86 0.65 0.89
PDA2 1 0.56 0.78 0.57 0.81

S1 1 0.87 0.94 0.85
S2 1 0.86 0.99
S3 1 0.84
S4 1

verifying that the elastic one-dimensional theory is adequate in this case.With this relation,

the hammer energy can be used to estimate 𝛿𝜀𝑧 in absence of an actual strain measurement,
which is the case from impact 𝑖3 = 84 onwards.The proportionally constant in the above

relation only depends on the properties of the hammer, the contact area between the ham-

mer and the pile, and the material properties of the pile. Thus, in principle, the value of

this constant may be computed a priori under the assumption of one-dimensional wave

propagation.

To assess whether the hammer-induced strains are axially symmetric, the correlation

coefficient (Section 6.2.2) for the strain signals collected by PDA1 and PDA2 during impact

𝑖3 = 7 is determined (Table 7.5).The two signals correlate extremelywell (𝑐 = 0.96), suggesting
that the induced strains at the considered diametric positions are nearly identical in terms

of the exited frequency range.This, in turn, indicates that the hammer force is introduced

evenly along the circumference of the pile top. Consequently, it seems reasonable to assume

that each hammer blow generates an axially symmetric compressive strain field.

7.3.2. Correlationbetween strain andmagnetic strayfieldmeasurements

Table 7.5 presents the normalised correlation coefficients (Section 6.2.2) for the axial strains

and themagneticmeasurements along themajor principle componentΔ𝐵1 for impact 𝑖3 = 7.
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Note that the correlation table is symmetric; only the upper half is presented. From the data,

the following is concluded:

(i) the two strain signals are similar (𝑐 = 0.96);

(ii) magnetometer pairs that are placed diametrically (e.g. S1 and S3) exhibit a higher

mutual correlation compared to the sensors located 90° apart, e.g. compare S1 and S3

(𝑐 = 0.94), S1 and S2 (𝑐 = 0.87), S2 and S4 (𝑐 = 0.99), and S3 and S4 (𝑐 = 0.84);

(iii) the magnetic field signals of S2 and S4 strongly correlate with the strain (𝑐 > 0.78);

(iv) for S1 and S3, the correlation between the stray field and the strain is less pronounced

(𝑐 > 0.56).

Given the direction of the geomagnetic field, which is 𝛽 ≈ 33° (Figure 7.2b), the ra-

dial component of S1 and S3, at 𝜃 = 20° and 𝜃 = 200°, is almost aligned with the external

field, while the radial component of S2 and S4, at 𝜃 = 110° and 𝜃 = 290°, is perpendicu-

lar to it. Acknowledging this fact, the above observations show that the orientation of the

magnetometer with respect to the external field partly determines the similarity with the

impact-induced strains. Since the latter are axially symmetric, the observedmagnetome-

chanical response is caused by the spatial variation of the structure’s magnetisation, which

is not axi-symmetric due to the presence of the external field.

Naturally, the data presented in Table 7.5 only assesses a single hammer blow. To obtain

a more general picture, Figure 7.13 shows the normalised correlation coefficients between

the axial strain measured by PDA1 and the major principle component of the magnetic

stray field for the first 83 impacts. Again, for the signals measured by S2 and S4 (with a

radial component perpendicular to the external field), the correlation is high (𝑐 > 0.8); while
for S1 and S3 (with a radial component aligned to the external field), the correlation is less

pronounced, albeit still reasonable (𝑐 > 0.6).This confirms the aforementioned dependency

of the measuredmagnetomechanical response on the circumferential position relative to

the geomagnetic field direction.

7.3.3. Analysis of the impact characteristics

Up to now, the discussion focused on the comparison between the stray field and the strains.

However, this does not provide any information regarding the actual amplitude of the

changes or the remanent stray field values. In this section, the physical characteristics of

these measurements are further analysed.

In Figure 7.14a, the remanent magnetic field �̄�𝑟 displays little variation over the course
of the reported impacts. However, �̄�𝑧 (Figure 7.14b) does exhibit a slight decrease at all
four positions, which, at first instance, is not to be expected since the sleeve-based sensors

retain their relative position with respect to the pile. A careful examination of the set-up

(Figure 7.10a) shows that this is caused by the penetration of the pile, which moves the
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Figure 7.13:Normalised correlation coefficients between the axial strain and the major principle component of
stray field.
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Figure 7.14:Characteristics extracted for impacts 1–83 recorded by the sleeve-based sensors. (a) Radial component
of the remanent stray field. (b) Axial component of the remanent stray field. (c) Maximum deviation of the major
principle component of the dynamic stray field. (d) Peak strains.
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Figure 7.15:The maximum variation of the major principle component versus the peak strain during impacts
𝑖3 = [1, 83] for S2 (orange) and S4 (purple) in conjunction with (a) a quadratic and (b) a linear fit to the data.

sensors closer to the edge of the outer pile (Figure 7.2c); the latter has a significantmagnetic

strayfield of its own,which resembles the strayfield of a cylinder causedby a vertical external

field (Figure 4.10).This additional stray field simply adds to the external field, andmakes

the latter spatially varying. For the outer pile, the radial component varies less than the axial

component when the pile is approached from above, explaining the observed behaviour for

the remanent field.

To assess the amplitude of the dynamic stray field, Figure 7.14c presents the maximum

variation of themajor principle component 𝛿𝐵1. For eachmagnetometer, the strain-induced
amplitude is different, which is to be expected given the spatially-varying magnetisation of

the structure. Nevertheless, 𝛿𝐵1 displays a trend resembling that of the peak strain (Figure
7.14d). To examine this correspondence in more detail, Figure 7.15 plots the two quantities

versus each other for the two sensors with the highest correlation with the strain, i.e. S2 and

S4. Similar to the data collected using the reduced set-up (Figure 7.7), a polynomial relation

is found:

𝛿𝐵1 ≈ 𝛼2 (𝛿𝜀𝑧)
2 + 𝛼1𝛿𝜀𝑧, (7.10)

in which 𝛼2 and 𝛼1 are calibration constants, which are determined by means of polynomial
regression. For this particular case, however, the data points suggest that this relation can

be approximated by the following linear expression:

𝛿𝐵1 ≈ 𝛼1𝛿𝜀𝑧, (7.11)

in which 𝛼1 = 12.3 ⋅ 10−3 T and 𝛼1 = 15.2 ⋅ 10−3 T for S2 and S4, respectively. In addition to the
excellent correlation of the full time series of these two quantities as discussed earlier, the

above linear relation implies that the dynamic stray field corresponds one-to-one with the

hammer-induced strains as obtained by the full measurement set-up. Consequently, this

expression serves as a basis for a method to infer the strains during a monopile installation

using non-contact stray field measurements.
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7.4. Sources of interference
Before addressing two practical applications of employing magnetometers during a mono-

pile installation, sources of interference for the successful application of suchmeasurements

are shortly discussed, which can be divided into two categories. First, in the vicinity of the

pile, the total magnetic field is not only determined by the stray field of the pile. Other

magnetic sources may contribute to the total magnetic field as well, several of which can be

identified during the installation of a pile. Second,movement or rotation of the magneto-

meter itself will alter the measured signal, since a reorientation of the sensor’s sensitive

axes relative to the magnetic field is also recorded. In this section, the main sources of

interference are identified and possible mitigation strategies are briefly considered.

7.4.1. Evolution towards amagnetic equilibrium

The largest disturbance for the consistency of the magnetic response of a steel structure

are irreversible changes of the remanent tray field. As shown in Chapters 5 and 6, the first

impacts with a new peak strain can drastically alter the remanent field, as themagnetisation

irreversibly progresses towards anewmagnetic equilibriumdue to the supplied elastic strain

energy. Only when a magnetic equilibrium has been reached, the strain-induced transient

stray field becomes completely reversible,meaning that subsequent identical impact are

consistent and repeatable. So far, the presented data have not shown large irreversible

changes in the remanent stray field, since only data from the two final installation days have

been analysed. However, since the pile has not been demagnetised prior to the start of the

installation, one might anticipate that this progression towards an equilibrium does occur.

Naturally, this expectation is correct, and it becomes apparent when the data of the first day

is examined.

Figure 7.16 shows the impact characteristics of sleeve-based sensor S2measured during

the first days of the measurement campaign. At the start of the installation (indicated in

the Figure by the grey-shaded area), the remanent field (�̄�𝑟 and �̄�𝑧) shows large irreversible
changes,monotonically moving towards an equilibrium value. Only when the maximum

hammer energy (𝐸 = 350 kJ) has been introduced for a sufficient number of times, the

remanent values becomes constant. Note that when energy below the previous maximum is

introduced (e.g. for 𝑖1 = [150, 200]), the remanent field remains constant.
As long as the structure’s magnetisation is not at this equilibrium, the magnetomecha-

nical response to a hammer blow with identical energy is not repeatable, which is clear

from irregular behaviour of 𝛿𝐵1 during the initial blows. Hence, the data from this in-situ

measurement campaign support the conclusion drawn in Chapter 6 that the structure

must be at a magnetic equilibrium to create a state in which the impact-induced strain can

successfully be inferred from non-contact magnetic field measurements. Fortunately, an

ordinary monopile installation requires several thousands of hammer blows, effectively

limiting this disturbance to the initial phase of an installation.
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Figure 7.16:Overview of the impact characteristics measured with the reduced measurement set-up on the initial
installation day. The grey shaded area indicates the phase in which the remanent stray field approached the
magnetic equilibrium. (a) Radial component of remanent stray field. (b) Axial component of remanent stray field.
(c) Angle of themajor principle componentwith respect to the 𝑟𝜃-plane. (d)Maximumdeviation from the remanent
stray field. (e) Hammer energy (black) and pile penetration (grey).
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7.4.2.Magnetic strayfields of other ferromagnetic objects

During the entire installation sequence, two ferromagnetic objects exert their influence on

the measured quantities through their own substantial magnetic stray field: the outer pile,

which was installed prior to the inner pile; and the hammer-sleeve assembly. Figure 7.10a

shows both these disturbing structures.

For a ground-based sensor, the stray field of the outer pile is a time-invariant external

field, since the distance between the sensor and the outer pile remains constant throughout

the installation. However, for the sleeve-based sensors, it is an additional field which be-

comes more dominant when the sensors approach the outer pile due to the pile penetrating

further into the soil. This effect is most clearly demonstrated in the graph of the impact

characteristics of the reducedmeasurement system (Figures 7.5a and 7.5b), in which, from

impact 𝑖2 = 2400 onwards, the magnetic stray field of the outer pile starts to influence the

remanent field. Due to the change of the local background field, the magnetisation of the

top part of the pile alters accordingly.This explains the sudden change of the angle of the

major principle component 𝜓1 for S1 and S2 (Figure 7.16c), while the provided hammer

energy remains unchanged.

For a sleeve-based sensor, the influence of the sleeve’s stray field is unclear at present,

although it might be expected that strain induced by a hammer blow in the sleeve also

alters its stray field via the magnetomechanical effect. Future research should quantify the

influence of this structure on the measurements.

7.4.3. Cappressure

Before each hammer blow, cap pressure is built up inside the hammer, which is released

during the impact.This pressure introduces strains in the hammer’s casing, which, through

themagnetomechanical effect, changes the magnetisation of hammer itself. As a result, the

changing pressure could influence themagnetic fieldmeasurements. Figure 7.17a shows the

build-up and release of the pressure for a series of hammer blows.Next to that, the variation

around the remanent field Δ𝐵1 for two sleeve-based (S1 and S2) and one ground-based (G1)
sensors is presented in Figure 7.17b. In thefigure, the narrowpeaks in themagnetic variation

correspond to the hammer blows. Due to the large distance between G1 and the hammer,

the magnetic signal is essentially unaffected by the varying cap pressure. On the contrary,

the proximity of S1 and S2 to the hammer makes them sensitive to the pressure variations,

which are visible as the low-frequency osculation in between the impacts.Moreover,Δ𝐵1
displays a sharp increase prior to the first hammer blow. Nonetheless, the signal stabilises,

apart from the impact-induced variations, after the initial impacts. It is thus expected that

cap pressure does not disturb the actual value of 𝛿𝐵1.

7.4.4. Rotationof thehammer-sleeve assembly

As seen in Section 7.2, the gradual rotation of the hammer-sleeve assembly around the

𝑧-axis hinders the comparison of the magnetomechanical response for non-consecutive
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Figure 7.17:Analysis of the effect of cap pressure inside the hydraulic hammer on themagnetomechanical response
as measured with the reducedmeasurement system during a short series of hammer blows. (a)The build-up and
release of the cap pressure. (b)The variation of the magnetic field along the major principle axis.

impacts.This is attributed to change of the local magnetisation in the vicinity of the sensor

caused by the rotation. A straightforward solution for this complication is to measure the

rotation of the hammer-sleeve assembly in real-time. However, knowledge of the current

circumferential position of the sensor alone is insufficient tomitigate the problem. For that,

a denser array of magnetometers surrounding the circumference of the pile is required. In

that case, a full circumferential profile of the stray field is obtained. Although this is possible,

it is a complex and cost-ineffective solution. Alternatively, another mechanism may be

employed to keep the sensor at the same location relative to the pile. Again, developing such

a mechanism is left for future research.

7.5.Non-contact strainmeasurement
Since the correlation between themeasured strain anddynamic stray field is excellent for the

sleeve-based sensors (Section 7.3.1), a magnetometer that retains its position relative to the

structure can be used to infer the impact-induced strain in the structure.This non-contact

method is based on the relation between the peak strain and the maximum deviation from

the remanent field. Two of these polynomial expressions have been derived in this chapter,

one for the reducedmeasurement system (Section 7.2.1) and one for the full measurement

system (Section 7.3.3). For simplicity, the linear approximation of the latter is used in the

following. Nevertheless, this general procedure is identical for the quadratic relation.

After inverting the expression presented in Equation (7.11), the peak axial strain can be

inferred from the maximum deviation of the major principle component of the stray field
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by applying:*

𝛿 ̃𝜀𝑧 =
1

𝛼1
𝛿𝐵1, (7.12)

in which the tilde denotes an estimated value. For the two magnetometers with the best

correlation to the strain (S2 and S4), the estimated peak strains 𝛿 ̃𝜀𝑧 are presented in Fig-
ure 7.18a in conjunction with the measured peak strains 𝛿𝜀𝑧. For impacts 𝑖3 = [1, 83], the
latter are directly obtained from PDA1, while, from impact 𝑖3 = 84 onwards, the peak strains

are computed from the registered impact energy by applying Equation (7.9). For impacts

𝑖3 = [1, 95], the inferred strain values correspond reasonably well with the peak strain ob-
tained using the conventional methods, since the error in that impact range is generally less

than 10% (the grey band in Figure 7.18b).The error becomes large (≫10%) for impact 𝑖3 = 96

and higher, due the change in the remanent stray field when the sensors approach the outer

pile (Section 7.4.2). To illustrate the evolution of the remanent field, Figure 7.18c shows

the deviation of the four remanent values from the average remanent value for impacts

𝑖3 = [1, 83] (indicated by ��̄�𝑗�). Initially, the remanent values meander around the average;
however, from impact 𝑖3 = 84 onwards, the values diverge significantly, which coincides

with the deterioration of the quality of the estimated peak strains. Clearly, the 𝛼1-coefficient
must be recalibrated when the remanent stray field permanently changes.

Permanent stray field changes reflect irreversible changes of the magnetisation of the

structure, for which three situations are relevant here:

(i) the magnetisation is not yet at a magnetic equilibrium, e.g. at the start of the pile

installation, elastic deformation pushes the magnetisation towards this equilibrium

(Section 7.4.2);

(ii) a ferromagnetic object approaches the magnetometer, e.g. the outer pile in the cur-

rent set-up. Normally, such an auxiliary structure is not present during a monopile

installation (Section 7.4.1);

(iii) a regionof plastic deformationdevelops in the vicinity of themagnetometer (Chapter 5).

Thus, for optimal results, the calibration procedure should be performed as soon as the

remanent field stabilises. Naturally, this coefficient should also be recalibrated in case the

sensor is repositioned relative to the pile.

Since the time series of the strain and the dynamic stray field correlate well (𝑐 > 0.8), the
calibration coefficient 𝛼1 determined for the peak values is equally valid to express the full

*For the quadratic relation, the peak axial strain may be estimated using:

𝛿 ̃𝜀𝑧 =
2

𝛼1 ±�𝛼21 + 4𝛼2𝛿𝐵1
𝛿𝐵1,

which reduces to Equation (7.12) when 𝛼21 ≫ 4𝛼2𝛿𝐵1. Note that two values for 𝛿 ̃𝜀𝑧 are given by this equation.
Selecting the physically-admissible solution should be done with care. For simplicity, the linearised expression is
used here to demonstrate the proposedmethod to infer the elastic strain from the dynamic stray field.
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Figure 7.18: Peak strain estimation using the measure stray field variations of S2 and S4. For impacts 𝑖3 = [1, 83],
the peak strain is directly measured,while, from impact 𝑖3 = 84 onwards, it is computed from the registered impact
energy. (a) Peak strain inferred from themagnetic stray field data using the calibrated relation. (b) Error of the
estimated peak strain.The grey band indicates the region with ±10% error. (c) Deviation of the remanent stray field
from the average remanent stray field during impacts 𝑖3 = [1, 83].

strain history in terms of the major component of the stray field, as follows:

̃𝜀𝑧(𝑡) =
1

𝛼1
Δ𝐵1(𝑡) . (7.13)

Figure 7.19 shows the resulting time signals for impact 𝑖3 = 64.The satisfactory correspond-

ence between the inferred andmeasured strains demonstrate that data frommagnetometer

that retains its position relative to the structure can be used to infer the impact-induced

strains in the structure using a non-contact sensor.

Using magnetometers to infer the hammer-induced strain has certain benefits over the

application of conventional sensors, of which the most important was demonstrated by

the premature failure of PDA2 during the reportedmeasurement campaign as a result of

the high accelerations experienced by that device. Naturally, a non-contact sensor is not

exposed to such high contact forces, providing a more robust alternative. Moreover, the

deployment of a magnetometer could be rapid and straightforward, perhaps by incorpor-

ating the device into the sleeve of the impact hammer, saving valuable time in the tight

installation window. Contrary to optical techniques for non-contact strain measurement,

the magnetomechanical approach performs equally well underwater, since the stray field is

not disturbed by the presence of water, while optical signals will be distorted or blocked by

the fluid. Consequently, the proposedmagnetic method can be applied during a complete

offshore installation, even for subsea structures.
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Figure 7.19:Measured axial strain for impact 𝑖3 = 64 compared with the strain inferred from the stray field
measurements of S2 and S4.

7.6. Pile penetrationmonitoring
A second application of magnetometers during amonopile installation pertains the non-

contact real-timemonitoring of the pile penetration. For the reducedmeasurement system,

the results from the ground-based sensor with increasing penetration depth (Section 7.2.2)

showed that the circumferential welds in the pile create a distinct pattern in the measured

remanent magnetic field, indicating that the pile penetration might be inferred from non-

collocated magnetic field measurements. Naturally, the sensor must retain its position

relative to a fixed reference while the pile progresses into the soil. In the reported onshore

installation, this reference is the ground. Offshore, one may create such a reference by

attaching the sensor to the (jack-up) installation vessel.

Real-time knowledge of the pile penetration resulting from each hammer blow is vital

to ensure safety during the installation process and to limit the amount of fatigue damage

inflicted to the pile, since the energy of the blows can be adjusted accordingly based on the

penetration speed.Moreover, after installation, the bearing capacity of the pile is estimated

bymeasuring the pile’s response to a single axial impact in a so-called restrike test (Schallert

and Klingmüller, 2019).

Several techniques currently exist to monitor pile penetration. By registering the accel-

eration with a sensor mounted to the pile, the penetration is computed by integrating the

signal twice in time (Wisotzki et al., 2019). Disadvantages of this approach include the need

to attach the sensor to the surface of the pile, which is a delicate and time-consuming pro-

cess, and the error in the computed displacement that accumulates due to filtering choices

and the integration of the acceleration signal. Alternative techniques rely on optical signals.

One such method is to deduce the distance between the top of the pile and a reference level

based on the time-of-flight principle (Lee et al., 2002).However, in an offshore environment,

a steady reference level is not available, since optical signals, instead of reflecting back to the
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Figure 7.20: Schematic of the monopile installation indicating the parameters of interest.

detector, scatter as result of the surface waves at the water level. A different optical approach

is to use a camera to track a predefined pattern that is applied to the surface of the pile, e.g. a

black and white banded pattern. Several patterns have successfully been administered over

the years, especially in the case of restrike tests (Lim and Lim, 2008; Oliveira et al., 2011; Raza

et al., 2019; Yeu et al., 2016).These approaches share the necessity to prepare the surface of

the pile with a distinct predefined visual pattern. Amethod to estimate the penetration from

the measured magnetic stray field changes would be non-contact, significantly simplifying

the deployment, and it does not require any preparation of the pile’s surface to operate,

i.e. no pattern has to be introduced. In the following, the pile’s stray field is modelled to

investigate whether it can be replicated with a simple model, which serves as a basis to infer

the penetration from the magnetic signals.

7.6.1.Modelling thepile’s strayfield

A detailed schematic of the set-up of the pile installation is presented in Figure 7.20, which

defines two coordinate systems: a cylindrical 𝑟𝜃𝑧-coordinate system—in which 𝑟, 𝜃, and 𝑧
denote the radial, the circumferential, and theaxial directions, respectively—andaCartesian

𝑥𝑦𝑧-coordinate system.The coordinate systems share their origin, which is located at the

top of the pile. Table 7.6 lists the numerical values of the relevant parameters of the pile: the

radius 𝑅, length 𝐿, and wall thickness ℎ.The installed pile is composed of cylindrical steel

sections with a height 𝑏 each, which are stacked on top of each other using circumferential
welds. Before installation, the pile has been coated for corrosion protection, obscuring the

exact locations of the welds. Despite the lack of visible confirmation, their positions relative

to the pile top are known a priori.The distance 𝑧0 reflects the shorter top segment of pile.
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Table 7.6: Parameters of interest for the pile installed during the measurement campaign.

Parameter Value Parameter Value

𝑅 0.6096m 𝑧0 0.5m
𝐿 62.0m 𝜁0 48.62m
ℎ 0.050m 𝑎𝑚 1.5m
𝑏 3.0m 𝜃𝑚 300°

𝑑𝑚 0.2m

The current penetration depth 𝜁 is defined as the distance from lower end of the pile to the

ground level, implying that the pile is fully embedded into the soil when 𝜁 = 𝐿.The initial

penetration depth 𝜁0 is also listed in Table 7.6.The sensor’s position 𝒑 relative to the ground
is given by the offset from the pile’s surface 𝑑𝑚, the circumferential position 𝜃𝑚 and the
height 𝑎𝑚.

In accordancewith Chapter 4, the pile’s volume is evenly subdividing into𝑁𝜃 elements in

the circumferential and𝑁𝑧 elements in the axial direction, totalling the number of elements

to 𝑁 = 𝑁𝜃𝑁𝑧. To express the magnetisation in terms of the magnetic field, an appropri-

ate constitutive equation is required. For a (locally) isotropic material, a scalar magnetic

susceptibility 𝜒 suffices, and the magnetisation is given by:

𝑴 = 𝜒 (I − 𝜒G𝒓)
−1 𝑩0

𝜇0
, (7.14)

inwhich I is the 2𝑁×2𝑁 identitymatrix,G𝒓 is a 2𝑁×2𝑁matrix representing the non-local in-
teraction of the structure’smagnetisation and (⋅)−1 denotes amatrix inversion.Subsequently,
the stray field at 𝒑 is determined by applying:

𝑩�𝒑� = 𝜇0G𝒑𝑴, (7.15)

in which G𝒑maps the magnetisation of the elements onto a magnetic field at 𝒑.

7.6.2.Model for themagnetic susceptibility

The experimental stray field data suggests that the magnetic properties differ in the vicinity

of the circumferential welds.Therefore, the following axial distribution of the magnetic

susceptibility is proposed:

𝜒 = 𝜒0 − 𝜒𝑤 �sin�
𝜋 (𝑧 − 𝑧0)

𝑏 ��
𝑛

, (7.16)

where 𝜒0 is the undisturbed susceptibility of thematerial,𝜒𝑤 is the reduction of the suscept-
ibility due to the presence of the weld, 𝑏 is the distance between each weld, 𝑧0 is an offset
to correctly position the welds along the pile axis, and 𝑛 is an even power to localise the
reduced susceptibility to a narrow range around the weld’s position. In this expression, 𝑏
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and 𝑧0 are determined by the geometry of the pile alone (Table 7.6).The numerical values of

the remaining parameters have to be calibrated.

7.6.3. Simulatedmagnetic signature

To simulate the relative motion between the sensor and the pile, the stray field is evaluated

along a line parallel to the axis of the pile, on which the evaluation points 𝒑 are given in
cylindrical 𝑟𝜃𝑧-coordinates by:

𝒑 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑅 + 𝑑𝑚
𝜃𝑚

𝜁 + 𝑎𝑚 − 𝐿

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (7.17)

where 𝜁 = [𝜁0, 𝜁0 + 8.6]m, which coincides with the recorded penetration range on the
second installation day (Table 7.2). Table 7.1 presents the corresponding numerical values

for these parameters.The volume of pile is discretised in𝑁𝜃 = 25 and𝑁𝑧 = 300 elements.

In this case, the penetration is measured independently, and the unknown parameters

in the susceptibility formulation are found by comparing the simulated and measured

data, resulting in 𝜒0 = 2100, 𝜒𝑤 = 1600, and 𝑛 = 20. Figure 7.21a shows the susceptibility

distribution resulting from these values.

The two components of the simulated magnetic field are presented in Figures 7.21b

and 7.21c together with the measured data. Please note that the modelled values are shifted

with a constant to match the measured signal; this shift represents the exact background

field at the sensor location. From the figure, it is clear that the trend in the measured data

is captured correctly by the simulated data. Only �̄�𝑧 differs for lower values of 𝜁, which
might be attributed to othermaterial inhomogeneities affecting the susceptibility which are

not accounted for in the present model. Nonetheless, the simple relation for the magnetic

susceptibility that accounts for the presence of circumferential welds is able to reproduce

the measuredmagnetic signature of the pile.

7.6.4.Discussion

The correspondence between the simulated magnetic signature and the measurements

indicates that the simple susceptibility formulation given in Equation (7.16) is sufficient

to model the magnetic state of the pile after a proper calibration is applied. In this case,

the penetration depth is measured, significantly simplifying the calibration, since a fixed

reference is present. Normally, however, this reference measurement of the penetration is

obviously not available; only the initial penetration depth is known to some extent.Therefore,

the calibration should be founded solely on the measuredmagnetic field data. Fortunately,

the welds create a distinct marking when they pass the sensor, e.g. a peak in the �̄�𝑧 value.
Accordingly, as the weld positions are known at the start of the installation, the model can

be calibrated based on the passage of one of those fixedmarkings, perhaps even constantly

updating the model while new data is collected.
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Figure 7.21:Model results for themagnetic stray field. (a) Modelledmagnetic susceptibility along a part of the pile’s
axis. (b) Comparison of the simulated (black) andmeasured (grey) radial component of the remanent field versus
penetration depth. (c) Comparison of the simulated (black) and measured (grey) axial component of the remanent
field versus penetration depth.

Once the model is calibrated, the penetration depth can be inferred by comparing the

measured stray field to the modelled one. However, the mapping between some values of �̄�
and 𝜁 is not unique (Figures 7.21b and 7.21c). Fortunately, the pile penetrates gradually into
the soil; therefore, the penetration depth closest to the previous value should be selected.

This additional step to extract the penetration depth from themagnetic data has not been

elaborated on yet, and it is left for future research.

The proposed method to monitor the pile penetration has two benefits compared to

currently usedmonitoring techniques; it relies on non-contact measurements, and it does

not require an artificial tracking pattern applied to the pile’s surface.Themain application

of the offeredmethod is tomonitor pile penetration during a full installation and not during

a single hammer blow, e.g. a restrike test.

7.7. Conclusions
A full-scale in-situmeasurement campaignhas been conductedduring an onshoremonopile

installation, resulting in a unique data set that contains the magnetomechanical response

of a large-scale structure to high impact loads. Stray field data have been collected with two

distinct sensor layouts: a set attached to the hammer’s sleeve and a set of sensors placed on

the ground.The former lay-out ensures that the sensors retain their relative axial position

with respect to the pile throughout the installation. For these sleeve-based sensors, the

major principle component of the measured dynamic stray field shows a strong correlation

with the simultaneously measured axial strain (𝑐 > 0.8). Moreover, the peak strain and the
maximumdeviation from the remanent stray field are related through a polynomial relation,

of which the degree and the coefficients depend on the position of the sensor relative to the
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pile.The dependency of the sensor position onmeasuredmagnetomechanical response is

confirmed by the data obtained with the ground-based sensors, which vary with increasing

penetration depth.

Some sources of interference encountered during the in-situ installation have been dis-

cussed.Most importantly, only when the pile’s magnetisation is at a magnetic equilibrium,

the magnetomechanical response becomes consistent for impacts with identical energy.

In a typical monopile installation, it is expected that the magnetic equilibrium is always

attained. Other sources of interference, i.e. the stray field of nearby ferromagnetic objects

and the rotation of the hammer-sleeve assembly, require further research to quantify their

exact influence on the magnetomechanical measurements, which,most likely, will also be

case specific.

From the magnetic stray field data, two practical applications of the non-contact mag-

netic stray field measurements during amonopile installation are identified. First, using

the polynomial relation found between the peak strain and the maximum deviation of the

dynamic magnetic signal as measured by the sleeve-based sensors, a non-contact method

is proposed to infer the hammer-induced strain from themeasured stray field data. After

calibration, the method yields inferred time signals of the strain that have a satisfactory

correspondence with the measured axial strain, provided that the remanent stray field

remains constant. It is anticipated that this newmethod can contribute to improving the

possibilities for monitoring the installation of large-scale steel structures, especially in

hostile offshore environments.

Second, based on the remanent magnetic field data measured with the ground-based

sensors, a newmethod tomonitor the pile penetration during impact pile driving is devised.

Contrary to state-of-the-art techniques, the proposed method is non-contact and does not

require the application of an artificial pattern onto the surface of the structure.The latter is

achieved by taking advantage of the naturally occurring pattern in the magnetic stray field

as a result of circumferential welds in the pile. Furthermore, it is shown that this magnetic

signature can be simulated by applying simple model for the magnetic susceptibility pro-

posed in this chapter.This modelled magnetic signature provides the basis for the method

to monitor the penetration of a monopile during installation in real-time.





8
Conclusions

Some things should be simple

Even an end has a start

Editors – An EndHas a Start

GGiven the impracticalities associated with collocatedmeasurements in the offshore environ-ment, themain objective of this thesis has been the development of non-collocatedmethods

to infer deformation of large-diameter monopiles during pile driving. To this end,methods

have been investigated in which the information pertaining the deformation from the point

of interest is conveyed to the measurement device in two distinct manners: either by means

of elasto-plastic stress waves or through the changes in ambient magnetic field induced by

magnetomechanical effects. In the analysis of the former, solely mechanical deformation

and the accompanying elasto-plastic stress wave propagation have been treated,while in the

latter, the interaction between the structure’s strain andmagnetisation has been analysed.

Consequently, this thesis has been dived into two parts.

In the first part, purely mechanical deformations of a monopile due to an axial impact

load have been discussed. Starting from the Donnell–Mushtari shell theory, which governs

the elastic deformations of a cylindrical shell, Chapter 2 has derived several sets of equations

for the axial deformations of large-diameter monopiles by employing justified assumptions

of various complexity, restricting their applicability in terms of excitation frequency and

wavenumber. In the low-frequency, long-wavelength limit, the classical wave equation is an

appropriate approximation of the more complete theory. However, it has been shown that,

when energy is introduced around the ring frequency of the pile, the effect of dispersion
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on the stress wave propagation is no longer negligible. A comparison of measured strain

data from the installation of a large-diameter monopile with simulated data has shown

that only an axially symmetric membrane theory as a minimum is capable of predicting

the observed strain levels with satisfactory accuracy, when sufficiently high frequencies are

excited (𝑓 > 0.5𝑓𝑟).
Since the prevailing model for pile driving used in industry employs the non-dispersive

one-dimensional wave equation, the effect of stress wave dispersion on the results of a

driveability study has been studied in this thesis. An analysis of the simulated data of install-

ations of pile with increasing radii has shown that stress wave dispersion has a profound

influence on the driveability results for large-diameter piles. First, due to the dispersion, the

predicted stresses display more undulations, which affects the estimated fatigue life of the

structure. Second, the computed penetration depth for the dispersivemodel differs 4% from

the currently used non-dispersivemodel. Consequently, it is recommended that driveability

models for large-diameter piles should be improved by describing the structural deforma-

tions with an axially symmetric membrane theory, while simultaneously introducing soil

resistance in the radial direction.

An analysis of the frequency-dependency of stress state in axially symmetric cylinder

has indicated that around the ring frequency, the stress state is biaxial, while for lower

frequencies, it is essentially uniaxial. In the low-frequency limit, one of the dispersive

approximations for the axial deformations of a pile has been augmented to include physically

non-linear material behaviour, allowing for the propagation of elasto-plastic stress waves

in the structure.With an elementary energy balance that uses the measured energy fluxes,

a non-collocated method to detect and quantify regions of plastic deformation inflicted by

a hammer blow has been derived in Chapter 3.Themethod gives an upper bound for the

amount of plastic deformation sustained between the impacted end and the sensor location

by comparing the energy contained in the measured strain pulse to that in the expected

strain signal, which is computed with a linear elastic model of the structure. Using data

from a lab-scale experiment, the proposed non-collocated contact method has successfully

been validated.

The second part of this thesis has focused on strain-induced variations of themagnetisa-

tion,which is inferred by non-contactmeasurements of themagnetic stray field permeating

the space around the ferromagnetic structure. Chapter 4 has reviewed the main principles

of the magnetomechanical effect, which are founded on the (ir)reversible wall motions of

the magnetic domains and the pinning site density of the material. Currently, the available

strain-inducedmagnetisation data for large-scale structures, which have a substantial de-

magnetising field, is limited to static tensile loads. As a hammer blow induces dynamic

compressive strain in a monopile, the magnetomechanical response of such a large-scale

structure subject to an impact load has to be obtained from a novel experiment. Given the

impracticality of generating magnetising fields for a large-scale structure, this experiment

has concentrated on the development of a passive magnetic method, relying solely on the
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geomagnetic field. In the experimental set-up used in this work, a steel cylinder is subjected

to axial impacts from various heights, while the magnetic stray field is measured during

and in between impacts, providing unique magnetomechanical data.

To examine the magnetisation and generated magnetic stray field of a thin-walled

steel cylinder in the presence of a time- and space-invariant magnetic field, a magneto-

static framework has been developed.Themagnetisation and stray field are not completely

axi-symmetric as a result of the horizontal component of the external magnetic field. Con-

sequently, the circumferential position of amagnetic field sensor is an important parameter

when one infers deformations in a non-contact manner.Moreover, such a sensor is ideally

employed within one radius distance to the cylinder’s surface to obtain a significant signal

compared to the external field.

Chapter 5 has presented the evolution of the structure’s magnetic stay field in between

impacts, reflecting the irreversible magnetisation.The collected magnetic data shows that

repeated impact-induced elastic deformations irreversibly pushes the structure’s magnet-

isation towards a global magnetic equilibrium, while plastic deformation tends to reduce

the equilibrium value towards zero. For most initial magnetic states, including the demag-

netised state, these two processes counteract, manifesting a deviation of the trend towards

the global equilibriumwith increasing impact energy as soon as plastic deformation forms.

This observation provides a basis for a non-collocated non-contact method to detect and

localise regions of plastic deformations, since this behaviour is measured in the vicinity

of the affected area. To subsequently quantify the sustained permanent deformation, an

accurate magnetomechanical model that includes plastic deformation is required, of which

the development has been left for future research.

During an impact, the magnetic stray field displays strain-induced transient behaviour,

which has been discussed in Chapter 6.The impact-induced strain field has been analysed

with an axi-symmetric mechanical model, which has been developed such that it can be

applied to the simulation of large-diameter monopile installations by hydraulic impact

hammers. In the laboratory set-up, an impact excites frequencies well below the structure’s

ring frequency, resulting in a uniaxial stress in the structure, which is confirmed by classical

strain gauge measurements.

For repeated impacts, the measured dynamic magnetic stray field indicates that the

magnetic response becomes consistent when the structure’s magnetisation has attained a

magnetic equilibrium. For the primary strain pulse, the axial strain and the major principle

component of the stray field show an excellent correlation (𝑐𝜀𝑧𝐵1 > 0.9), which indicates
that magnetic stray field can be used to infer elastic deformation in a non-contact manner

provided that a proper calibration procedure is performed. However, the directions of the

principle axes depend on the circumferential sensor position and the impact heights, which

implies that a separate calibration is required for each sensor position.

Since the strain-inducedmagnetisation changes become fully reversible after repeated

elastic loads, a new reversible vectorial magnetomechanical model has been developed by
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assuming isotropic material behaviour and a uniaxial stress state.This model includes the

influence of the structure’s demagnetising field on the magnetisation, which is normally

not incorporated into magnetomechanical models. A comparison between the simulated

and measured strain-induced stray fields and an analysis of the stray field’s response to

distinct magnetisation increments show that an isotropic model is insufficient to predict

the measured stray field variations. Inclusion of anisotropy and accounting for the irrevers-

ible magnetisation have been identified as promising research directions to improve the

magnetomechanical model.

To confirmwhether the conclusions drawn from the laboratory experiment are equally

valid in a more realistic monopile installation scenario, a full-scale in-situ measurement

campaign has been conducted as presented in Chapter 7. Stray field data have been collected

with two distinct sensor layouts: a set attached to the hammer’s sleeve and a set of sensors

placed on the ground.The former layout ensures that the sensors retain their relative axial

position with respect to the pile throughout the installation. For these sleeve-based sensors,

the major principle component of the measured dynamic stray field shows a strong correla-

tion with the simultaneously measured axial strain (𝑐 > 0.8). Moreover, the peak strain and
the maximum deviation from the remanent stray field are related through a polynomial

expression, of which the coefficients depend on the position of the sensor relative to the pile.

This dependency has also been found in the laboratory experiments. Sources of interference,

i.e. the stray field of nearby ferromagnetic objects and the rotation of the hammer-sleeve

assembly, require further research to quantify their influence on the magnetomechanical

measurements.

From the magnetic stray field data, two practical applications of the non-contact mag-

netic stray field measurements during amonopile installation are identified. First, using

the polynomial relation found between the peak strain and the maximum deviation of the

dynamic magnetic signal as measured by the sleeve-based sensors, a non-contact method

is proposed to infer the hammer-induced strain from themeasured stray field data. After

calibration, the method yields inferred time signals of the strain with satisfactory corres-

pondence to the measured axial strain, provided that the remanent stray field remains

constant. Second, based on the remanent magnetic field measured with the ground-based

sensors, a newmethod tomonitor the pile penetration during impact pile driving is devised,

which takes advantage of the naturally occurring pattern in the magnetic stray field as a

result of circumferential welds in the pile. By modelling the magnetic signature, the pile

penetration can be monitored in real-time during installation. Although both applications

need further development before they can accurately be employed in practice, the presented

conclusions provide a solid foundation for theworking principles of these novel non-contact

methods to monitor the pile driving process.

In conclusion, this thesis has treated the development of several non-collocatedmethods

to infer deformations in large-diameter monopiles. Even though themethod to infer plastic

deformation based on elasto-plastic stress wave propagation could readily be applied in
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practice, it still requires contact measurements.This restraint is removed by the magneto-

mechanical methods, which depend on the interpretation of magnetic stray field measured

in the vicinity of the steel structure, providing a unified framework to detect, localise and

quantify elastic and plastic deformations in monopiles using non-contact sensors. How-

ever, the deployment of these non-collocatedmethods is not limited to the installation of

steel foundation piles, as the underlying principles are applicable to a much wider range

of steel and other ferromagnetic structures, e.g. bridges, support frames, etc. Thus, the

non-collocated methods presented in this thesis can potentially be applied to a broad class

of engineering structures that contain ferromagnetic elements.
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A
Isotropic anhysteretic

magnetisation

HHere, a vectorial expression for the anhysteretic magnetisation in an isotropic material isderived. For a typical magnetic domain with moment𝒎, the magnetostatic (or potential)
energy in an external field𝑯 is (Sablik and Jiles, 1993)

𝐸 = −𝜇0𝒎 ⋅ 𝑯 = −𝜇0𝑚𝐻 cos𝜃, (A.1)

inwhich𝜇0 denotes themagnetic constant,𝑚 = ‖𝒎‖,𝐻 = ‖𝑯‖, and𝜃 is the angle between the
magneticmoment and thefield. Ina spherical coordinate system inwhich𝑯 is directedalong
the positive 𝑧-axis (Figure A.1), the single-moment partition function reads (Raghunathan
et al., 2009)

𝑍𝑚 =�
2𝜋

0
�

𝜋

0
e𝐻/𝑎 cos𝜃 sin𝜃d𝜃d𝜑,

Figure A.1: Spherical coordinate system used in the derivation of the isotropic anhysteretic magnetisation.
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in which 𝑎 =
𝑘𝐵𝑇
𝜇0𝑚

, and 𝜃 is the polar angle, 𝜑 denotes the azimuthal angle, 𝑘𝐵 represents
Boltzmann’s constant and 𝑇 is the absolute temperature.The above expression sums the

contributions for all possible orientations of the moment with respect to the external field.

For a collection of 𝑁 identical moments, the free energy 𝐴 of the composite system is

computed from the total partition function as (Bertotti, 1998, pp. 130–132):

𝐴 = −𝑘𝐵𝑇 ln𝑍𝑁𝑚.

With this expression, the anhystereticmagnetisation for the𝑁moments occupying a volume
Δ𝑉 is the derivative of the free energy (Raghunathan et al., 2009):

𝑴an = −
1

𝜇0Δ𝑉
�
𝜕𝐴
𝜕𝑯�

𝑇
=
𝑁𝑘𝐵𝑇
𝜇0Δ𝑉

�
𝜕
𝜕𝑯

ln𝑍𝑚�
𝑇
.

Substituting the single-moment partition function and taking the derivative yields:

𝑴an =
𝑁𝑚
Δ𝑉

𝑯
𝐻

∫2𝜋

0
∫𝜋
0
cos𝜃e𝐻/𝑎 cos𝜃 sin𝜃d𝜃d𝜑

∫2𝜋

0
∫𝜋
0
e𝐻/𝑎 cos𝜃 sin𝜃d𝜃d𝜑

,

which is rewritten into a simpler form by evaluation of the integrals:

𝑴an =𝑀𝑠ℒ�
𝐻
𝑎 �

𝑯
𝐻
, (A.2)

in which𝑀𝑠 =
𝑁𝑚
Δ𝑉 is the saturation magnetisation and

ℒ(𝑥) = coth(𝑥) −
1

𝑥

is themodified Langevin function.Equation (A.2) is identical to the vectorial formpresented

by Leite et al. (2004).The above expression implies that the anhysteretic magnetisation is

always coaxialwith the external field for an isotropic solid. In case the external field direction

is known a priori, e.g.when the effect of the demagnetising field is negligible, the expression

further reduces to:

𝑀an =𝑀𝑠ℒ�
𝐻
𝑎 �

, (A.3)

which is the formulation for the anhysteretic magnetisation normally encountered in liter-

ature (Sablik and Jiles, 1993).



B
Full relations to compute the

magnetic field of a thin-walled

cylinder

FFor a cylinder discretised into𝑁 elements, the auxiliary field𝑯 at the evaluation point 𝒑 isgiven by

𝑯�𝒑� =
1

4𝜋

𝑁
�
𝑖=1
∮
Γ𝑖
𝑴(𝒓) ⋅ 𝒏𝑖

𝒔
𝑠3

dΓ𝑖, (B.1)

in which 𝒔 = 𝒑 − 𝒓 is the separation vector, 𝑠 = ‖𝒔‖ represents the corresponding magnitude,
and 𝒓 denotes the internal points of the structure. By assuming that the magnetisation is
constant over an element and that it resides at the barycentre of each element 𝒓𝑖, the integral
is replaced by a matrix-vector multiplication:

𝑯�𝒑� =
𝑁
�
𝑖=1
G𝑖𝑴(𝒓𝑖) , (B.2)

in which G𝑖 contains the results of the evaluation of the boundary integral, which consists

of four line integrals. Figure B.1 shows a systematisation of element 𝑖, wherein these line
integrals are along boundaries𝐴, 𝐵,𝐶 and𝐷, which have the following outward normals:

𝒏𝐴 = −1𝜽,

𝒏𝐵 = +1𝜽,

𝒏𝐶 = −1𝒛,

𝒏𝐷 = +1𝒛.
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𝑀𝑧

𝑟

𝑧

𝜃

𝑀𝜃 𝑧+

𝑧−

𝜃+

𝜃−

𝐷

𝐴

𝐵

𝐶

𝒏𝐷

𝒏𝐴

𝒏𝐶

𝒏𝐵

Figure B.1: Schematic representation of element 𝑖.

For a cylinder, it is natural to treat the geometry in cylindrical coordinates. However, the

resulting contributions to the auxiliary field𝑯�𝒑� are expressed in Cartesian coordinates.
Consequently, the coordinates of the element’s barycentre are transformed to the Cartesian

system by:

𝑥𝑖 = 𝑅𝑖 cos(𝜃𝑖) , (B.3a)

𝑦𝑖 = 𝑅𝑖 sin(𝜃𝑖) , (B.3b)

in which 𝑅𝑖 and 𝜃𝑖 represents the radius at and the circumferential position of the element’s
barycentre, respectively. Given this, the function for the magnitude of the separation vector

is

𝑠�𝒑,𝑅,𝜃, 𝑧� =
�
�𝑥𝑝 − 𝑅 cos(𝜃)�

2
+ �𝑦𝑝 − 𝑅 sin(𝜃)�

2
+ �𝑧𝑝 − 𝑧�

2
, (B.4)

which is simply the Cartesian distance between points 𝒑 and 𝒓.

B.1. Cartesian coordinates
In Cartesian coordinates, the evaluation point is expressed as 𝒑 = [𝑥𝑝 𝑦𝑝 𝑧𝑝]𝑇. For each edge
of the element, the contributions to the 𝑥-component of𝑯 read:

𝐴𝑥 =
ℎ𝑖
4𝜋 �

𝑧+𝑖

𝑧−𝑖
−1 ⋅

𝑥𝑝 − 𝑅𝑖 cos�𝜃−𝑖 �

𝑠�𝒑,𝑅𝑖,𝜃−𝑖 , 𝑧�
3 d𝑧,

𝐵𝑥 =
ℎ𝑖
4𝜋 �

𝑧+𝑖

𝑧−𝑖
+1 ⋅

𝑥𝑝 − 𝑅𝑖 cos�𝜃+
𝑖 �

𝑠�𝒑,𝑅𝑖,𝜃+
𝑖 , 𝑧�

3 d𝑧,

𝐶𝑥 =
ℎ𝑖𝑅𝑖
4𝜋 �

𝜃+𝑖

𝜃−𝑖
−1 ⋅

𝑥𝑝 − 𝑅𝑖 cos(𝜃)

𝑠�𝒑,𝑅𝑖,𝜃, 𝑧−𝑖 �
3 d𝜃,
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𝐷𝑥 =
ℎ𝑖𝑅𝑖
4𝜋 �

𝜃+𝑖

𝜃−𝑖
+1 ⋅

𝑥𝑝 − 𝑅𝑖 cos(𝜃)

𝑠�𝒑,𝑅𝑖,𝜃, 𝑧+𝑖 �
3 d𝜃.

For the contributions to the 𝑦-component of𝑯, the expressions are:

𝐴𝑦 =
ℎ𝑖
4𝜋 �

𝑧+𝑖

𝑧−𝑖
−1 ⋅

𝑦𝑝 − 𝑅𝑖 sin�𝜃−𝑖 �

𝑠�𝒑,𝑅𝑖,𝜃−𝑖 , 𝑧�
3 d𝑧,

𝐵𝑦 =
ℎ𝑖
4𝜋 �

𝑧+𝑖

𝑧−𝑖
+1 ⋅

𝑦𝑝 − 𝑅𝑖 sin�𝜃+
𝑖 �

𝑠�𝒑,𝑅𝑖,𝜃+
𝑖 , 𝑧�

3 d𝑧,

𝐶𝑦 =
ℎ𝑖𝑅𝑖
4𝜋 �

𝜃+𝑖

𝜃−𝑖
−1 ⋅

𝑦𝑝 − 𝑅𝑖 sin(𝜃)

𝑠�𝒑,𝑅𝑖,𝜃, 𝑧−𝑖 �
3 d𝜃,

𝐷𝑦 =
ℎ𝑖𝑅𝑖
4𝜋 �

𝜃+𝑖

𝜃−𝑖
+1 ⋅

𝑦𝑝 − 𝑅𝑖 sin(𝜃)

𝑠�𝒑,𝑅𝑖,𝜃, 𝑧+𝑖 �
3 d𝜃.

For the contributions to the 𝑧-component of𝑯, the expressions become:

𝐴𝑧 =
ℎ𝑖
4𝜋 �

𝑧+𝑖

𝑧−𝑖
−1 ⋅

𝑧𝑝 − 𝑧

𝑠�𝒑,𝑅𝑖,𝜃−𝑖 , 𝑧�
3 d𝑧,

𝐵𝑧 =
ℎ𝑖
4𝜋 �

𝑧+𝑖

𝑧−𝑖
+1 ⋅

𝑧𝑝 − 𝑧

𝑠�𝒑,𝑅𝑖,𝜃+
𝑖 , 𝑧�

3 d𝑧,

𝐶𝑧 =
ℎ𝑖𝑅𝑖
4𝜋 �

𝜃+𝑖

𝜃−𝑖
−1 ⋅

𝑧𝑝 − 𝑧−𝑖
𝑠�𝒑,𝑅𝑖,𝜃, 𝑧−𝑖 �

3 d𝜃,

𝐷𝑧 =
ℎ𝑖𝑅𝑖
4𝜋 �

𝜃+𝑖

𝜃−𝑖
+1 ⋅

𝑧𝑝 − 𝑧+𝑖
𝑠�𝒑,𝑅𝑖,𝜃, 𝑧+𝑖 �

3 d𝜃.

Since the tangential magnetisation 𝑀𝜃 can only contribute through sides 𝐴 and 𝐵,
and the axial component𝑀𝑧 solely adds via sides 𝐶 and𝐷, the total contribution of each
component yields

𝐺𝑥𝜃 = 𝐴𝑥 + 𝐵𝑥, (B.5a)

𝐺𝑥𝑧 = 𝐶𝑥 +𝐷𝑥, (B.5b)

𝐺𝑦𝜃 = 𝐴𝑦 + 𝐵𝑦, (B.5c)

𝐺𝑧𝑧 = 𝐶𝑦 +𝐷𝑦, (B.5d)

𝐺𝑧𝜃 = 𝐴𝑧 + 𝐵𝑧, (B.5e)

𝐺𝑧𝑧 = 𝐶𝑧 +𝐷𝑧. (B.5f )
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More compactly, these relations are assembled into a matrix as:

𝑯�𝒑� =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝐻𝑥
𝐻𝑦
𝐻𝑧

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

𝑁
�
𝑖=1

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝐺𝑥𝜃 𝐺𝑥𝑧
𝐺𝑦𝜃 𝐺𝑦𝑧
𝐺𝑧𝜃 𝐺𝑧𝑧

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
𝑖

⎡
⎢⎢⎢⎣
𝑀𝜃
𝑀𝑧

⎤
⎥⎥⎥⎦
𝑖

. (B.6)

In the above, (𝐺𝑥𝜃)𝑖 represents the influence of the circumferential magnetisation compon-
ent of element 𝑖 to the auxiliary field in the 𝑥-direction, etc.

B.2. Cylindrical coordinates
When the evaluation point (𝒑 = [𝑟𝑝 𝜃𝑝 𝑧𝑝]𝑇) and the auxiliary field are expressed in cyl-
indrical coordinates, the contributions to the radial and circumferential auxiliary field are

determined from the Cartesian counterparts presented in Equations (B.5), yielding:

𝐺𝑟𝜃 = cos�𝜃𝑝�𝐺𝑥𝜃 + sin�𝜃𝑝�𝐺𝑦𝜃, (B.7a)

𝐺𝑟𝑧 = cos�𝜃𝑝�𝐺𝑥𝑧 + sin�𝜃𝑝�𝐺𝑦𝑧, (B.7b)

𝐺𝜃𝜃 = − sin�𝜃𝑝�𝐺𝑥𝜃 + cos�𝜃𝑝�𝐺𝑦𝜃, (B.7c)

𝐺𝜃𝑧 = − sin�𝜃𝑝�𝐺𝑥𝑧 + cos�𝜃𝑝�𝐺𝑦𝑧. (B.7d)

Naturally, the contributions to the axial auxiliary field are identical to the Cartesian expres-

sions under this transformation. Collecting all cylindrical terms gives rise to the following

summation over the structure’s elements:

𝑯�𝒑� =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝐻𝑟
𝐻𝜃
𝐻𝑧

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

𝑁
�
𝑖=1

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝐺𝑟𝜃 𝐺𝑟𝑧
𝐺𝜃𝜃 𝐺𝜃𝑧
𝐺𝑧𝜃 𝐺𝑧𝑧

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
𝑖

⎡
⎢⎢⎢⎣
𝑀𝜃
𝑀𝑧

⎤
⎥⎥⎥⎦
𝑖

, (B.8)

in which (𝐺𝑟𝜃)𝑖 represents the influence of the circumferential magnetisation component of
element 𝑖 to the auxiliary field in the radial direction, etc.

B.3. Restrictions on the element size
To ensure the accuracy of the computed stray field, the elements should be sufficiently

small, especially for evaluation points close to the cylinder’s surface. For this, the following

heuristic measure should be employed: for a given distance 𝑑 from the surface, the number

of elements in circumferential (𝑁𝜃) and axial direction (𝑁𝑧) must be such that

𝑑 > min(𝑑𝜃, 𝑑𝑧) , (B.9)
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in which

𝑑𝜃 =
1

2

2𝜋𝑅
𝑁𝜃

,

𝑑𝑧 =
1

2

𝐿
𝑁𝑧

,

in which 𝑅 and 𝐿 denote the radius and the length of the cylinder, respectively.These quant-

ities are half the width of an element in each direction.





C
Effective stress for coaxial fields

WWhen the magnetisation and the external magnetic field are approximately coaxial, e.g. inrod-shaped specimens, the stress-induced effective field due to a uniaxial stress is often

assumed to be parallel to the other field, which, in that case, is expressed as

𝐻𝜎 =
3𝜎0
2𝜇0

𝜕𝜆
𝜕𝑀

, (C.1)

in which 𝜎0 is the signedmagnitude of the uniaxial stress. In case this stress is applied along
a line that differs from the magnetic field direction, this expression can still be applied

by introducing an effective stress 𝜎. Projecting the stress-induced effective field vector
(Equation (6.24)) onto the magnetisation direction𝒎 yields

𝐻𝜎 =
3𝜎0
2𝜇0

𝜕𝜆
𝜕𝑀

�cos2 𝜑 −
1

3
� , (C.2)

in which 𝜑 is the angle between the magnetisation and the stress direction. By comparing
the two above expressions, the effective stress is

𝜎 = 𝜎0 �cos2 𝜑 −
1

3
� . (C.3)

This expression results directly from the assumption that themagnetostrictive strain tensor

is isotropic and isochoric.

Sablik et al. (1993) derive an alternative expression for the effective stress in this situation

by treating the magnetostrictive strain as a principal strain and rotating it towards the

213
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FigureC.1:Comparison of the two expressions for the effective stress 𝜎 in themagnetisation direction for different
angles.

magnetisation direction, resulting in

𝜎 = 𝜎0 �cos2 𝜑 − 𝜈 sin
2 𝜑� = 𝜎0 �(1 + 𝜈) cos2 𝜑 − 𝜈� , (C.4)

inwhich 𝜈 is Poisson’s ratio.FigureC.1 shows the effective stress for varying angles computed
by Equations (C.3) and (C.4). Although they display identical behaviour when the angle 𝜑
is varied, their amplitudes differ, which results from the different approach pursued here

and by Sablik et al. (1993). Since the amplitude of the final expression is highly dependent

on other model parameters, this discrepancy does not have a large influence on the final

results. Coincidentally, a common value of Poisson’s ratio formetals is 𝜈 = 0.3, which is close
to the 1/3 that emerges from the isochoric assumption.
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