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Abstract

In human-human interactions, the majority of information is conveyed through
body language, specifically facial expressions. Consequently, researchers have
been interested in improving human-computer interactions through developing
systems with automatic understanding of body language and facial expressions.
This technology is especially useful due to its broad range of applications in fields
such as healthcare, education, and safety & security. Vision-based automatic affect
recognition (AAR) systems aim to predict a subject’s affective state based on
visual input such as image or video. These systems analyze and classify subjects’
facial expressions and body language using affect representation schemes (ARS),
most often classified as either categorical or dimensional. This paper explores the
current state of ARS used in vision-based AAR through a systematic literature
review following PRISMA guidelines. We selected 53 papers from WebOfScience
according to our eligibility criteria which included computer science papers
written in English proposing a vision-based AAR system targeting single subjects,
and excluded studies dealing exclusively with micro-expressions or group affect
recognition. Additionally, given the time limitation imposed on this research we
excluded papers that were not readily accessible with our TU Delft license, used
multimodal input, or did not use a dataset included in our predefined list. For this
exploration we specifically look at the schemes used, the popularity and trends
of usage, motivations, and psychological basis. From the 53 reviewed papers,
all of the papers target utilitarian emotions using at least one discrete ARS. The
most commonly used schemes classify affective states into happiness, sadness,
fear, anger, surprise, and disgust. While the majority of papers are lacking in
providing explicit reasoning for their choices, most ARS are based grounded in
psychological theories. Our results show an established norm within this area
of research. However, they also evidence a lack of displayed critical thought
in the selection of schemes. This oversight limits potential for future AAR research.

1 Introduction
Automatic Affect Recognition (AAR)—or affect computing—aims to recognize the affective
state of a subject by analysing one’s physiological signals, speech, or body language, for in-
stance. An affective state can refer to for example one’s mood, attitude, or emotion [1]. This
technology is becoming increasingly popular in the field of human-computer interaction. Its
applications range from entertainment to healthcare to education to vehicle safety mecha-
nisms, such as detecting driver drowsiness [2]–[4]. This makes it a topic of interest for many,
even outside of computer science.

Vision-based AAR systems aim to predict a subject’s affective state based on visual in-
put such as image or video. Most of the information conveyed in human-human interactions
comes from their facial expressions (55%), when compared to speech (38%) and language
(7%) [5], emphasizing just how crucial the understanding of facial expressions is for effec-
tive communication. This is one of the reasons vision-based AAR is popular among affect
computing research. Additionally, there are many datasets available for researchers to use for
vision-based AAR (Cohn-Kanade (CK+) [6], Japanese Female Facial Expression (JAFFE)
[7], and Radboud Faces Database (RaFD) [8] to name a few), so it is not necessary for them
to manually create, acquire, and annotate lots of data which is time and resource intensive.

The COVID-19 pandemic has accelerated research in vision-based AAR introducing both
new challenges and applications. With the enforcement of face masks and remote interactions
these systems have been forced to adapt and evolve. Before the pandemic, most vision-based
AAR systems relied on the entirety of one’s face. Face masks made the problem of partial oc-
clusion more relevant, bringing more attention and interest to for example techniques relying
on one’s eyes to mitigate this occlusion [9]. Remote interactions have driven development of
other vision-based AAR applications. One such example is an educational aid for teachers
to more easily notice struggling students in online learning environments [2], which is much
harder to recognize remotely than in person.

Recognizing facial expressions can give insights into one’s affective state but it should be
noted that it is not possible to truly recognize the affective state displayed by an individual. It
is merely an interpretation attempt [4]. That is, accurately recognizing one’s facial expression
as “happy” does not mean the subject is truly feeling happy. This problem is not unique to
visual input, the same is true when performing AAR using speech or physiological signals
as input. One’s facial expression, voice, or heart rate, is not exclusively influenced by one’s
affective state. There is always a chance that a subject can (sub)consciously control these,
hiding their true affective state.
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To classify a subject’s affective state in AAR, the system needs an Affect Representation
Scheme (ARS). There are various ARS used in the existing literature, most of which are
grounded in psychological theories. The majority of these schemes can be grouped into
two groups: (1) categorical or (2) dimensional. A categorical model is one that proposes
distinct affective states—or categories. One such example is an ARS based on Ekman’s
Basic Emotion Theory (BET), describing 6 basic and universal emotions: joy, anger, fear,
sadness, surprise, and disgust [10]–[12] shown in Figure 1a. On the other hand, dimensional
models propose a multi-dimensional scale with which affective states can be described, such
as Russel’s valence-arousal model [13] shown in Figure 1b.

Figure 1: (A) An example of Ekman’s model. (B) An example of a valence-arousal model [14].

Other reviews exploring the state of vision-based AAR have previously been conducted,
but none with a focus on ARS. These other reviews mainly focus on the algorithms and
approaches employed [15]–[19]. Our paper differs from this, offering a detailed look into
the ARS used in these systems. It is important to have a clear understanding of ARS, how
and when they are used, and the impact different ARS can have on AAR results. Having
this information will allow for future researchers to make more informed decisions in the
development of their AAR systems.

Our systematic literature review aims to provide these insights by exploring the research
question: What is the current state of affect representation schemes used in automatic
vision-based affect recognition systems? This has been broken down into the following sub-
questions:

1. What types of affective states have been targeted by prediction systems?
2. What different affect representation schemes have been used for this, and if so, what is

the motivation for this particular scheme?
3. Are systems using more than one emotion representation scheme simultaneously, and if

so, what is their motivation for doing so?
4. What are the differences in the popularity of schemes used for modeling different affec-

tive states, if any?
5. How has the popularity of specific schemes changed over time, if at all?
6. Are the majority of representation schemes used based on psychological theory?

The report will take the following structure. Section 2 outlines our methodology and spe-
cific steps followed throughout the systematic literature review. Then, section 3 describes
our results that we gathered. Section 4 provides a discussion and evaluation of the results.
Section 5 outlines the relevant ethical considerations and their implications. We conclude in
section 6 with remarks and recommendations for future work.
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2 Methodology
This section describes the methodology employed throughout the review. 2.1 explains why
we chose a systematic literature review for this research. 2.2 details the eligibility criteria we
used to select the papers for this review. 2.3 motivates our choice of search engines used,
and 2.4 outlines the search strategy implemented to obtain the final results. 2.5 and 2.6 detail
the selection process and the search results obtained. Finally 2.7 briefly summarizes the data
extraction process.

2.1 PRISMA
For this research, we chose to perform a systematic literature review following the PRISMA
guidelines [20]. Systematic literature reviews, like other literature reviews, are performed to
gather and synthesize large amounts of information on a certain topic. However, where other
reviews might take a more general approach, a systematic review describes how the papers
were collected and the search and filtering strategies employed. This emphasizes the structure
with which the review is performed ensuring reproducibility of results.

2.2 Eligibility criteria
To systematically select papers to be reviewed, we need to establish a clear set of criteria
to follow. 2.2.1 describes the general inclusion and exclusion criteria that were chosen in
order to keep the papers reviewed relevant to the topic at hand. 2.2.2 introduces additional
exclusion criteria that were added to keep the number of papers to review manageable within
the given timeframe.

2.2.1 General eligibility criteria
Inclusion criteria This list contains the criteria to which a paper has to uphold in order to
be deemed eligible for this study.

• The paper proposes an AAR system.
This is the most basic filtering criteria as this is the general topic that is being reviewed.

• The system described uses visual data as input.
This review is looking specifically into vision-based affect prediction, thus we want to
review papers that tackle this problem.

• The paper is in the Computer Science field.
There are many papers on affect prediction from other fields such as psychology and
neuroscience that are not relevant for us in this review. To check this criterion, we use
the labels given to the papers in the search databases.

• The system described performs AAR on a single subject at a time.
To keep consistency in the review, we will only be reviewing papers whose proposed
systems do not deal with group emotion recognition and instead only attempt to perform
AAR on a single subject at a time.

Exclusion criteria If a paper conforms to any of these criteria, it is deemed ineligible for
this study. These were established to ensure consistency and continuity between papers.

• The paper is a survey or review paper analysing other papers.
These papers will not be introducing new methods but rather analysing existing ap-
proaches. We do not want to analyse the analyses.

• The paper only introduces a new dataset to be used in future research, with no
usage in an AAR system.
The dataset itself is not a novel method or approach for automatic affect recognition. It
is not considered relevant for this research, unless the paper itself also proposes an AAR
system using this data.

• The paper is not written in English.
This could introduce some selection bias, but majority of papers in this scientific com-
munity are published in English so the effects of this bias are unlikely to have detrimental
effects on this research.

• The system described only deals with micro-expression recognition.
In this research we are interested in macro-expressions rather than micro-expressions —
minor spontaneous muscle movements that can reveal underlying emotions. This is a
different problem than what we are describing. Systems that deal with both macro- and
micro-expressions are still considered eligible.

• The system described deals with group affect recognition.
For this review we want to focus on single-subject affect recognition. Group affect
recognition is a different problem and including this would broaden the scope of this
research too much.
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2.2.2 Feasibility constraints
These constraints were put in place to limit the number of papers to review to a manageable
amount for the given time frame of 8 weeks.

• The paper is not directly accessible with a TU Delft license or needs to be requested.
Due to time constraints, papers that are not immediately accessible to us will not be
reviewed. The requesting and retrieval process can take extra time that we do not have.
There are enough other papers to review, so excluding these only saves valuable time
and resources.

• The system described uses multiple modalities for input.
As mentioned in the inclusion criteria, we are interested in vision-based affect predic-
tion. Vision-based does not necessarily mean vision-only. Looking into multimodal
systems using for example audio or physiological signals to enhance performance, could
give us a better understanding of the current state of research. However in the interest of
time for this study, these are excluded and we are looking exclusively at AAR systems
that only use visual input. If the system uses audio-visual input (such as a video clip), it
must only use the image stream for it to be included in the review.

• The study does not use at least one of the datasets listed in Appendix B.
We collected this list of datasets from other literature reviews on AAR [19], [21]. Ex-
cluding papers that do not use at least one of these data sets significantly reduces the
amount of time needed to gather, synthesize, and analyse results.

2.3 Search Engines
While we considered multiple databases for this review, we ultimately decided on using only
WebOfScience (WoS). Google Scholar has no easy way to export all the results from a query,
making it tedious to work with. Additionally, Google Scholar retrieved over 3,000,000 results
without the feasibility constraints described in 2.2. When we tried to limit the search results
with our feasibility criteria, our search query exceeded Google Scholar’s 256 character limit.

SCOPUS and WoS both proved more effective than Google Scholar, but in the interest of
time, only the results from WoS were used. Both SCOPUS and WoS could export results,
handle the search query with no troubles, and retrieve a more manageable amount of papers
than Google Scholar. Additionally, SCOPUS and WoS both have useful filters at their dis-
posal allowing for easy automatic first-pass exclusion of papers deemed ineligible according
to the eligibility criteria described in 2.2, saving us valuable time and energy. Ideally we
would have used both search engines, but within the given time constraints it was not real-
istic. Hence only WoS was used in the end as it retrieved a smaller amount of papers (549
compared to nearly 3,000 from SCOPUS).

2.4 Search Strategy
We employed the following search strategy. We built our search query in an iterative process.
The initial query covered the main concepts of vision, affect, and recognition. From here, we
added related terms found in relevant retrieved papers for a more representative collection of
results. We did this several times with the updated keywords until we were satisfied with the
retrieved results: not too many irrelevant results, but also not so niche where we might be
missing relevant results. The chosen key words are shown in table 1. Additionally, (most)
surveys and reviews were excluded directly through the query, automatically applying one of
our exclusion criteria. Once the query was satisfactory, see Appendix A.1, it was expanded
with relevant data sets to enforce the last exclusion criteria described in the feasibility con-
straints in 2.2. The query searched by Topic which searches “title, abstract, author keywords,
and Keywords Plus”, according to WoS. Keywords Plus are “words or phrases that frequently
appear in the titles of an article’s references, but do not appear in the title of the article itself”
[22]. Along with this, we used WoS’s built-in filters to limit the search to papers in the Com-
puter Science Web of Science Categories. The final query is given and briefly explained in
Appendix A.2.

Table 1: Selected keywords to be used in the search query

Vision visual, image, video, facial

Affect emotion, affect, mood, feeling, facial expression

Recognition detection, recognition, prediction, estimation
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2.5 Selection Process
We implemented the eligibility criteria from 2.2 to select the papers in multiple stages.

The first round of selection was done as much as possible automatically through the query
itself by including some of the eligibility criteria as part of the query as described in 2.4.
During the selection process each paper is marked as either “IN”, “OUT” or “?”, the last of
which represents papers for which their eligibility is unclear in the given stage. Such papers
will be reconsidered in the next stage. The final decision was made when reading the full
text.

In the next stage, we screened the papers by title to remove the clear outliers that are
irrelevant for this review. This includes studies using physiological signals or other different
modalities than visual. Here we mainly looked at the exclusion criteria, as you cannot easily
judge from the title if all the inclusion criteria are satisfied, but it is easier to see if any of the
exclusion criteria are satisfied. This removed 37 papers.

Next, we screened the papers by abstract. In the interest of time, this was done in sets
of 100 papers at a time to ensure enough time for reading and extracting data. Here both
the exclusion and inclusion criteria were considered as much as possible. As before, if it
was clear from the abstract that all inclusion criteria were satisfied, the paper is included.
Otherwise, or if any of the exclusion criteria were satisfied, it is excluded. If still unclear
the paper is marked as “?” to be determined in the next stage. This removed 14 papers from
the first set of 100 papers. In the end, time did not allow to screen more sets, so only the
remaining 86 papers of the first set are considered in the next stage.

Lastly, the paper was screened by the full text. This was combined with data extraction,
if a paper was deemed eligible, then the data was also immediately extracted from the paper.
Given the limited time frame, 55 records were able to be screened by full text of which 2 were
excluded due to their irrelevance to the topic. In the end, we had 53 records for the review.

2.6 Search Results
The query in A.2 retrieved 549 results. Using WoS filters to exclude papers that are not in
the computer science field removed 211 results. From the remaining 338 results, 53 were
excluded after screening by title leaving 285 results. Then, as described in 2.4, records were
screened by abstract in sets of 100 at a time, following WoS’s ordering by relevance. In the
interest of time only the first set was screened, of which 14 records were excluded. Of these
86 records, 55 were screened by full text, of which 2 were excluded for being out of scope.
In the end we reviewed 53 records. Figure 2 shows a visualization of this filtering process.

Figure 2: PRISMA diagram summarizing filtering process from the initial identification stage of 549
papers to the final 53 included papers.

2.7 Data Extraction
The data extraction process was done in parallel with screening the papers by full text, the
final stage of the previously described selection process. For each paper, relevant data for
each research question was extracted. This included ARS and datasets used, the motivations
behind these choices, and any psychological theories provided to explain the ARS. Each
paper was marked with an identifier representing different ARS, to make data aggregation
at the end easier. These markers were later aggregated into the classification system used
in section 3. Each paper was also labelled with the data sets used. A full overview of the
collected papers and their markers can be found in Table 5 in Appendix C.
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3 Results
Of the 549 papers we initially started with, we narrowed down the selection to 53 papers to
include in this review. The results of this review for each sub question are summarized in this
section. Several additional tables summarizing the data are included in Appendix C.

3.1 Types of affective states
What types of affective states have been targeted by prediction systems?
The types of affective states referred to here are those described by Scherer in [1], namely ,
attitudes, moods, affect dispositions, interpersonal stances, aesthetic emotions and utilitarian
emotions. All except one of the papers in the review target utilitarian emotions, such as
happiness, sadness, anger, etc. The exception to this uses facial expressions to gauge students’
engagement in online classroom settings, which we describe as a mood [23].

To explore this question further, we looked at the individual affective states being targeted.
As shown in Figure 3, joy, sadness, disgust, surprise, fear, and anger are the most popular
states across all papers. Followed by neutral, used by 52% of the papers, and contempt being
used by 24%. The rest of the states —relief, uncertainty, squint, scream, puzzlement, and
boredom—are not as popular, only being used once or twice.

Figure 3: Occurrences of targeted affective states

3.2 Affect representation schemes
What different affect representation schemes have been used for this, and if so, what is
the motivation for this particular scheme?
As stated earlier in section 1, affect representation schemes can be grouped into two cate-
gories: (1) categorical and (2) dimensional. We found 12 categorical schemes and 1 dimen-
sional scheme. Below we describe our classification system of the ARS we encountered, and
provide the reasoning provided (if any) for the use of each ARS.

Of the 12 categorical schemes, 8 were based on Ekman’s Basic Emotions Theory (BET)
[12]. The naming convention we chose comes from the fact that these are all based on BET.
The number indicates how many states the ARS has, for those with 7 states, we use N or C to
differentiate between an ARS with 7 states of which one is neutral or contempt. BET-7N-A
indicates that this ARS is the same as BET-7N, but without anger. Similarly -D indicates the
lack of disgust.

BET-6 : joy, fear, sadness, surprise, disgust, anger
Reasoning: These are considered universal human emotions across cultures [12]. Not
all papers using this ARS gave explicit reasoning.

BET-6-I : BET-6 with an additional label for intensity (low, normal, high, very high).
Reasoning: Distinguishing between different levels of intensity allows the model to
estimate in a way that is more similar to how humans recognize emotions [24].

BET-6-G/U : Two sets of BET-6: (1) The affect displayed by the subject is genuine (G), and (2) the
affect displayed is unfelt (U). This gives 12 affective states in total.
Reasoning: People’s facial expressions when faking an emotion can have slight dif-
ferences than when the emotion being displayed matches with the emotion being felt
[25].

BET-7N : joy, fear, sadness, surprise, disgust, anger, neutral
Reasoning: Same as BET-6, extended with a neutral state that can be used as a baseline.
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BET-7N-A : joy, fear, sadness, surprise, disgust, neutral
Reasoning: Paper gave no reasoning [26].

BET-7N-D : joy, fear, sadness, surprise, anger, neutral
Reasoning: Paper gave no reasoning [23].

BET-7C : joy, fear, sadness, surprise, disgust, anger, contempt
Reasoning: After establishing the BET-6 categories, Ekman’s later research findings
proposed that contempt is also a universal emotion. Not all papers using this ARS gave
explicit reasoning.

BET-8 : joy, fear, sadness, surprise, disgust, anger, contempt, neutral
Reasoning: Same as BET-7C, extended with a neutral state that can be used as a base-
line.

The remaining categorical schemes deviate more from BET. Here the naming convention
is similar in that the number represents the amount of affective states. The letter represents
one of the unique states to distinguish between the ARS with the same number of states.

4 : disgust, smile, surprise, sadness
Reasoning: The paper [27] uses the CK [6] and JAFFE [7] datasets, which both use
BET-6 labels. It is not explained why fear and anger are excluded or why the ”happy”
label is changed to ”smile”.

5B : disgust, happiness, boredom, puzzlement, uncertainty
Reasoning: This paper [28] is using a subset of the FABO [29] dataset which originally
has BET-6 extended with anxiety, boredom and uncertainty. Interestingly, ”puzzlement”
is not one of FABO’s categories. The authors give no reasoning as to why they chose
this particular dataset nor why they selected this set of categories.

5R : joy, anger, fear, sadness, relief.
Reasoning: Unlike the rest of the categories, relief is not usually associated with Ek-
man’s BET. This state was added to provide a balance between the positive and negative
emotions, since the only other positive emotion was joy [30], [31].

5S : disgust, smile, surprise, squint, scream
Reasoning: The paper uses the Multi-PIE dataset [32] which uses these categories and
was created as an extension to the PIE dataset [33]. Both of these were originally in-
tended to be used for automatic facial recognition, not AAR. The labels are an objective
description of the expression (with the exception of disgust). The paper gave no clear
reasoning as to why this dataset was used over another.

Finally, we encountered one dimensional model. Here the naming convention is simply
the name of the model.

Fontaine : valence, arousal, power, expectancy [34].
Reasoning: The authors in [35] chose this as one of their schemes to have the ability to
represent the way in which one can express more than one emotion at simultaneously.

Table 2 shows an overview of the ARS used in the reviewed papers.
The authors of the reviewed papers don’t often give clear or explicit justification for their

choice of ARS. Oftentimes the choice of ARS is determined by the datasets used for training
and evaluation. The choice of datasets is also not motivated by most papers. However, the
dataset papers themselves do usually explain the reasoning for the used schemes.

Are systems using more than one ARS simultaneously, and if so, what is their
motivation for doing so?
None of the papers use more than one ARS simultaneously to classifying the affective states.
It is the case, however, that 16 of the 53 papers (30%) use multiple data sets for a larger pool
of training data and during the evaluation of their systems. Their systems are then capable of
identifying different affective states based on multiple ARS depending on what their training
data is.

3.3 Popularity of ARS
Are there differences in the popularity of schemes used for modeling different affective
states?
All reviewed papers use categorical schemes, with two using an additional dimensional
scheme as well. The following four schemes are the most popular categorical ARS we en-
countered: (1) BET-7N used in 26 papers, (2) BET-6 used in 20 papers, (3) BET-7C used
in 8 papers, and (4) BET-8 used in 4 papers. BET-6 and BET-7N together clearly dominate
the research area. There are 9 other schemes used throughout the reviewed papers, but these
are only used once or twice. The popularity for each ARS and the papers associated are
summarized in Table 2.
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Has the popularity of specific schemes changed over time?
The publishing years of the reviewed papers range from 2009 to 2023, giving us a 14 year time
range to analyse. In these years, BET-7N has risen in popularity while BET-6’s popularity
has dropped. BET-6 is the most consistently used ARS over time. BET-8 only appeared in
papers published after 2018. There is more variety in ARS used after 2015 than before. This
is summarized in Figure 4.

It should be noted however that the sample size of papers might not be representative for
every year. The sample size of papers published in 2009-2016 is much smaller (12) than
those published in 2017-2023 or later (41). This means that the data for earlier papers might
not be as representative and thereby not capture the true state of the range and popularity of
ARS used. This is reflected in Table 3 in Appendix C.

(a) Absolute values (b) Relative values

Figure 4: Popularity of ARS over time shown in absolute values in 4a and in relative values in 4b.
Description of each series is given in Table 2. Sample sizes in 2018-2023 is greater and thus more
representative than 2009-2017. This is reflected in Table 3 in Appendix C

Table 2: ARS used in reviewed papers

Model type ARS code Affective states / dimensions # papers Associated papers

5R joy, anger, fear, sadness, relief 2 [30], [31]
BET-6 joy, anger, fear, sadness, surprise, disgust 20 [31], [35]–[44]

[24], [45]–[52]
BET-7N joy, anger, fear, sadness, surprise, disgust, neutral 26 [53]–[64]

[46], [51], [65]–[76]
BET-7C joy, anger, fear, sadness, surprise, disgust, contempt 8 [30], [40], [53], [55], [58], [72], [77], [78]
BET-8 joy, anger, fear, sadness, surprise, disgust, contempt, neutral 4 [62], [64], [68], [73]

Categorical Misc See below 7

4 disgust, smile, surprise, sadness [27]
5S disgust, smile, surprise, squint, scream [77]
5B disgust, happiness, boredom, puzzlement, uncertainty [28]
BET-6-I BET-6 with intensity: (low, normal, high, very high)* [24]
BET-6-G/U BET-6 genuine and BET-6 unfelt** [25]
BET-7N-A joy, fear, sadness, surprise, disgust, neutral [26]
BET-7N-D joy, fear, sadness, surprise, anger, neutral [23]

Dimensional Fontaine valence, arousal, power, expectancy 2 [35], [42]

3.4 Basis in psychology
Are the majority of representation schemes used based on psychological theory?
None of the reviewed papers give any extensive psychological background or reasoning be-
hind the ARS used. At most, the introduction briefly mentions Ekman’s research and his
discrete models [12]. A small minority also mention dimensional models such as Russell’s
valence-arousal model [13], which makes sense since only two papers actually used a dimen-
sional model.

All reviewed papers used datasets for training and evaluation of their systems. While the
reviewed paper itself might not motivate the chosen ARS or dataset, the dataset’s paper does
oftentimes provide more information on the chosen labels or dimensions. The most popular
datasets over all reviewed papers (whose papers are available) are CK+ [6], JAFFE [7], MMI
[79], FER2013 [80], and BU3DFE [81]. The CK, CK+, and MMI data sets are based on
Ekman’s BET and the accompanying Facial Action Coding System (FACS) used to classify
a facial expression as a representation of a certain emotion. CK+ is an extension of CK to
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reflect the addition of contempt to Ekman’s BET following later research. The other two
data sets, FER2013 and BU3DFE, do not provide any psychological basis for their choice
of ARS. The paper introducing the FER2013 database did state that the ARS used follows
another database (Toronto Face DB), but its source paper was unfortunately unavailable.

4 Discussion
The results in section 3 show clear trends in the current state of ARS usage in vision-based
affect prediction. Categorical ARS, specifically BET-6 and BET-7N, dominate the research
area, and there is a general lack of reasoning provided by the authors when it comes to the
choice of ARS.

Our results show that all the reviewed papers use a categorical ARS for their systems,
bringing us to the conclusion that this has become the norm in vision-based AAR. Since
vision-based AAR usually relies on facial expressions, we believe the choice for categorical
makes sense due to these being easier to categorize than to describe over dimensions, at least
from a human perspective.

It has become the norm to classify affective states using BET-6 or BET-7N. Ekman pro-
posed the 6 prototypic emotions that make up BET-6 in the 1960s, but later in the 1980s he
proposed adding contempt to the list, making BET-7C, following further research of his. It
is interesting to see that despite all of the reviewed papers being published well after this
addition (the earliest being 2009), only 22% chose to include this state in their models. The
majority sticks to the “old school” BET-6 or BET-7N, ignoring contempt completely.

One might say that even though the papers are published after 2009, the datasets used may
have been released earlier thereby explaining the exclusion of contempt. The majority of the
commonly used datasets mentioned in 3.4 were published in the 2000s or later. The exception
to this is JAFFE, released in 1998. Only one of these commonly used datasets, namely CK+,
includes contempt. This is a point of concern to us as it gives the impression that researchers
are not staying up to date with developments in psychology, which should be crucial when
AAR is a field that ia so closely linked.

We can only guess at the reasoning for the authors’ choices due to the lack of concrete
reasoning provided in these papers. This in and of itself is already a cause for concern, even
if the dataset papers do provide further reasoning. We believe it is also the responsibility of
the researchers using the datasets to explicitly (re)establish why they chose these datasets,
categories, or dimensions, for their systems. Explaining why the chosen ARS is useful for
their specific application or approach can be of help for future researchers building off of this
work. Additionally, it shows there was critical and conscious thought behind their decisions,
making their work more credible and reliable.
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5 Responsible Research
As with all research, it is essential to examine the ethical implications and impact of our
methods.

5.1 Reflecting on the methodology
The nature of a systematic literature review ensures reproducibility of results. As such, if
one were to repeat this literature review following our methodology described in section
2, they should find the same results. However, it is important to note here that systematic
literature reviews usually span months, whereas we were limited to less than 10 weeks. This
limited time frame may affect the rigour and detail in comparison with longer systematic
literature reviews. Additionally, as there was only one person performing the review, there is
the potential for small errors in the selection and interpretation of papers. This issue could
be mitigated by getting other researchers to perform the selection criteria on a randomly
selected subset of papers to see if they agree with the application of the selection process.
Unfortunately, given time constraints, this was not possible for this review.

Furthermore, the sample of papers retrieved for the review might not be fully representative
of the state of the field of vision-based AAR. Some of the exclusion criteria, specifically
limiting the results to only papers that use one of the databases listed in Appendix B, are
likely to have introduced some selection bias in the results. As we did not use an exhaustive
list of all the databases found in the literature, it is very likely that relevant papers were
excluded. This could have affected the results in some way. There is realistically never a way
to know for sure if the sample of papers is representative of the entire field, but this does not
invalidate the results of this review. Our findings are still representative of at least a subset of
the research area.

5.2 Ethical implications of AAR
This review is intended to aid future researchers be better informed about the current state of
vision-based AAR. Understanding the decisions made within this field can help them criti-
cally improve upon or develop their own systems. However, the findings of this research can
lead to development of unintentionally problematic or malicious systems.

AAR is based on predictions, and every prediction task comes with big risks of misin-
terpretation, which can have important consequences. When analysing facial expressions as
part of an AAR system, it’s important to remember that recognizing a facial expression is
not the same as recognizing an emotion. Facial expression recognition is merely an estima-
tion of the underlying emotion of the subject, and in some cases may not even match up. A
subject could be hiding their true emotion, faking a facial expression. A person expressing a
happy face is not necessarily a person who is happy. Additionally, classification tasks rely on
generalizations. However when it comes to facial expressions and emotions, there are many
cultural differences but also person-to-person differences that need to be considered. Some
datasets take this into account through including subjects of various ages, ethnicities, and
cultures in their data. Not all datasets do this though, so researchers should be aware of this
when choosing or creating datasets for their systems.

There are many potential applications for vision-based AAR. Healthcare, educational aids,
and vehicle safety [3], are generally considered to not have many negative implications. On
the other hand, using AAR in areas such as safety & security can have serious negative
consequences. Take for example automatic deception detection [82], [83]. This could be
used in border control or police investigations [84], where misclassification can have major
negative consequences for an individual. This exemplifies one of the main controversies
debated when it comes to the ethical implications of AAR.

As AI continues to develop, governments are trying to mitigate the associated risks by
implementing rules and regulations. The European Union (EU) published the Artificial Intel-
ligence Act (AI Act) with guidelines for development and usage of AI systems [85]. Some
sources believe that these regulations are not strict enough, especially concerning emotion
recognition, claiming that the AAR systems have the potential of “undermining human rights,
such as the rights to privacy, to liberty and to a fair trial” [86]. For this reason, I believe we
are at a turning point where we should keep an eye on new developments in AI and critically
think about every decision being made, and avoid blindly trusting these systems and their
models.
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6 Conclusions and Future Work
In this paper we performed a systematic literature review with the goal of exploring the cur-
rent state of affect representation schemes used in vision-based automatic affect recogni-
tion systems. We looked into the types of affective states targeted, the affect representation
schemes being used, their popularity, and their psychological basis. We reviewed 53 records
following the PRISMA guidelines for systematic reviews [20]. The papers were selected
from 549 records retrieved from WebOfScience using certain eligibility criteria to ensure the
included papers were relevant to the study. These criteria included limiting our search to
computer science papers written in English proposing a vision-based AAR system targeting
single subjects. Studies dealing exclusively with micro-expressions or group affect recog-
nition were excluded. Additionally, given the time limitation imposed on this research we
excluded papers that were not readily accessible with our TU Delft license, used multimodal
input, or did not use one of the datasets listed in Appendix B.

Our results are summarized as follows. We found that since 2009, categorical models—
those that classify affective states into discrete categories—are the norm. More specifically,
Ekman’s Basic Emotion Theory is the basis for the most commonly used schemes, classify-
ing facial expressions as joy, anger, fear, sadness, surprise, and disgust [12]. This is most
often extended with the neutral state, sometimes the contempt state, and occasionally with
both. These four are the most commonly used representations across the reviewed literature.
A clear explanation of the authors’ reasoning for certain ARS was difficult to find for the
majority of papers, which gives the impression that researchers do not give critical thought
to these decisions. This is problematic and hinders future development of AAR systems that
build upon the current research. Despite the lack of motivations provided by the authors of
our reviewed papers, the source papers for the used datasets gave more insights on some of
the ARS, most of which are based in psychological theories.

We have several recommendations for future expansions on our research. Firstly, we rec-
ommend increasing the sample size of the set of reviewed papers. This allows for the data
to be more representative of the current state of the research area. Especially increasing the
number of papers from earlier years (2009-2017) to have an uniform distribution of papers
over all years, as much as possible. Next, if feasible, we recommend removing the feasi-
bility constraints. This will remove possible biases introduced when limiting the search to
systems that use at least one of our set of predetermined datasets. Additionally, it allows to
explore systems using multimodal input. We are interested in exploring the area of vision-
based AAR, this does not mean vision only. Including multimodal inputs in this research will
provide further insights on different ARS and their usage, and it would be interesting to see
how this differs from purely visual input.
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A Search query
A.1 Base query
(visual OR image OR video OR facial) AND
(emotion OR affect* OR mood OR feeling OR facial expression) AND
(detect* OR recogni* OR predict* OR estimat*) AND
NOT survey NOT review

A.2 Final query
Below is the final query used to retrieve the papers from WebOfScience. It is the base query
extended with the data sets in order to narrow down results for feasibility within the given
time constraints.

(visual OR image OR video OR facial) AND
(emotion OR affect* OR mood OR feeling OR facial expression) AND
(detect* OR recogni* OR predict* OR estimat*) AND

(“CK+” OR “JAFFE” OR “BU-3DFE” OR “FER-2013” OR “EmotiW” OR “MMI” OR
“eNTERFACE” OR “KDEF” OR “RaFD” OR “C-K” OR “CK” OR “BU-4DFE” OR
“NVIE” OR “Affective-MIT Facial Expression” OR “DISFA” OR “LIRIS-ACCEDE” OR
“FABO” OR “Kinect FaceDB”)

NOT survey NOT review

The asterisk in affect* allows to match results on affect, affective, and similar relevant
words with affect as its root. Similarly for detect*, recogni*, and estimat*, it allows for
matching on both the noun (detection, recognition, estimation, estimate(s)) and verb (detect-
ing, recognizing, estimating) versions of the word. With this base query solidified I moved
on to gathering the final set of papers.

B Datasets
Below are the databases considered for limiting the search results gathered from other litera-
ture reviews on AAR [19], [21].

CK+
JAFFE
BU-3DFE
FER-2013
EmotiW
MMI
eNTERFACE
KDEF
RaFD
C-K
CK
BU-4DFE
NVIE
Affective-MIT Facial Expression
DISFA
LIRIS-ACCEDE
FABO
Kinect FaceDB
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C Tables

Table 3: Popularity of ARS over time

Year
ARS 2009-2011 2012-2014 2015-2017 2018-2020 2021-2023 All-time

BET-6 2 4 3 5 5 25
BET-7N 0 0 4 10 11 25
BET-7C 0 2 4 1 1 8
BET-8 0 0 0 2 3 5
Other 0 4 2 0 5 11

Total papers 2 6 9 15 21 53

Note: Individual values per year group will not sum to “total” due to papers using multiple ARS.

Table 4: Popularity of data sets over time. Each entry shows the percentage of papers included in this
study from year x that used data set y. The last row shows the total number of papers reviewed for that
year so the reader can better interpret the data.

Dataset 2012 2013 2014 2016 2017 2018 2019 2020 2021 2022 2023

CK+ 1 1 1 1 3 2 3 1 4 4 4
BU4DFE 1 0 0 0 0 0 0 0 1 0 0
KDEF 0 0 0 0 0 0 1 1 2 1 1
DISFA 0 0 0 0 0 1 0 0 0 0 0
FG-NET FEED 0 1 0 0 0 0 0 0 0 0 0
AFEW (eval only) 0 0 0 0 1 0 0 0 0 0 0
MUG 0 0 0 0 1 0 0 0 2 0 0
Oulu-Casia VIS 0 0 0 0 0 0 0 0 1 0 0
RAF-DB 0 0 0 0 0 0 0 0 0 1 0
BP4D-spontaneous 0 0 0 0 0 0 0 0 1 1 0
GEMEP-FERA 0 0 0 0 0 1 0 0 0 0 0
MMI 0 1 1 1 1 1 0 0 0 2 0
BU3DFE 0 0 0 1 0 0 0 0 2 1 0
JAFFE 0 0 0 1 2 0 3 1 2 1 3
bosphorus 0 0 0 0 0 0 0 0 1 1 0
RaFD 0 0 0 0 0 0 0 0 1 0 0
EmotiW-17 0 0 0 0 0 1 0 0 0 0 0
FED-RO 0 0 0 0 0 0 0 0 0 1 0
FER2013 0 0 0 0 1 0 0 1 0 0 2
KDEF-dyn 0 0 0 0 0 0 0 0 0 1 0
AffectNet 0 0 0 0 0 0 0 1 0 1 0
Total papers 2 3 2 4 6 5 3 5 10 11 4
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Table 5: Summary of collected data.

Year # of papers Reference Affect Representation Scheme(s) used Data set(s) used

2009 1 [36] BET-6 CK, JAFFE
2011 1 [39] BET-6 BU3DFE
2012 1 [40] BET-6, BET-7C CK+, BU4DFE
2013 2 [41] BET-6 CK+, MMI, FG-NET FEED

[77] BET-7C, 5S BU3DFE, Multi-PIE
2014 3 [35] BET-6, Fontaine, continuous fontaine CK+, MMI

[42] BET-6, Fontaine CK+, AVEC 2011
[28] 5B FABO

2015 2 [43] BET-6 CK+, JAFFE
[30] BET-7C, 5R CK+, FERA, RUFACS

2016 2 [53] BET-7N, BET-7C CK+, JAFFE, MMI, BU3DFE
[57] BET-7N CK+, JAFFE

2017 5 [44] BET-6 CK+, JAFFE, FER2013
[58] BET-7C, BET-7N CK+, MMI, AFEW
[59] BET-7N CK+, JAFFE, MUG
[78] BET-7C CK+, DISFA
[31] BET-6, 5R CK+, MMI, GEMEP-FERA

2018 2 [60] BET-7N CK+, MMI, DISFA, GEMEP-FERA
[61] BET-7N CK+, EmotiW-17

2019 6 [62] BET-7N, BET-8 CK+, JAFFE, KDEF
[63] BET-7N CK+, JAFFE
[64] BET-7N, BET-8 CK+, JAFFE
[54] BET-7N CK+, JAFFE
[55] BET-7N, BET-7C CK+, JAFFE, FER2013, SFEW
[37] BET-6 BU4DFE, BP4D

2020 7 [56] BET-7N CK+, JAFFE, KDEF, FER2013, AffectNet
[38] BET-6 CK+, RML, AFEW5.0
[45] BET-6 RML, Enterface’05, AFEW 6.0
[65] BET-7N BigFaceX (CK+, BAUM1, eNTERFACE)
[71] BET-7N JAFFE, BU3DFE
[46] BET-6, BET-7N CK+, MMI, JAFFE, SFEW2.0
[47] BET-6 USTC-NVIE

2021 9 [72] BET-7N, BET-7C CK+, MUG
[48] BET-6 CK+, KDEF, JAFFE, MUG
[24] BET-6-I CK+, BU3DFE
[49] BET-6 Bosphorus, BU3DFE, BU4DFE, BP4D-spontaneous
[73] BET-7N, BET-8 CK+, KDEF, JAFFE, Oulu-Casia VIS, RaFD
[74] BET-7N JAFFE, KDEF
[25] BET-6-G/U CK+, BP4D, Oulu-Casia, SASE-FE
[75] BET-7N KDEF, JAFFE
[27] 4 CK, JAFFE

2022 6 [50] BET-6 CK+, MMI, KDEF-dyn
[51] BET-6, BET-7N CK+, Bosphorus, BU3DFE, MMI, BP4D-spontaneous
[76] BET-7N CK+, KDEF, JAFFE
[66] BET-7N CK+, RAF-DB, AffectNet, FED-RO
[67] BET-7N CK+, KDEF
[68] BET-7N, BET-8 CK+, JAFFE, FER2013, KDEF, FERG

2023 6 [87] BET-8 CK+, FER2013
[52] BET-6 CK+, KDEF, JAFFE
[26] BET-7N-A† CK+, JAFFE, FER2013
[69] BET-7N CK+, JAFFE
[70] BET-7N CK+, FER2013, JAFFE
[23] BET-7N-D‡ CK+, RAF-DB, FER-2013, Wider Face, custom (6 emotions)

Notes:
4: disgust, smile, surprise, sad.
5B boredom, disgust, happiness, puzzlement, uncertainty.
5R anger, fear, joy , sadness, relief.
5S smile, surprise, squint, disgust, scream.
BET-6: Ekman’s Basic Emotion Theory: joy, fear, disgust, surprise, anger, sadness.
BET-6-I: BET-6 with an added label of intensity.
BET-6-G/U: Two sets of BET-6, one where the affect was genuine, and the other where the affect was
not genuinely felt.
BET-7N: joy, fear, disgust, surprise, anger, sadness, neutral.
BET-7C: joy, fear, disgust, surprise, anger, sadness, contempt.
BET-8: joy, fear, disgust, surprise, anger, sadness, contempt, neutral.
Fontaine: A 4-dimensional model using power, valence, activation, and expectation as its dimensions.
† Same as BET-7N but without anger: happy, sad, surprise, disgust, neutral, fear.
‡ Same as BET-7N but without disgust: happy, sad, surprise, anger, neutral, fear.
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