
 
 

Delft University of Technology

Who Should Regulate Extremist Content Online?

Reed, A.G.; Henschke, A.H.

DOI
10.1007/978-3-030-90221-6_11
Publication date
2021
Document Version
Final published version
Published in
Counter-Terrorism, Ethics and Technology

Citation (APA)
Reed, A. G., & Henschke, A. H. (2021). Who Should Regulate Extremist Content Online? In A. Henschke,
A. Reed, S. Robins, & S. Miller (Eds.), Counter-Terrorism, Ethics and Technology : Emerging Challenges at
the Frontiers of Counter-Terrorism (pp. 175-198). (Advanced Sciences and Technologies for Security
Applications). Springer. https://doi.org/10.1007/978-3-030-90221-6_11
Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1007/978-3-030-90221-6_11
https://doi.org/10.1007/978-3-030-90221-6_11


Who Should Regulate Extremist Content
Online?

Alastair Reed and Adam Henschke

Abstract As liberal democracies grapple with the evolution of online political
extremism, in addition to governments, social media and internet infrastructure
companies have found themselves making more and more decisions about who gets
to use their platforms, and what people say online. This raises the question that this
paper explores, who should regulate extremist content online? In doing so the first
part of the paper examines the evolution of the increasing role that social media
and internet infrastructure companies have come to play in the regulating extremist
content online, and the ethical challenges this presents. The second part of the paper
explores three ethical challenges: i) the moral legitimacy of private actors, ii) the
concentration of power in the hands of a few actors and iii) the lack of separation of
powers in the content regulation process by private actors.

1 Framing the Problem

As liberal democracies grapple with the evolution of online political extremism,
social media companies, and their supporting infrastructure, find themselves making
more and more decisions about who gets to use their platforms, and what people say
online. Moreover, the decision makers at these companies are increasingly uncom-
fortable with this power. In a public statement from 2018 Facebook CEO Mark
Zuckerberg wrote “As I’ve thought about these content issues, I’ve increasingly
come to believe that Facebook should not make so many important decisions about
free expression and safety on our own” [94]. The CEO of Cloudflare, a company that
supports the infrastructure of the internet, Matthew Prince, stated that as “the CEO
of a major Internet infrastructure company”, he could wake up in a bad mood and
decide that “someone shouldn’t be allowed on the Internet. No one should have that
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power” [15, 63]. At the same time, governments and politicians question whether
that Tech Companies are not doing enough to counter extremist content, hate speech,
and misinformation online, and that these companies have a social responsibility to
go further in their moderation of online content ([8, 53]; Bishop andMacdonald [81],
143).

The question of how and why social media companies and internet infrastructure
came to find themselves the arbiters of online speech stems in part from counter-
terrorism efforts, particularly the rise of the so-called Islamic State of Iraq and Syria
(ISIS) in the mid 2010s. The issue of regulation of political extremists online is
inseparable from the evolution of modern global terrorism. In this chapter, we follow
the path of that recent history to highlight three ethical concerns arising from the
responses to online political extremism. We then suggest that part of the problem
with answering ‘who should regulate extremist content online?’ is that there are
different aspects to how that content is being regulated. By reflecting on what sorts
of institutions and services are being provided, we can suggest a more nuanced and
collaborative approach to the regulation of online content.

Regulating extremist content online has faced two particular challenges. The first
challenge is determining what extremist content is? [46]. Essentially what type of
online content should be restricted and potentially removed online in the fight against
extremism? This is not a straightforward task when we have no widely agreed upon
definition of extremism or violent extremism. Too zealous an approach risks broad-
ening the net too wide, and unnecessarily or disproportionately restricting individ-
uals’ rights and freedoms,whilst a narrower approach allows the freeflowingof all but
themost extreme of content.Where to draw the line is a controversial decisionwith no
easy solutions [86]. The second is technical: how to identify extremist content online.
Given the sheer scale and size of many platforms, looking for extremist content is
like looking for the preverbal needle in a haystack.1

Though we recognise these points, this chapter looks at a less examined challenge
of countering extremismpropaganda online. Rather than questions of how this should
be done, or what material is relevant, this chapter asks questions of who gets to make
these decisions and why. As has been said, freedom of speech is as much about who
gets to decide what is said as what is actually said [34].

2 The Status Quo: Regulation and Self-Regulation

The division of responsibilities between formal regulation and self-regulation varies
across countries depending on local legal frameworks, regulators, and social norms.
However, in most countries there is a legal framework that sets out what content is
illegal and should be removed online, such as material from a proscribed terrorist
organisation, hate speech, or child pornography. These laws then form the foundation

1 Or, as others have noted, given that they are looking for data within data, it is more like looking
for a needle in a pile of needles. See: [56].
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on which social media companies base their content moderation on. However, the
interpretation and enforcement of these laws are increasingly falling on social media
companies themselves. As a result, these companies have developed large bureau-
cracies to monitor and regulate online speech on their platforms. As Jack Balkin
argues, whilst in the past regulation of speech was targeted at the speakers, now
governments’ regulation is increasingly aimed at internet infrastructure (including
social media companies), arguing that “in essence, nation-states attempt to get the
privately owned infrastructure to do their work for them” ([5], 2015–16). This has led
to a form private governance which now plays a central role in regulating extremist
content online [5, 44]. In order to deal with the sheer volume of content uploaded
daily the major social media companies have developed extensive technological
solutions, often utilising artificial intelligence and machine learning,2 to identify
and remove offending content. In addition companies are increasingly collabo-
rating through industry organisations such as the Global Internet Forum for Counter-
Terrorism (GIFCT), for example a shared database of terrorist content [8, 26]. As
the main platforms have developed their capabilities, they have become increasingly
effective at identifying and removing offending content, as Bishop and MacDonald
noted, in the case of the largest platforms—Facebook, YouTube and Twitter “refer-
rals from users, law enforcement and governments are responsible for only a small
minority of suspensions and take-downs; the vast majority of violations are detected
by technology” ([8], 142).

The extent of responsibilities that legal frameworks place on social media compa-
nies varies across jurisdictions. In the United States, for example, first amendment
free speech protections limit the legal scope of regulating extremist content online,
compared to other liberal democracies inEurope or beyond. InGermany, theNetwork
Enforcement Act (NetzDG) requires social media platforms to remove content that
is “manifestly unlawful” within 24 h.3 As Amélie Heldt notes, “[t]he obligation
to remove unlawful content is in itself not problematic, but who gets to decide if
user-generated content is “manifestly” unlawful? By delegating this task to social
media platforms, the State has factually given the responsibility to decide upon the
lawfulness of content to the reviewers in charge of content moderation” ([44], 342).
Through seeking to make social media platforms more responsible for regulating the
content on their platforms, governments have not only given these companies greater
powers, but have effectively granted them the moral authority to develop, interpret,
and enforce who says what online.

In practise, the regulation of content on a social media platform is governed by
a wider set of community rules and guidelines, typically laid out in a platform’s
own term of service (ToS). As social media companies have evolved from conduits
for hosting content to online communities to something more like traditional media,

2 Wenote here that the use of artificial intelligence andmachine learning in identifying and removing
extremist content raises separate ethical challenges which are beyond the scope of this paper, but
which the authors have addressed elsewhere. See: [46].
3 The law applies to social media companies with more than two million users in Germany and
allows up to seven days for cases that are less clear ([44], 341).
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entertainment providers, and/or critical infrastructure, they have become increasingly
involved in governing these communities by setting out in their ToS what content is
or is not allowed on the platform. Importantly, as these ToS are largely self-generated,
the content that is banned by a platform’s ToS, can and regularly does go beyond
what is merely unlawful. As platforms set out to govern their online communities,
this now means not just upholding the law, but also writing the rules about what is
acceptable within the community.

These ToS are often then used by law enforcement to request platforms to remove
extremist content. Rather than proceeding down a more traditional legal route, with
all the complexities that entails, law enforcement can request platforms to remove
extremist content by flagging the content to the platforms, pointing out that it violates
the platforms own ToS and therefore they should remove it on these grounds [58].
This is the basis onwhich the Europol’s Internet Referral Unit (IRU)works on, which
by itself has no enforcement powers. The IRU explains the implications of its referral
process: “Thus the decision and removal of the referred terrorist content is taken by
the concerned service provider under their own responsibility in reference to their
terms of use” ([28], 6). In this situation, the content’s removal is due to the material
breaking the platform’s own rules, and not because it was necessarily illegal.

This brings us to the question of the paper—who has the moral authority to make
such decisions about what remains online? The role of regulating extremist content
online has increasingly shifted from public authorities to private companies, and
in the process, these companies now have significant capacity to decide what is
allowed online. This brings into focus both the outsourcing to private companies to
interpret, and enforce existing legislation, and also the grey area between content
that is removed because it breaks a country’s laws, and content that is not illegal but
removed by private companies because it breaks their own terms of service. Both of
these challenges raise questions about the legitimacy of private companies in playing
these roles: as we discuss later, in liberal democracies we generally recognise that the
state has some moral authority to make such decisions, but it is less clear if private
companies have equivalent moral authority.

In response to public and political pressure, platforms can feel compelled to take
further actions, and as a consequence update their ToS to ban from their platform
a wider array of extremist content. This wider spectrum of what is perceived as
extremist content has continued to evolve as perceptions and understandings of how
extremists use the internet have developed. For example, Facebook had long banned
white supremacy from its platform as ‘hateful’ content, however it was not until
Facebook updated its rules after the Christchurch attacks, that it also included white
nationalism and white separatism [30, 71]. As noted at the start of this chapter, this is
a place that these CEOs and private companies neither wanted, nor indeed, expected
to be in. Interestingly, this challenge has its genesis in the largely uncontroversial
decision that terrorist groups like ISIS should not have free run of social media.
Terrorism and the means used to combat it are casting a long shadow over the recent
evolution of information and communication technologies.
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3 Terrorism as a Driver for Deplatforming: From ISIS
to Political Extremists

The rise of ISIS and its exploitation of propaganda via social media forced social
media companies to overhaul their content moderation responses to tackle this new
threat. After initial challenges, the major platforms such as Facebook and Twitter
were largely successful in driving ISIS supporters off their platforms ([19], 108).
However, in comparison to the challenges to come, the situationwith ISISwas unique.
First, due to their extreme violence and barbaric practices ISIS were almost univer-
sally condemned and a general consensus that ISIS and their propaganda should be
confronted. Secondly, ISIS material is usually easily identifiable and clearly branded
by the group, making its detection much simpler ([19], 108–9).

As Facebook’s approaches to content removal developed, so did the list of organ-
isations and individuals that it banned from its platform. However, the individuals
and groups banned by Facebook were not just terrorists, but also were increasingly
those that operate in the fringes of more familiar political beliefs [35]. In particular
with the rise of new far-right movements the line between extremist and mainstream
politics became increasingly blurred.

In March 2018 Facebook took the step of banning the British far-right group
“Britain First” from the platform, removing its official home page and the pages of
its leaders Paul Golding and Jayda Fransen [29, 49]. Stating that “[w]e do not do
this lightly, but they have repeatedly posted content designed to incite animosity and
hatred against minority groups, which disqualifies the Pages from our service” [29].
Whilst a fringe political organisation, the group had a large social media presence,
with more than 1.8 million followers and 2 million likes on its Facebook page, more
than double the amount of the Labour party (the mainstream party with the most
likes) [49, 61]. The following year Facebook went further designating the group and
its leaders under its new definition of ‘dangerous groups and individuals’, along with
a number of other far-right organisations and individuals [89]. This designation also
extended the ban to “[p]osts and other content which expresses praise or support for
these figures and groups”.4 Although Britain First had ceased to be a political party
a few months before the original ban, it is believed that the policy would apply to the
proscribed individuals if they ran for or assumed political office in the future [47].

Following a 2018 ban from Facebook, Britain First launched legal action against
the company for ‘political discrimination’ with the group’s leader Paul Golding
stating: “For too long now social networks have censored certain political viewpoints
and thus interfered with the political process” [62].5 After Facebook’s removal of
ads supportive of Britain First posted by a third organisation in January 2019,6 the
group accused the company of “political gerrymandering” [90]. A similar position
was taken in January 2019 by Saoradh, a political party representing dissident Irish

4 Facebook statement quoted in: [47].
5 The group ultimately decided not to continue with the court case the following year [27].
6 The Facebook adverts were bought by a page called ‘Political Gamers TV’ supporting a petition
by Britain First to halt the reconstruction of a Mosque See: [40, 90].
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republicans after Facebook removed its pages from its platform [4, 54]. As it sought
a court order to re-instate its pages, Saoradh’s lawyers explained: “Facebook has now
taken to remove what they deem to be unacceptable political messages, that sets a
very, very dangerous precedent and it’s an attack, a deliberate attack, on the freedom
of expression…Therefore our clients have no alternative but to seek injunctive relief
to compel Facebook to uphold what is a very, very basic principle, the right to a
political opinion and the right to expression” [54].

Putting aside the nature of Britain First’s and Saoradh political views and the
content of their material (which—given liberal democracy’s commitment to political
pluralism and free speech—some may find objectionable), the point the groups were
making was clear; by choosing to de-platform them, Facebook was interfering in
the political process. By exercising their power over which groups can espouse their
political views on Facebook, the company had enormous power over what gets said
and by whom. Whilst Britain First and Saoradh were on the fringes of mainstream
politics, Facebook has also taken steps to ban organisations, which have ‘one foot in
the political mainstream’, such as the Greek far-right political party ‘Golden Dawn’7

which faced a ban by the platformdespite having electedmembers in both the national
and European parliament [35, 79].

In September 2019, Facebook removed the account page of the Italian far-right
group CasaPound from its platform, along with the pages of its representatives
and supporters, on the grounds that they violated Facebook’s Terms of Service by
containing hate speech and content that amounted to incitement of violence [41].
In the court case that followed, Facebook was ordered to re-activate CasaPound’s
account page, with the court “setting a penalty of e800.00 for each day of viola-
tion” [41]. In the court’s ruling it noted, among other points, that “[T]he exclusion
of the applicants from Facebook is in contrast with the right to pluralism… elimi-
nating or strongly compressing the possibility for association…to express its political
messages.” [72]. This ruling coheres with the view that constraints on free public
expression of political beliefs is antithetical to liberal democratic commitments to
free and pluralistic societies.

These cases highlight the complex intersection of competing rights that need to
be balanced against each other. On the one hand, even in liberal democracies, it is
legitimate to restrict content that constitutes hate speech and incitement of violence
(Henschke Forthcoming). On the other hand, however, liberal democracies define
themselves in part by reference to the right to free speech and political pluralism.8

This brings us back to the motivating question: who has the authority to decide what
extremist content is and what the appropriate responses should be? Should decisions
that potentially impact on the public sphere be made by private companies? The
near universal agreement that ISIS should be deplatformed has led us to the situation
where (fringe) political parties are losing the capacity for public expression. And,
while we might agree that the content, and political beliefs of Golden Dawn and the

7 In October 2020 the leadership of Golden Dawnwere convicted of running a criminal organization
[6].
8 For more on this, see: [75, 77, 82, 85].
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like are not only objectionable, and perhaps dangerous for democracies, we are still
left with the issue of whether social media companies are the right institutions to
make decisions about who gets to speak in the new public squares.

These questions where thrown into sharp relief with the 2020 US presidential
campaign and the series of events that ultimately led toUS President Donald Trump’s
suspension from many social media platforms. In the run up to the 2020 US pres-
idential elections saw social media platforms revising and updating their policies
and terms of service [7]. Twitter in particular, employed extensive measures noting
that on Twitter users find “real-time political conversation, resources, and breaking
news. And an essential part of our service is taking action on content that attempts to
manipulate, disrupt, or cause confusion about civic processes” [83]. As part of this
approach Twitter began fact-checking the President’s tweets, placing some behind
warnings and labelling others as manipulated media or misleading [17, 84].

In the aftermath of the January 6th storming of the Capitol Building, Twitter, Face-
book and most major platforms took steps to suspend or ban the President from their
platforms [11, 48]. The decision was criticised by many, whilst others supported the
actions taken [48]. The thenU.S. Secretary of StateMike Pompeo tweeted “Silencing
speech is dangerous. It’s un-American. Sadly, this isn’t a new tactic of the Left” [57].
At the same time, others highlighted the importance of moderating social media
content to prevent misinformation, hate speech, and incitement of violence online,
but still voiced unease at the process by which the President was suspended from
social media.9 The German Chancellor Angela Merkel, highlighted the importance
of free opinion, and that while noting “[t]his fundamental right can be intervened
in, but according to the law and within the framework defined by legislators—not
according to a decision by the management of social media platforms” [2].

Putting aside any questions over the grounds for the decisions to suspend Trump
from social media or questions over whether this decision was biased or politically
motivated or not, we need again to ask, who gets to decide this, and why?

4 A Deeper Cut: De-Platforming the Platforms

The examples above have focussed on the control that social media platforms have on
the content posted on their sites, and also over which individuals and organisations
can post content on their platforms. Another type of online de-platforming that has
recently emerged focuses not on removing individuals or organisations from a given
platform, but literally removing the platform itself from the internet. Online platforms
rely on a whole host of auxiliary services to be able to exist online. If these internet
infrastructure service providers decide to remove their services, it can prevent the

9 We note here that the governor of the US state of Florida has signed a bill to ban this sort of
deplatforming of political actors [42].
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platform itself from operating or operating effectively online.10 The platforms can
effectively be de-platformed.

In the wake of the white supremacist violence at a rally in the US city of Char-
lottesville in 2017, there was a rise in popular and political pressure for private
companies to take further action against extremist material online [14, 33, 64].Whilst
the initial focus had been on social media companies to better regulate the content
posted on their platforms, a new front opened up, “[t]hat front lies deeper within the
web’s infrastructure, in the realm of web hosts, domain registrars, and various other
web services. The companies that provide the back-end services of the web have
historically resisted pressure to police the behavior of sites that use them and have
mostly avoided the spotlight in controversies over online speech” [64]. This marked
a change at the level at which extremist content was ‘regulated’ on the internet,
and highlights a wider debate about the role of internet infrastructure companies,
that support the workings of the internet, and whether they should remain content
neutral. In this view internet infrastructure companies are seen as the plumbing of
the internet and should not be making decisions about content ([5, 10]; Balkin [39],
2038).

The first major change came in the wake of Charlottesville, when the domain
registry service ‘Go-Daddy’ cancelled the registration of the neo-nazi site Daily
Stormer. Daily Stormer briefly transferred to Google domains before being cancelled
by the provider,which also banned it fromYouTube, relegating thewebsite to the dark
web [9, 21, 63, 73]. As said, Cloudflare, a service that provides online infrastructure
support, including protection fromdistributed denial of service (DDOS) attacks, soon
followed suit [63, 69]. Whilst believing they made the right choice, the CEO Prince
expressed unease about the power that Cloudflare could exert [15, 63]. Prince further
highlighted that due to the ease at which online attacks could be orchestrated on
websites, websites need the services of a network like Cloudflare. Otherwise, they
would be at risk of being kicked off-line by anyone that they offend by their content,
in practise allowing a form of vigilante justice to police the internet.11 Going on to
note the growing dependence on a few giant networks to provide these services, he
argued that soon being online may mean relying on the services of a “company with
a giant network like Cloudflare, Google, Microsoft, Facebook, Amazon, or Alibaba”
highlighting that Cloudflare by itself already handles 10% of all internet requests
[69].

Following the El Paso mass shooting in 2019, Cloudflare decided to take similar
action terminating its contract with controversial online platform 8chan,12 seen by

10 This includes a spectrum of companies that provide services such as web hosting, domain name
registries, security (i.e. DDoS protection), online payment processing, among other services. For
more see: ([5, 39]).
11 Prince notes that the initial demands for Cloudflare to terminate their contract with Daily Stormer
came from hackers that wanted Cloudflare to ‘[g]et out of the way’ so they could knock it off line
with a DDoS attack [69].
12 8chan went offline after Cloudflare and other web infrastructure companies refused to provide it
with the services in needed to remain online. However, it remerged 3 months later online as 8kun
[16]; For more on 8chan’s struggle to stay online see: [18].
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many as an online haven for far-right and other extremist views ([20], 12–14, [93]).
Prince noted that the El Paso shooter had apparently been inspired by 8chan and had
posted a screed to the platform before the attack [70]. Furthermore, this he noted was
not an isolated incident, highlighting similar activity earlier that year before both
the Christchurch attack on two Mosques and the Poway synagogue attack by lone
shooters. Similarly, Prince noted his unease at the arbitrary power the company had,
writing “Cloudflare is not a government. While we’ve been successful as a company,
that does not give us the political legitimacy to make determinations on what content
is good and bad. Nor should it” [70].

These ethical challenges where highlighted again in the wake of the January 6th
storming of the US Capitol Building in a series of events that forced ‘free speech’
social network Parler off-line. Positioning itself as a free speech alternative to social
media platforms such as Twitter and Facebook, Parler had been one of the fastest
growing apps in the preceding months. In the wake of the 2020 presidential election,
as platforms like Twitter and Facebook clamped down on misinformation about who
had won the elections, millions of conservatives migrated to alternative platforms
such as Parler [51].

In the aftermath of the events of January 6th, and former US President Trump’s
perceived role in inciting violence numerous socialmedia platforms includingTwitter
and Facebook took actions suspending the President’s account [11, 48]. As the Pres-
ident and many of his followers sought to migrate to Parler as an alternative platform
something unexpected happened. Apple and thenGoogle suspended Parler from their
App stores, for not taking sufficient action to police posts made on the Platform.
This significantly limited Parler’s ability to gain new followers. Shortly afterwards,
Amazon Web Services terminated its contract with the platform for repeated viola-
tions of Amazon’s rules in effect taking the platform offline [60]. Parler’s Chief Exec-
utive Johan Matze, accused the tech giants of a ‘“coordinated effort” to “completely
remove free speech off the internet”’[60].

We should not see the actions against Parler in isolation. They were part of wider
reactions by private companies in the aftermath of Jan 6th to try to moderate far-right
content, as well as mis/disinformation and conspiracy theories on their platforms.
However, whilst companies such as Facebook and Twitter took action against content
on their own platforms, what makes the case of Parler different, was that Apple,
Google and Amazon, took actions against another platform for the content it hosted
and a perceived failure to take sufficient action against extremist speech and actions.

Setting aside for one moment questions about the nature of the content on Parler,
and whether Parler had or had not taken sufficient action, we have a situation where
in effect, a small group of private companies through their actions de-platformed a
social media platform over the content it hosted. Given the concentration of power,
these companies’ decisionswere not just whether to keep Parler as client, but whether
Parler could or should remain on the internet. Again, this raises questions about the
legitimacy of these platforms to make such far-reaching decisions.

So, what we have seen in just five years is a slippery slope in action. Originally
prompted by widespread agreement that the terrorist group ISIS was using social
media inways that connected directly to their violent and extreme actions and beliefs,
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we find ourselves in a situation where a then sitting President of the US has been
removed from the most popular social media platforms, and now some platforms
themselves are finding it increasingly hard to remain online. However, a slippery
slope is defined not just by the fact that we have moved from one condition to
another one, but that that subsequent condition is one of significant ethical concern
[78, 92]. For clarity’s sake, reference to a slippery slope is frequently considered to
either be a weak argument, or a criticism of a particular argument. This is not our
view here—some slippery slopes are of legitimate concern, but one has to be able to
show that a given slide from one state to another is occurring, and that the outcome
is one that is morally problematic.

The first half of this chapter has shown that we have slid from banning ISIS to
deplatforming platforms. The second half of this chapter looks at the ethical concerns
with such a slide. In particular, the ethical question that this chapter is now concerned
with is whether the private companies ought to be restricting what people say online.

5 Ethical Challenges

Again, free speech debates are not so much about what is said, but about who has
the authority to decide what is said [34]. In this section we examine three ethical
challenges presented by the role private companies play in policing extremist content
online. The first is the question of whether these private companies are legitimate
actors. The second is the implications of the concentration of power into the hands of
a few private companies has on their role of policing the internet. Finally, we look at
questions about the lack of separation of power in regulating content online, where
private companies become judge, jury and executioner.

As context, let us recall that these issues have largely evolved because govern-
ments were reluctant tomake decisions about people’s political beliefs and their right
to public communication. In liberal democracies, censorship, where the state makes
the determination on who gets to say what and where, is typically limited to public
communications that are highly offensive, are likely to induce or incite significant
dangerous or illegal activity, or that occur in a context of significant and long running
discrimination (van Mill [85]; Henschke Forthcoming). One significant reason for
this disinclination for governments to decide who gets to say what and where, is
that interference in free speech is frequently seen as a marker of authoritarianism.
“The right to free speech is hardly in tension with democracy; it is a precondition
for it” ([82], 121). When considering the centrality of information and communi-
cation technologies to modern life, and the deep integration of social media into
people’s personal and social lives, we ought to be ethically and politically concerned
if governments started making decisions about who says what online.

Whilst in this chapter we highlight some of the ethical challenges of private
companies having the power to control content online, it is worth reflecting what
happens when this power rest with governments. We have often seen with more
authoritarian governments, the blocking of access to social media sites in the face of
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criticism and/or in the wake of anti-government demonstrations.13 So, there is a case
for the state to be minimally involved in these decisions. However, as we will show,
simply expecting Tech Companies to fill this void poses significant challenges.

5.1 Moral Legitimacy of Private Actors

The first question that arises is: are private companies legitimate actors to make such
decisions? The challenge here is to determine where private companies derive their
‘moral authority’ from to be able to ban content from their platform. In the case of
governments an argument based on the social contract could be made, in that “the
first duty of government is the security of its people” [50]. The idea is that members
of the public cede certain rights to the government and in return the government
has a responsibility to provide security.14 And removing extremist content from
social media is a part of this responsibility. However, private companies are not the
government. So where do they get their moral legitimacy from?

We suggest that the moral legitimacy of private actors is derived from social
license and responsibility. On social licence, the idea is that companies have a ‘social
licence’ “as a means of pursuing new relationships between industry and commu-
nities to reflect public values and ensure community support for projects” ([1], 3).
These “societal concerns oblige large corporations to act more “responsibly” …
Companies—and their operations—must increasingly satisfy not only the condi-
tions of their formal licences, but also the concerns of host communities and broader
society… Hence, it is commonly contended that companies need a “social licence”
in addition to their legal and regulatory obligations” ([66], 341). Much like the social
contract that allows a government to make decisions about the lives of its citizens,
the social licence afforded private companies is something that society, or at least
relevant members in that society, grant to that company. “Typically, an operation’s
social licence is theorised as comprising ongoing acceptance or approval from the
local community” ([66], 344). Their moral legitimacy comes in part from the agree-
ment of society that they can continue to exist, in order to provide goods and services
and so on.

Parallel to this is the notion of responsibility, whereby the company can be held
responsible for the outcomes of their decisions. If a company is shown to be causing
undue harm to the environment, or to people, they may be held responsible for that.
Similarly, if they are shown to act responsibly, by admitting to, and responding to
negative impacts of their practices, then the community may see them as earning
legitimacy to operate. “Moral legitimacy can be achieved by engaging with affected

13 For example see: [24, 55].
14 We note here that this is opens a larger discussion of the ethics of state use of power, legitimacy,
and the tension between state-sponsored censorship and the responsibility of the state to provide
security to its citizens. There is not space in this chapter to cover those questions, however. For see
more on this see: [22, 23, 76].
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persons and groups and by finding solutions and compromises with them in order
to overcome dissent” ([25], 679). The point here is that the ethical legitimacy is not
simply earned, but must be attended to and maintained. Arguably, when the threats
posed by ISIS’ online activities became more apparent, the social media companies
had to act in a way that showed that they were responsible—they saw the role that
their services and products played in advancing ISIS’ activities, and acted inways that
showed, or at least purported to show, that they cared about the negative impacts that
their services were allowing. This brings to the surface a deeper point. The question
of who makes decisions, leads to a second question of how they make the decisions.
The moral legitimacy of the actor in part depends on how they make decisions.

This does notmean that the answers are necessarily clear or easy. For instance, like
any issues of representation, who counts as society? What happens if one significant
sector of society deeply believe that a political actor needs to be deplatformed, while
another significant sector of society deeply believe that that political actor represents
their views, and so needs to retain their right to public communication? Moreover,
how do we know when society has withdrawn that social license? The purpose
of this chapter is not to offer answers to these questions, but instead it is to first
show that in the vacuum left by governments reluctant to censor political extremists,
Tech Companies are the pivotal actors. Second, we hope to show the contours of
where their moral authority to make relevant decisions might come from. Finally,
we are pointing out particular emerging questions which would form the basis for
discussions moving forward.

5.2 Concentration of Power

In the online world, power is concentrated into the hands of a few giant private tech
companies (Fernandez [32]; Kang [37, 52], 2). In terms of social media, the field
is dominated by a few big players Facebook (including Instagram and Whatsapp),
YouTube and Twitter (Statista n.d.; [13], 88–92).15 For web infrastructure companies
the picture is less clear as there is amuchwider diversity of small and large companies
across the plethora of infrastructure services. However, as the examples with Daily
Stormer, 8chan and Parler show, there are limited options, with the technical ability
and capacity, to keep platforms online at scale. This concentration of power into a
few hands, as we argue below, should necessitate a higher level of scrutiny and new
obligations on the decision makers. Through executing their power to decide who is
or is not allowed on their platforms, a few private companies are in practice deciding
who can have a voice online.

If there was a much larger plurality of social media platforms, then the banned
individual or group could simply move to another platform. Having a plurality of

15 Further, Evelyn Douek has argued that the increased collaboration of platforms through industry
bodies to confront extremist content can “augment the power of already powerful actors by allowing
them to decide standards for smaller players” [26].
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the press means that a small amount of decision makers do not get to determine
what is or is not the news, or whose ideas are allowed in political debate. With this
concentration of power of both socialmedia, and the supporting infrastructure, liberal
democracies are at risk of significantly narrowing the set of people who get to make
the decisions about the public communication of political ideas. Note also that this is
a global phenomenon—decisions by Facebook, Twitter, Google etc., impact not just
the national discourse, but discussions everywhere. The point here is that, in liberal
democracies committed to political pluralism, we need not just multiple avenues for
public expression of ideas, but for these avenues to encompass a range of views.

The concentration of power with a small set of companies means that a small
group of tech executives get to decide who can and who cannot have a voice online.
Such power we argue, and its far-reaching implications on public debate, necessitates
that these decisions should face a far higher level of scrutiny than they currently do.
One of the main concerns about government censorship is that the concentration of
power necessitated by government allows for a very small number of people to make
decisions that impact a large number of people. The evolution of the internet, the rise
of a small set of companies to dominate the social media space, and the dependence
of them and other smaller companies on an increasingly small number of service
providers means that we are seeing a similar concentration of power in the hands of
a few key actors. To be clear, we are not necessarily disagreeing with decisions to
deplatform ISIS or other political extremists. Rather, our point is around those with
decision making power in these private companies have power that is significantly
disproportionate to those who are affected by their decisions. To explain the concern
here, in liberal democracies, the authority of the state lies in people having the ability
to vote in elections to bring about a peaceful transitions of power. Private companies
have none of these, and given themarket dominance of a small number of companies,
people have very limited ability to choose other platforms. And in 4 years there is
no election to decide who the next Twitter should be.

A final aspect to this concentration of power is that many of these companies,
whether the public facing or the supporting infrastructure, are effectively US based.
The issue here is the values and standards that are being developed, interpreted,
and applied, have not just a developed world view on things, but will typically
have an English speaking and American framing and foundation to these issues
([44], 340). Moreover, the social and legal factors that will influence the decisions
about whether to protect or deplatform a speaker or company will be heavily US
based. If, for instance, there are significant protests in Fiji about particular content,
or particular views being deplatformed, is this going to have the same effect as
significant protests in the US? Moreover, in line with the point above, if people are
dissatisfied with particular laws or ToS in the US, they can seek to change those laws
through political processes. But if people in Fiji are dissatisfied, then what processes
are available to them to change US laws or ToS? The point here is that, not only is
there a concentration of decision making power, but also a concentration of social
power.

The overall point here is that, given the way that social media and supporting
services have evolved, we are facing an issue now that a very limited number of
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people have the capacity to decide who gets deplatformed, and who doesn’t. Again,
the question we need to ask is, is this concentration of power ethically, socially, and
politically justifiable? We suggest here that the answers to this are going to require
not just a consideration of why these decision makers have this moral authority,
if at all, but will also require reflection on what sorts of institutions these private
companies are (see below), as well as further reflection on the best ways to ensure
decision making occurs in a way that is responsive to a range of stakeholders’ views
and concerns, a point we return to at the end of the chapter.

5.3 Lack of Separation of Power

The third area of concern is the lack of separation of powers. This builds on the point
made above, that an important part of question of who makes the decisions, is how
they make decisions. In terms of online content regulation, as the whole process is
in effect carried out by the private companies themselves, private companies are in
practice acting as prosecutor, judge, jury and executioner.16 The platforms, through
their ToS, determine the rules for governing the content allowed on their platforms,
with the interpretation and enforcement of these rules at the companies’ discre-
tion [44]. The sanctions invoked in the case of breaking the terms of service range
from removing content, to suspending accounts to banning individuals or organiza-
tions from the platform are similarly decided by the platform. And finally, appeals
processes are run by the platforms themselves. As a result, this private governance of
online speech raises questions of transparency and due process ([5], 2031). In short
questions about how they make decisions, and if they make them in the appropriate
way.

The argument here is not of any impropriety on behalf of the private companies
in enforcing their terms of service,17 rather that separation of powers is a well-
established safeguard in liberal democracies against potential abuses of power. In
most liberal democracies there is some version of separation of powers in govern-
ment, between the legislature, judiciary and executive.18 The fact that private compa-
nies currently decide the rules of what is allowed to be said online, enforce these
rules, and run the appeals processes concentrates even more power in their hands
and removes potential safeguards against abuse or bias. The ethical issues here obvi-
ously arise in situations where that concentrated power is abused—if a tech company
capriciously decides what the rules of online activity are, who says what, and/or how
any appeals are run, we have a system that lacks the basic pre-conditions of justice.
There is a further issue of bias. We find expression of this in discussions of criminal

16 Balkin highlights this as the problem of ‘collateral censorship’ that emerges from private
governance of online regulation ([5], 2031).
17 It should be noted that many tech companies have been taking steps to increase the transparency
of their content moderation practices, and to include clear appeals processes.
18 For more on this, see for example: [67, 87, 88].
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justice and the separation of powers. Christopher Wellman notes: “The crucial point
is that things would deteriorate into a horribly dangerous mess if each individual
were personally responsible for punishing those who wronged her. The explanation
for this has been laid out plainly by social contract theorists… victims who person-
ally mete out the punishment are more likely to punish the innocent and over-punish
the guilty” ([91], 428). Wellman’s point is that the ends of justice are better met
when there is a separation of powers. We suggest that a similar principle likely arises
here—the decisions about who says what online are better made if there is some
effective separation between those who write the rules, enforce them, and then act
to adjudicate disputes about their enforcement.

However, it should be noted that these concerns are not lost on the companies.
Facebook for example has recently created an independent ‘Oversight Board’ as it
believed “that it shouldn’t be making so many decisions about speech and online
safety on its own” [31]. The board’s role is to “review a select number of highly
emblematic cases and determine if decisions were made in accordance with Face-
book’s stated values and policies” [31]. The decisions made by the board will then be
binding for Facebook to implement (unless it breaks the law) [31]. This board had its
first major test following Donald Trump’s statements about the January 6th insurrec-
tion at the US Capitol Building, and decided that—due to the risks he posed to public
safety, the former US President would remain banned fromFacebook until 2023 [74].
Heldt has argued that through the establishing of an independent oversight board and
the publication of the guidelines by which its moderators interpret the rules in Face-
book’s ToS, it has created “structures and procedures similar to administrative law”
([44], 354). Whilst Facebook has taken steps to add in elements of independence
and separation of power into their bureaucracies of private governance, questions
remain about the legitimacy of institutions like Facebook’s Oversight Board, when
compared to the separation of powers within a liberal democracy.

So, now we can see that Facebook is attempting to develop a set of processes that
divest the company of particular decisions about who gets deplatformed, when, why,
and for how long. But this raises further questions—first, how independent is this
Oversight Board? Whoever gets to decide the make-up of the board has significant
power to influence the direction that any future decisions are made. Second, even
if the board itself acts fairly independently, what happens when a decision by the
board is likely to have significant economic costs? How does Facebook management
adjudicate between the board’s decisions and the economic advice? Finally, this gives
Facebook a significant advantage over other would-be social media companies. How
can a smaller company, much less a start-up have the capitol to setup this quasi-legal
infrastructure from the outset that now society deems important? This brings us back
to the issue of concentration of power, discussed earlier. Again, our point is not to
offer answers to these questions, but to map out the complexity faced when deciding
to deplatform political actors. Where it was once relatively easy to make a decision
to remove ISIS’ material, we are now faced with a highly complex space.
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6 Different Institutions, Different Ethical Responsibilities

We have discussed the notion of private companies having a social licence to operate,
and that theymay lose theirmoral legitimacy if theydonot act responsibility.A further
point about legitimacy derives from what type of institution we are discussing.19

In this section we examine whether we can see social media companies, and the
companies that provide the supporting infrastructure, simply as private companies, or
as newsmedia companies, or are they instead public infrastructure?Different answers
to these questions suggest different ethical responsibilities. Our suggestion here is
that not only can we see different social media and related companies differently, we
ought actually to see them differently depending on the service that they provide.

If we consider social media andweb infrastructure companies to simply be private
companies, according to a view like that of shareholder theory,20 their obligations are
restricted to following the law and providing the best returns to shareholders [38].
If seen as purely private companies, they would have on the one hand no obligation
to remove or restrict extremist content online beyond what is purely illegal. In short,
unless the individual or group is proscribed and/or the material breaks relevant laws
such as incitement to violence or hate crimes, the company would have no obligation
to remove or restrict access to the content. On the other hand, as a private company,
private companies are free to set their own terms of service, deciding both what can
be said on their platforms and by whom. Hence, they have no obligation to provide
access to their platform to everyone. Thus, seeing them simply as private companies,
as long as no laws are broken, then they have no particular responsibility to regulate
what is online. However, at the same time, just as any other private company can
refuse to offer a product or service to a client, then these companies are free to
regulate online content as they will.

Instead, we could consider social media platforms as media companies, with all
the editorial oversight requirements and responsibility for the content published that
this requires. In which case social media platforms might be legally liable for all of
the content posted on their platforms. In contrast to the current situation in which
platforms are not held liable for the content of their users, a legacy of the ‘safe harbor’
provisions in section 230 of the US 1996 Communications Act.21 These provisions
have underpinned much of the evolution of social media platforms, and we note here
that change in such a position would challenge the concept of social media as we
currently know it, which has been built on the premise that they are not responsible
for the content of their users’ posts.

Alternatively, it could be argued that private companies are providing a public
good, and should be seen as a provider of a public infrastructure utility, like a water
or electricity company. This different conception prompts us to consider that their

19 For more on this, see: [59].
20 We note here that a theory like stakeholder theory might take a different view, that the tech
companies have a broader set of commitments that includes people beyond shareholders. For more
on stakeholder theory see: [68].
21 For a wider discussion on the debate see: [36].
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moral responsibilities might be different than a normal public company. “If they
are, instead, more like public infrastructure—like that of a road system or energy
system—then they may have to constrain their responsibility to shareholders and
profits by reference to public safety and extremist content that poses a public safety
threat would likely be justifiably disrupted” [46]. In providing a public good such
institutions have a responsibility to the safety of their users. In the case of social
media companies and web infrastructure companies this responsibility could be seen
to include keeping their users safe from extremist content online. This responsibility
for safety offers the justification for their content moderation.

However, seeing private companies as public utilities likely generates wider obli-
gations. Public utilities are normally heavily regulated and required to provide equal
access to their services to everyone. For example, water or electricity utilities are
usually required to provide their services to allmembers of the public and not discrim-
inate in their choice of customers.22 In this case if we see private companies as public
utilities, this likely places wider obligations on them to provide equal access to their
platforms or services.

This leads to another question, should companies that provide different types of
service be seen as different types of institution, and hence have different responsibil-
ities and obligations? For example, should social media companies such as Facebook
and YouTube, which host, organise and promote users’ content, be seen differently
to internet infrastructure companies such as Cloudflare which support the back-end
of the web?23 This point highlights the ongoing debate about the appropriate level at
which content on the internet be should regulated. However, this not an argument for
the latter to have no responsibility to regulate. Rather, it is to say that all should have
some level of responsibility for regulating the content that their services support.
For example, enforcing action against material from proscribed terrorist groups, or
other illegal content such as child pornography. However, should we expect the same
regulation of content by social media companies, as by content delivery networks,
web hosts or domain registrars? [64]. And if so, is this best understood by seeing
then as different types of institutions, entailing different levels of responsibilities and
obligations?24

For exampleBalkin argues, “[d]ifferent parts of the internet infrastructure25 should
have different responsibilities to protect freedom of speech online” ([5], 2037). He
sets out three groups of companies with different responsibilities: Basic Internet
Services (including hosting services, telecommunications services, domain name

22 For a wider discussion on whether internet infrastructure companies should be seen as delivering
a public good see: [39].
23 This is an argument made by Cloudflare’s Mathew Prince [70]. Suzanne van Geuns and Corinne
Cath-Speth, put forward an argument thatweb infrastructure companies likeCloudflare should really
be seen as traffic controllers, highlighting the choices that these companies make over the flow of
traffic on the internet [39]. However, we also note that the distinction is increasingly blurred with
some big tech companies including both social media platforms and web infrastructure services.
24 We note here that there is a wider debate here about the neutrally of the inner workings of the
internet which is beyond the scope of this chapter. For a brief discussion see: [10].
25 Balkin includes social media companies in his definition of internet infrastructure.
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services, caching and defense services), Payment Services and Content Curators
(including social media and search engines). Basic Internet Services (such as Cloud-
flare) and Payment services he argues should not regulate content, while content
curators like social media companies have different responsibilities ([5], 2038).
Whilst other would argue that basic internet service companies should still have
some responsibility to regulate content (as noted above), it might still be reasonable
to expect that these responsibilities are different to and less extensive to those of
social media companies. If we see companies as having different levels of responsi-
bility depending on the service they provide, this maybe best understood as seeing
them as different types of institutions which determines their ethical responsibilities
and their legitimacy to take action to regulate.

7 Conclusion: Is Co-Regulation a Solution?

We have argued in this paper that the role that social media companies and web
infrastructure companies play in regulating extremist content online, raises signifi-
cant ethical questions that warrant further attention. Similarly, we have noted above
that placing responsibility for online regulation and its enforcement solely within
the remit of governments also causes significant ethical dilemmas, in particular with
authoritarian states. One approach to resolving these challenges is the idea of co-
regulation. In the current situation, internet regulation is partially covered by both
public authorities and also self-regulation by social media and web infrastructure
companies. The ethical dilemmas highlighted in this chapter fall within the grey area
between public authorities’ regulation and companies’ self-regulation, one solution
is to move towards a more dynamic regulatory environment between both actors
in which regulatory frameworks are made in a consensual manner. However, as
Natali Helberger, Jo Pierson and Thomas Poell have argued “the realization of core
public values in these sectors should be the result of the dynamic interaction between
platforms, users, and public institutions” ([43], 10).

A first benefit of co-regulation is that it can help reduce the problems of granting
authority to one single powerful sort of actor. “These decisions, which deeply
affect public safety, the character of public communication, and freedom of expres-
sion, should not be left to governments, or to individual platforms and their users.
As history shows over and over again, unilateral government regulation of public
communication tends to sit in tension with freedom of speech. Furthermore, since
social media corporations are primarily driven by commercial interests, they cannot
be trusted to always act in the interest of the public good either” ([43], 8). Ideally,
co-regulation is a way of not just balancing different interests, but ensuring that each
set of actors limit the other set’s interests.

The benefits of a co-regulation approach are that it avoids either effectively letting
the state be the sole decisionmaker about political speech, or the challenges of simply
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having companies engage in self-regulation [65]. Whilst the latter suffers from ques-
tions of accountability and legitimacy [12] outlined above, public authority regula-
tion not only runs the risk of the state being the arbiter of political speech, but often
suffers from being slow and unresponsive and lacking the necessary technological
know-how [3]. Through developing a process by which the different actors can work
more dynamically together, maybe we are able to go some way to resolving the
ethical challenges above. Co-regulation between governments and private compa-
nies may increase the democratic accountability of who regulates the internet, and in
part answer some of the questions of the moral legitimacy of actors. Furthermore, the
closer interaction of governments and private companies, may also provide an avenue
to address the challenges of concentration of power and separation of powers. That
said, we recognise that such public/private cooperationmay not only leave the ethical
issues we have identified unresolved, but close collaboration between government
and private interests may increase the problems identified. It is beyond the scope of
this chapter to specify what co-regulation involves; our point here is that if we’re
talking about how to deal with extremist material online, co-regulation is an area
that has ethical significance. All that said, we consider that this is the opening to a
discussion on how best to regulate politically extreme content online, rather than a
solution. Co-regulation offers one part of that solution, but needs further discussion.

At the heart of content regulation is balancing of rights, between protecting users
from extremist material and upholding freedom speech and free public communica-
tion. The moral legitimacy of private companies to restrict rights in the pursuit of
safety of its users is dependent on what type of institution they are. Furthermore, the
obligations of private companies to protect rights of freedom of speech and commu-
nication also depends on what type of institution they are. Hence answering this
question is fundamental to determining the role they should play in content regula-
tion. While we have travelled far from shutting down ISIS, it is clear that the need to
limit terrorist content online has effectively been the start of discussions about who
gets to regulate content online, and these discussions are likely to go on for a long
time.
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