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Electrical control of the g tensor of the first hole in a silicon MOS quantum dot
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Single holes confined in semiconductor quantum dots are a promising platform for spin-qubit technology, due
to the electrical tunability of the g factor of holes. However, the underlying mechanisms that enable electric spin
control remain unclear due to the complexity of hole-spin states. Here, we study the underlying hole-spin physics
of the first hole in a silicon planar metal-oxide-semiconductor (MOS) quantum dot. We show that nonuniform
electrode-induced strain produces nanometer-scale variations in the heavy-hole–light-hole (HH-LH) splitting.
Importantly, we find that this nonuniform strain causes the HH-LH splitting to vary by up to 50% across the
active region of the quantum dot. We show that local electric fields can be used to displace the hole relative
to the nonuniform strain profile, allowing a mechanism for electric modulation of the hole g tensor. Using this
mechanism, we demonstrate tuning of the hole g factor by up to 500%. In addition, we observe a potential
sweet spot where dg(110)/dV = 0, offering a configuration to suppress spin decoherence caused by electrical
noise. These results open a path towards a technology involving engineering of nonuniform strains to optimize
spin-based devices.

DOI: 10.1103/PhysRevB.104.235303

I. INTRODUCTION

Single-hole spins confined in group IV quantum dots pro-
vide a promising path towards scalable quantum computing
[1–4]. These devices can leverage well-established industrial
platforms [5,6], while also enabling rapid all-electric spin con-
trol [7–10]. Recent demonstrations have included single-qubit
gate operations of holes in silicon devices [10] and up to
four-qubit gate operations of holes in Ge devices [11–15].

When developing spin-qubit technology, a fundamental
question arises: What defines the coupling of a single isolated
spin to the external magnetic field? While this has been well
studied for electrons [2,16], the complexity of hole-spin states
makes this a nontrivial question [17–22]. Holes occupy the
valence band, which originates from l = 1 atomic p orbitals,
with an effective spin of S = 3

2 and a strong intrinsic spin-orbit
coupling. For qubit devices, the combination of spin-orbit
coupling and quantum confinement strongly modifies the
hole-spin properties, which become sensitive to the size and
shape of the quantum dot [23,24]. In addition, the degree of
mixing between the heavy hole (HH, mj = ±3/2) and light
hole (LH, mj = ±1/2) subbands leads to a mixed spin char-
acter. This causes holes’ spins to be very sensitive to effects

*Corresponding author: s.liles@unsw.edu.au

that alter the HH-LH splitting, such as crystal anisotropies,
strain, and the confinement profile [21,25,26].

The g tensor is the key parameter for studying the coupling
of a spin-orbit state to a magnetic field [26–33]. However,
most studies of the g tensor of hole quantum dots have been
performed using devices that confine an unknown number of
holes [34–41]. This has hindered the ability to understand
hole-spin-qubit devices, since the number of holes is a primary
factor influencing the orbital physics of the quantum dot [42].
It is imperative to know the quantum dot orbital wave-function
shape in order to make any quantitative comparison between
experiments and theory, or to compare between different de-
vice designs or material systems.

Here, we study the spin properties of the first hole confined
in a planar silicon metal-oxide-semiconductor (MOS) quan-
tum dot [43–46]. By operating the device in the single-charge
(N = 1) regime, we characterize the g tensor in a known
charge state with a well-defined quantum dot orbital index.
This allows direct comparisons between experimental results
and theoretical modeling, while the simple planar geometry
allows the contributions of competing effects such as orbital
alignment and nonuniform electrode-induced strain to be sep-
arated [47,48].

Our results show that electrode-induced strain is key in me-
diating electric g-factor control in these hole MOS quantum
dots. The effect of nonuniform electrode-induced strain on the
hole g tensor is considered here for hole-spin qubits. Therefore
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FIG. 1. A single hole in a silicon quantum dot. (a) False-color SEM image of a device gate stack. A single quantum dot is formed in the
region indicated by the white dashed circle by using gate G2 as the quantum dot plunger gate, while gates G1 and G3 and the C gate provide the
electrostatic confinement. SLB and SRB are the left and right sensor barrier gates, respectively. The in-plane crystal orientations are indicated,
where the sample x axis is the crystal axis [110] and the sample y axis is the crystal axis [110]. The out-of-plane direction is the sample z axis,
corresponding to crystal axis [001]. The horizontal white scale bar is 250 nm. (b) Charge stability diagram showing operation down to the
last hole, where the grayscale is dIsens/dVG2. A series of charge transitions can be observed as negative spikes in dIsens/dVG2. (c) The charging
energy EC measured at the VG4 indicated by the colored horizontal arrows in (b). Schematics on the right indicate a line cut of the electrostatic
potential energy along the sample x axis. A hole quantum dot is formed at the potential maxima. The black horizontal dashed line indicates
the Fermi energy, and the ellipse above each schematic represents the single-hole probability density, which is displaced and elongated as VG4

finely tunes the local electrostatic environment. (d) The measured effective g factor for a magnetic field applied along the sample y axis [110].
The dashed red line is a guide to the eye.

these results open a platform for hole-spin-qubit technology
where the hole-spin qubits can be electrically manipulated by
displacing the wave function relative to precisely engineered
electrode-induced strain gradients.

II. RESULTS

A. Isolating a single hole

The device studied in this paper was fabricated on an iso-
topically enriched 28Si substrate with a high-quality 5.9-nm
SiO2 gate oxide. The device consists of a planar multilayer
aluminum gate stack [43,49]. Figure 1(a) shows a scanning
electron microscopy (SEM) image of the device layout. This
layout allows the formation of a stable single-hole quantum
dot in the region indicated by the white circle [46]. The top
gate of the adjacent charge sensor is indicated in green in
Fig. 1(a). By independently monitoring the current through
the charge sensor (Isens), we can unambiguously identify the
absolute number of holes occupying the quantum dot. Further
details are provided in Appendix A.

Figure 1(b) presents the charge stability diagram of the
device, which was obtained by monitoring the transconduc-
tance (dIsens/dVG2) of the charge sensor. The stability diagram
shows a series of charge transitions, consistent with a single
quantum dot formed under G2, with the number of holes
indicated as N . Beyond the region labeled N = 0, no further

charge transitions were observed, confirming that the device
was operating down to the last hole.

Figure 1(c) shows the Coulomb charging energy for the
N = 1 to N = 2 transition, measured at different values of VG4

(see Appendix B for full details). For a fixed number of holes,
the Coulomb charging energy EC is inversely proportional to
the size of the quantum dot confinement [42]. In Fig. 1(c),
EC increases as VG4 is made more positive, consistent with
the quantum dot becoming smaller. Therefore, in the region
between the first and second Coulomb peaks [indicated by the
colored arrows in Fig. 1(b)], it is possible to confine a single
hole and use VG4 to finely tune the spatial extent of the hole
wave function.

The remainder of this paper focuses on the g factor of
the first (N = 1) hole confined in this planar quantum dot.
The hole occupies the lowest-energy orbital state, avoiding
complications from higher quantum dot orbitals.

B. Electrical modulation of the N = 1 hole g factor

We examined the g factor of the first hole as the shape of
the wave function was systematically varied using the bias
of a nearby electrode (G4). The effective hole g factor was
extracted from the linear increase in the N = 1 addition en-
ergy with magnetic field B (see Sec. S5 of the Supplemental
Material [50]). The in-plane magnetic field was aligned with
the sample y axis (crystal axis [110]). Figure 1(d) presents the

235303-2



ELECTRICAL CONTROL OF THE G TENSOR OF THE … PHYSICAL REVIEW B 104, 235303 (2021)

single-hole effective g factor (g110) for different electrostatic
confinement profiles. The magnitude of g110 can be tuned
between 1.2 ± 0.1 and 2.6 ± 0.1 with only a small change
in VG4. From the maximum slope of Fig. 1(d) we obtain the
maximum electric control over the g factor as dg/dVG4 =
8.1 ± 0.2 V−1 (for this specific in-plane magnetic field ori-
entation). The observed dg/dVG for holes is six orders of
magnitude larger than dg/dVG for electrons in identical silicon
MOS devices [33] and is comparable to dg/dVG observed for
holes in other group IV quantum dots [34,51]. Based on the
maximum dg/dVG4 we estimate a minimum Rabi frequency
of 40 MHz [34,36,52] (see Appendix D); however, a full char-
acterization of the Rabi frequency requires a more detailed
study [34].

A key result of Fig. 1(d) is the observation of a poten-
tial “sweet spot” around VG4 = −0.7 V, where dgy/dVG4 = 0
(identification of a “global sweet spot” would require char-
acterization of dg/dV over the full gate parameter space).
Sweet spots where d g↔/dVG = 0 V−1 are important for qubits
since the coupling between the spin and electric fluctuations
in the voltage source (VG) are suppressed. Minimizing the
effects of charge noise is critical for hole-spin qubits since
the coherence time T ∗

2 of hole spins in group IV quantum dots
is primarily limited by electrical noise [14,53]. Furthermore,
recent theoretical work shows that it is possible to engineer
sweet spots where the dominant charge dephasing mechanism
is suppressed while still allowing high-speed electrical qubit
control [54–56].

C. Characterizing the g tensor

In hole systems, the coupling to a magnetic field is in-
fluenced by many factors, such as the three-dimensional
(3D) wave-function shape, the local strain, and the crystal
anisotropy [23,24]. Fully defining the magnetic response to
a magnetic field ( �B) requires a 3 × 3 g tensor with six free
parameters. The g tensor is defined as

g↔ = R(ϑ0, φ0, θ0)

⎛
⎝

g1 0 0
0 g2 0
0 0 g3

⎞
⎠R−1(ϑ0, φ0, θ0), (1)

where the angles ϑ0, φ0, and θ0 define the orientation of the
principal magnetic axes with respect to the sample (x, y, z)
axes and g1, g2, and g3 define the principal g factors. The
R matrix represents the effect of three consecutive rotations
around the sample axes (as described in Appendix B).

Experimental characterization of the g tensor requires mea-
surements of the g factor for a range of magnetic field
orientations in all three dimensions. In this paper, the g tensor
of the N = 1 hole was characterized experimentally using a
vector magnet. The magnetic field was fixed at | �B| = 1 T, and
a 2π rotation in increments of π/24 around the sample x, y,
and z axes was performed. At each magnetic field orientation
we extracted the g factor from the linear change of the N = 1
addition energy. The measurement was repeated for two dif-
ferent confinement profiles, which were controlled by setting
VG4 = −0.9 V [Fig. 2(a-i)] or VG4 = −0.7 V [Fig. 2(b-i)]. The
solid lines in Figs. 2(a-i) and 2(b-i) show the best fit of the
full data set (all 144 points) to Eq. (1). The best-fit param-
eters for both confinement profiles are presented in Table I.

(i)

(ii)

(i)

(ii) (iii)

(iii)

(iv)

(iv)

FIG. 2. Electrical control of the g-tensor orientation. Measure-
ments of the hole g tensor for (a) VG4 = −0.9 V and (b) VG4 =
−0.7 V. (i) The measured effective g factor for magnetic field ro-
tations around the sample z (black), y (blue), and x (red) axes. Solid
lines are a best fit of all data to Eq. (1). Typical uncertainty in the
g factor is 0.4; see Sec. S5.2 of the Supplemental Material [50].
Angles θ and ϕ define the orientation of the magnetic field �B as
indicated on the adjacent sphere. (ii) The shaded blue surface is the
3D g-tensor surface defined by the appropriate parameters in Table I.
For reference the experimental data (circles or triangles) and best fit
(solid lines) from (i) are included. (iii) Reproduction of the g-factor
measurements for the y-axis rotation (blue) (θ = 0) as a polar plot.
The radial axis is |g|, while the angle corresponds to ϕ. The axes of
symmetry of the g tensor in the xz plane are indicated by the dashed
black lines. The magnitude of the tilting into the x plane is indicated
by the blue arrow, where the tilt in the xz plane corresponds to φ0

of Eq. (1). (iv) The sample schematic with the xz g-tensor surface,
highlighting the tilted g-tensor orientation with respect to the Si/SiO2

interface. Circles (triangles) are used for raw data in (a) [in (b)].

Figures 2(a-ii) and 2(b-ii) present a 3D visualization of the
best-fit g tensor.

For the case of VG4 = −0.9 V, the largest principal g factor
(g3) is 3.9 ± 0.1, and the smallest principal g factor (g1) is
1.4 ± 0.2. The orientation of the g tensor is distinctly tilted
with respect to the sample axes [Fig. 2(a-ii)], such that the

235303-3



S. D. LILES et al. PHYSICAL REVIEW B 104, 235303 (2021)

TABLE I. Principal g factors for a single hole in a silicon quan-
tum dot, measured at two different confinement (VG4) potentials. The
values are extracted by fitting the respective data set in Fig. 2 to
Eq. (1). See Appendix E for the fitting procedure.

Parameter VG4 = −0.9 V VG4 = −0.7 V

g1 1.4 ± 0.2 0.3 ± 0.2
g2 2.3 ± 0.1 1.0 ± 0.1
g3 3.9 ± 0.1 1.7 ± 0.1
ϑ0 19◦ ± 7◦ 10◦ ± 9◦

φ0 42◦ ± 2◦ 70◦ ± 3◦

θ0 9◦ ± 3◦ −20◦ ± 6◦

principal magnetic axes are not aligned with any lithographic
or crystallographic axes of the sample. To demonstrate this
tilted orientation, Fig. 2(a-iii) shows the measured g factor
around the sample y axis on polar axes. In particular, we note
that the g tensor is tilted by φ0 = 42◦ ± 2◦ in the xz plane.
Figure 2(a-iv) shows a schematic of the g-tensor surface in the
xz plane of the sample, highlighting that the largest g factor
occurs when the magnetic field is tilted by 42◦ away from the
Si/SiO2 interface. The observation that the principal axes of
the g tensor are not fixed by any sample axes is the key result
of the g-tensor characterization in Fig. 2(a).

We next investigate whether the orientation of the g-tensor
principal axes can be electrically tuned. The hole wave-
function shape was changed by varying VG4 from −0.9 to
−0.7 V, while at the same time making VG2 more negative.
The net effect is to strengthen the electrostatic confinement
along the sample x direction. For the case of VG4 = −0.7 V,
the maximum principal g factor (g3) is 1.7 ± 0.1, while the
minimum principal g factor (g1) is 0.3 ± 0.2. By comparing
the 3D g-tensor surfaces in Figs. 2(a-ii) and 2(b-ii) it is clear
that both the size and orientation of the g tensor are sensitive
to VG4. To demonstrate the observed change in g-tensor orien-
tation, Fig. 2(b-iii) reproduces the g factor around the y axis.
For VG4 = −0.7 V we highlight that the tilting into the sample
xz plane is now φ0 = 70◦ ± 3◦, compared with φ0 = 42◦ ± 2◦
for VG4 = −0.9 V. The observation that the orientation of the
principal axes is strongly affected by the gate bias, even for a
single hole, is the key result of the g-tensor data set presented
in Fig. 2(b).

D. Numerical simulations of the single-hole g tensor

To explore the physical origins of the g-tensor magni-
tude and orientation, we perform detailed three-dimensional
modeling of the device, including (i) the real lithographic
gate stack determined from design and device microscopy,
(ii) strain buildup accompanying cooldown to cryogenic
temperatures, (iii) self-consistent electrostatics with holes ac-
cumulating at the Si/SiO2 interface at experimentally applied
gate biases, and (iv) quantum mechanics of the Si complex
valence band (parametrized via the 6 × 6 Luttinger-Kohn
Hamiltonian with Bir-Pikus coupling to the lattice strain).

In systems with strong spin-orbit coupling, the confine-
ment and spin properties are inextricably linked. Therefore we
begin the modeling of the hole g tensor by first investigating
the hole confinement profile. Figure 3(a) shows the calculated

FIG. 3. Numerical simulations of the electrostatic confinement,
strain, and single-hole eigenstates. (a) Electrostatic confinement pro-
file (contour lines) and hole ground-state probability density (color
map) in the xy plane. The contours are spaced by 20 meV. The
in-plane confinement is strongest along the sample y axis [110],
consistent with the strong influence of the large C gate. Confinement
along the sample x axis (crystal [110] axis) is weaker and is provided
by gates G1 and G3. This simulation is for the experimentally applied
voltages, as described in Appendix C. (b) Hole probability density
in the sample xz plane. The footprint of each gate is shown (the
vertical height of the Al gates is 30+ nm). (c) Spatial profile of the
strain-induced HH-LH splitting in energy, with the hole probability
density overlaid as a red color map and HH-LH splitting shown as
contours spaced by 2 meV.

electrostatic confinement potential in the xy plane. The hole
ground-state probability density projected to the same plane is
overlaid as a color map in Fig. 3(a). Similarly, Fig. 3(b) shows
the hole probability density projected to the sample xz plane.
The hole ground state is mostly heavy hole (HH) in character.
The vertical extent of the wave function is ∼7 nm, and the
diameter is ∼30 nm, consistent with the diameter estimated
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FIG. 4. Tilted g tensor and electrode-induced strain. (a) Simulated g-tensor surface for the wave-function position and strain profile
indicated in (b). The hole is localized directly below the G2 gate, where the local strain gradients are low and shear strains are minimal.
The orientation of the g tensor is primarily defined by the orientation of the confinement, with the largest g factor occurring for approximately
out-of-plane magnetic field; more details are given in (e). The intersection of the g-tensor surface with the sample xy (black), xz (blue), and
yz (red) planes is indicated by the respective solid lines. (c) Same as (a), except forcing the hole to the position indicated in (d). The contour
lines in (b) and (d) are spaced by 2 meV. (e) The g-tensor tilting φ0 as a function of the artificial shift of the electrostatic confinement along the
sample x axis. Red circles indicate the x-axis position and φ0 value for the cases in (a) and (c). Above (e) we schematically indicate the location
of gates G1, G2, and G3. We find that the regions near gate edges correspond to the regions of largest tilting φ0. (f) The simulated strain-induced
�HH-LH for a line cut along the x axis. The �HH-LH is not symmetric along the sample x axis, since the lithography and confinement potential
are not symmetric along the sample x axis (see Fig. 3).

from the measured charging energy in Fig. 1(d) (see Sec. S6
of the Supplemental Material [50]). Therefore the holes are
confined in a thin disklike wave function, which is pulled
tightly against the Si/SiO2 interface. The axis of strongest
orbital confinement is out of plane with respect to the Si/SiO2

interface.
Holes confined to a simple 2D-like geometry will have the

primary magnetic axis aligned with the axis of strongest con-
finement [17,20,31]. One might therefore expect our disklike
hole wave function to have the largest g factor for an out-of-
plane magnetic field, corresponding to φ0 ≈ 0. However, the
experimental results in Fig. 2 show that the largest g factor is
strongly tilted away from the axis of strongest confinement,
with φ0 > 40◦.

A nonzero φ0 could, in principle, be caused by a drastic
rotation of the axis of strongest confinement, due to a com-
plete change in the electrostatic confinement potential (see
Sec. S3 of the Supplemental Material [50]). However, detailed
numeric simulations show that no reasonable range of gate
voltages, interface steps, or surfaces charges can produce a
substantial tilting of the out-of-plane confinement orientation.
For all reasonable configurations, the single-hole confinement
in this MOS device is most strongly defined by the vertical
hard wall potential of the Si/SiO2 interface. Something other
than electrostatic confinement is therefore needed to explain

the nonzero φ0, and for this we turn to the impact of electrode-
induced strain.

Strain develops in silicon MOS devices cooled to cryo-
genic temperatures [47,48] due to differences in the thermal
contraction between metal electrodes and the silicon sub-
strate. In particular, uniaxial strain alters the valence band
heavy-hole–light-hole (HH-LH) splitting �HH-LH, while shear
strains directly mix HH and LH components. Both can have
an enormous influence on the composition of the confined
hole state and its spin properties [57]. Figure 3(c) shows the
spatial profile of �HH-LH in the active region of the device.
The HH-LH splitting varies by over 50% across the device
and follows the lithography of the aluminum gate stack. The
strain varies most rapidly at the edges and corners of the
metal gates; shear strains concentrate there as well. Under the
gates, biaxial compression by the shrinking metal pushes the
LH basis states deeper in energy relative to HH states, i.e.,
acting in the same direction as the out-of-plane confinement.
The impact of electrode-induced strain is particularly strong in
these silicon MOS devices since the electrodes are separated
by only 5.9 nm from the active charge region.

In an ideal device, the hole lies directly below the center
of the G2 gate, as shown in Fig. 3. Figure 4(a) presents the
simulated g-tensor surface of the single hole in its ground state
(shaded blue surface). In this configuration the g tensor is as
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expected for the predominantly HH-like state: The largest g
factor occurs for a nearly out-of-plane magnetic field, with
small but nonzero transverse components and tilt φ0 of 8◦ due
to the nonzero LH admixture. To tilt the hole g tensor signif-
icantly out of the 2D plane (i.e., φ0 > 10◦), it is necessary to
displace the hole wave function away from the point of near
symmetry that occurs directly under a gate. This displacement
can be due to atomic steps, surface charges, or other fluctua-
tions of the Si/SiO2 interface. A wave-function displacement
is also realizable experimentally by altering the different gate
biases, such as VG4. Figure 4(c) presents the g-tensor surface
simulated when the hole wave function is electrostatically dis-
placed by about 15 nm to a region of highly nonuniform strain,
as indicated in Fig. 4(d). The g-tensor surface in Fig. 4(c) is
clearly tilted away from the Si/SiO2 interface with φ0 > 26◦.

Figure 4(e) shows the extracted tilt angle φ0 of the g tensor
as the hole is artificially being forced to various points along
the sample x axis. The spatial dependence on φ0 tracks the
strain profile, responsible also for �HH-LH, shown in Fig. 4(f).
When Bir-Pikus strain terms were omitted from the numerical
model, the g-tensor tilting is suppressed, with a maximum
φ0 < 1◦. These simulations suggest that it is the nonuniform
strain profile that causes the observed orientation of the g
tensor to be misaligned from the electrostatic confinement
orientation. In addition, residual strains associated with cryo-
genic cooling and/or processing have been discussed as a
likely mechanism causing a discrepancy between the calcu-
lated and observed g tensor of holes in silicon-on-insulator
(SOI) nanowire quantum dots [57].

Other plausible mechanisms, such as HH-LH mixing by
the microscopically low-symmetry Si/SiO2 interface [58],
were evaluated and deemed insufficiently strong to signifi-
cantly renormalize the hole state g tensor (see Sec. S2 of the
Supplemental Material [50]).

III. CONCLUSIONS

In this paper we have experimentally studied the 3D g
tensor of a single hole in a silicon-MOS-based quantum dot.
We characterized the full 3D g tensor for two different bias
configurations. Our results demonstrate strong electric control
over both the magnitude and orientation of the single-hole g
tensor.

A key experimental result is the wide range of control over
the g factor, particularly the ability to configure a “sweet spot”
where most components of dg/dV approach zero. For spin
qubits, the coupling between hole spins and electric fields
is a balancing act, where some large component of dg/dV
maximizes the electric dipole spin resonance (EDSR) Rabi
frequency. However, a large dg/dV also amplifies the impact
of electrical noise leading to a shorter T ∗

2 . In the device under
study we show that over a small range of bias configurations
the hole can be tuned in situ to a region of high dg/dV , which
is ideal for rapid spin manipulation, and then to a sweet spot
where dg/dV = 0 for a dominant gate, which is ideal for
long-lifetime qubit storage, prior to qubit readout [59].

Since these results are for a single hole, in the lowest
quantum dot orbital state, it is possible to compare the exper-
imental data with detailed theoretical models. These models
suggest that electrode-induced strain has a significant effect

on hole-spin states in quantum dots based on a p-type silicon
MOS and show how the effects of strain vary dramatically as
the hole wave function is moved around with gate biases.

We conclude that the effects of nonuniform strain are
critical for understanding the single-hole g tensor, particu-
larly in MOS devices. Furthermore, the impact of nonuniform
electrode-induced strain is relevant to a wide variety of hole-
spin-based devices. Therefore these results raise an interesting
question: How effectively can the spatial strain profile be
engineered to optimize the performance of hole-spin-based
devices?

Finally, nonuniform electrode-induced strain is considered
here as a mechanism enabling all electric spin manipulation of
hole-based qubits. While overall strain has been used in spin-
qubit devices [60,61], it has typically been used to engineer
the static isotropic spin properties, particularly the HH-LH
splitting. This work points to a potential technology for spin
qubits, where specific gate geometries are designed to engi-
neer nonuniform strain for optimized speed and performance.
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APPENDIX A: SAMPLE DETAILS

The device studied in this paper was fabricated using the
same processing procedure, but in a different processing run,
as previous planar silicon hole quantum dot devices [46].
During operation the R gate is negatively biased to accumu-
late a 2D hole gas at the Si/SiO2 interface below. A single
quantum dot is defined by positively biasing gates G1, G3,
and G4 and the C gate. Gate G2 acts as the dot plunger gate
and is operated in the negatively biased regime. If gate G4 is
made sufficiently negative, the device forms a double dot (see
Sec. S7 of the Supplemental Material [50]). Full voltages are
provided in Sec. S1 of the Supplemental Material [50]. The
charge sensor is operated by negatively biasing the sensor top
gate to facilitate hole transport. Sensor barrier gates, which
are fabricated underneath the sensor top gate, are positively
biased to form a region of high dIsens/dV (either a quantum
dot or sharp pinch-off) which is used to charge-sense the
quantum dot below gate G2. We confirmed that the device
operates down to a single hole using tunnel-rate-independent
measurements.

APPENDIX B: MEASUREMENT DETAILS

All measurements were performed in a BlueFors XLD
dilution refrigerator with a base temperature of 20 mK. For
charge sensor measurements we monitor dIsens/dVG2 using
the standard dual lock-in technique with dynamic feedback to
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optimize the charge sensor signal [62]. The charging energy
and the g factors presented in Figs. 1 and 2 of the main text
were extracted from the spacing in VG2 between the N = 1
and N = 2 Coulomb peaks [42]. The spacing in VG2 was then
converted into energy using the lever arm, �E = αG2�VG2,
where αG2 = (0.166 ± 0.007) eV/V. The full data set is pre-
sented in Sec. S4 of the Supplemental Material [50]. We
have confirmed that the lever arm is independent of the gate
voltages within the operating range of the experiment. For all
rotation measurements we first confirm that �E (B) is linear
in B up to 1 T for all directions.

For the rotation matrices in Eq. (1) we use the definition

R(ϑ0, φ0, θ0) = Rz(θ0)Ry(−φ0)Rz(ϑ0), (B1)

where Ry and Rz are the standard 3D rotation matrices around
the y and z axes.

APPENDIX C: MULTISCALE DEVICE MODELING
INCLUDING STRAIN

For modeling the hole states, we use a custom numerical
framework for the construction and multiscale simulations
of the three-dimensional multilayer and multimaterial device
model. Layout construction from production masks, with at-
tention to their orientation with respect to the principal axes
of the silicon substrate, is augmented by TEM data, process
models, and known details of fabrication steps. To account for
the stress which builds up when cooling the heterogeneous
system to cryogenic temperatures, we solve the stationary
stress-strain problem for the entire layout, assuming that the
device is unstrained at the end of fabrication and that the
device is free of any cracks or voids.

The obtained strain pattern can be combined with
self-consistent Schrödinger-Poisson calculations, using a
Thomas-Fermi approximation to model the partitioned two-
dimensional hole gas accumulated outside the quantum
region. The gate potentials for the Schrödinger-Poisson calcu-
lations are taken from those employed in the operation regime,
including a global offset. Next, the single quantized hole in
a Si complex valence band is treated quantum mechanically
by solving, in three dimensions, the 6 × 6 Luttinger-Kohn
Hamiltonian with Bir-Pikus strain terms, subject to realistic
electrostatic confinement and strain. We extract the g tensor
by evaluating splittings of the ground-state (or excited-state)
doublet by the magnetic field at various angles relative to the
simulated device.

In addition, modeling of the single-hole state has been
conducted for a hypothetical 3D harmonic confinement. The
hypothetical modeling is illuminating due to its much simpli-
fied parameter space of only three confinement strengths and
three rotation angles. Further details are presented in Secs. S2
and S3 of the Supplemental Material [50].

APPENDIX D: ESTIMATION OF MINIMUM
RABI FREQUENCY

To estimate a minimum Rabi frequency, we consider a 200-
mT magnetic field, and a 4-mV ac signal applied to gate G4.
We use Eq. (3) from Ref. [34]. We simplify this estimation
by considering only the terms gy and dgy/dVG4 (i.e., naively
considering that the tensor g↔ and d g↔/dVG4 are diagonal in the
measurement frame).

APPENDIX E: g-TENSOR DEFINITION
AND FITTING PROCEDURE

In this paper we define the 3 × 3 g tensor, g↔, using six
parameters (g1, g2, g3, ϑ0, φ0, θ0) such that

g↔ = Rz(ϑ0)Ry(−φ)Rz(θ0)

⎛
⎝

g1 0 0
0 g2 0
0 0 g3

⎞
⎠

× R−1
z (θ0)R−1

y (−φ0)R−1
z (ϑ0), (E1)

where g1, g2, and g3 are the principal g-factor values and θ0,
φ0, and ϑ0 define free rotations of the matrix allowing arbi-
trary orientation of the principal magnetic axes with respect
to the sample (x, y, z) axes (the external frame of reference).
Here, Ry and Rz are the standard rotation matrices around the
y and z planes, respectively. Our convention is to use Ry(−φ0)
for rotation around the y axis.

To extract the hole g tensor, the full experimental data
set is simultaneously fit to Eq. (E1). Below is the procedure
used to fit all data to Eq. (E1). The procedure input takes
experimental data points in a comma-separated value (csv) file
with three columns: (1) θ , (2) φ, and (3) the observed g factor,
where θ and φ define the applied magnetic field orientation
(see Fig. 2 of the main text). Prior to fitting we apply the
condition that g1 < g2 < g3. The best-fit values of the g-tensor
free parameters (g1, g2, g3, ϑ0, φ0, θ0) are presented in Table I
of the main text.

The PYTHON notebook used for fitting the experimental g-
factor data to Eq. (E1) of Appendix E can be found in the
GitHub repository [63].
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