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Abstract

The state-of-the-art shows the potential of chatbots and other Machine Learning (ML) models to perform
many tasks of high quality. Especially chatbots are already used by many companies to assist their customer
service. However, chatbots will likely never be able to perform all tasks perfectly. Therefore, it is still the
question whether such a chatbot is valuable for a business. Current research fails to describe how chatbots
should be evaluated to compute the value of a chatbot for a business. In this research, we design an eval-
uation framework capturing the value of a chatbot in customer service. This framework consists of several
key dimensions which should be computed in order to determine the value of the chatbot. To show that this
evaluation framework captures the value of a chatbot, we perform a case study on water utility companies in
The Netherlands. This case study showed that the designed evaluation framework does capture the value of
a chatbot in customer service.
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1
Introduction

The current state-of-the-art conversational agents and chatbots are useful in many different fields such as
customer service interaction [32] and education [36]. With current state-of-the-art techniques, chatbots have
the potential to be of high quality and ability to perform many tasks. However, chatbots will likely never be
able to perfectly perform all tasks. This has two consequences: 1) In order to mitigate the risk and resolve
mistakes a chatbot can make, many chatbots are integrated in a hybrid human-AI manner, where there are
humans in the loop who could act when the chatbot fails [10]. 2) When a chatbot fails to respond properly,
there is some cost. This could be cost in terms of, decrease of customer satisfaction, as the problem for the
customer is not solved, but also in terms of money and workload, as an employee has to jump in and resolve
the mistake. This raises the question how it could be computed how valuable a chatbot actually would be for
a business and other stakeholders.

Currently, chatbots are mostly evaluated on accuracy-based metrics [35]. These metrics, for example, mea-
sure how accurately a chatbot can classify the meaning of a message or how accurately it can extract informa-
tion from messages. The problem with evaluating chatbots solely with such accuracy-based metrics is that it
is context-dependent whether an accuracy score is sufficient [12, 40]. They do not measure the effect of the
performance of the chatbot in the context it is used in. For example, an accuracy of 80 percent is of higher
value when the chatbot solely serves for entertainment in comparison with a chatbot prescribing medicines
to customers. In order to solve this problem, one should take the context of the real-world scenario into
account when evaluating chatbots. Therefore, when evaluating a chatbot, the overall value of the chatbot
should be considered [12] by evaluating many if not all of these important perspectives.

When computing the value of a Machine Learning system, we aim to go beyond accuracy metrics when eval-
uating the system by encompassing all value (or cost) derived from the use of it. To evaluate such a system,
it is important to understand what actually leads to value, whether that be in a business, utility, or ethical
context [12]. Operationalizing value for a specific task or context can be very challenging, as fully quantifying
the value derived from a model is virtually impossible for any real-world application. Therefore, a number of
simplifications have to be made, deciding on what requires extensive research into the specific area of appli-
cation. Depending on the degree of simplification used to obtain the value, the metric of value can become
meaningless, which implies that researchers must take care to strike an appropriate balance between infor-
mativeness of a value-based evaluation and the possibility of its operationalization.

In order to conform to the informativeness property, we must ensure that the information or value the eval-
uation framework provides, is meaningful to the stakeholders. We must figure out what stakeholders needs
and values are and what actually creates value for them. Second, to conform to the operationalizability prop-
erty, we need to convert the designed evaluation framework to concrete metrics. These metrics simplify the
evaluation framework and make it possible to apply and process the results of the evaluation framework and
finally conclude to a practical value.

This research will answer the question how such a value-based evaluation could be performed for chatbots
in customer service. First, such a value-based evaluation of chatbot is not yet described in current literature.

1



2 1. Introduction

Current literature does describe how systems could be designed based on the values of humans [10]. How-
ever, research about evaluating whether such system does conform to the determined values is still missing.
Therefore, any research about computing the value of a chatbot is also still missing. Second, research de-
scribes what metrics evaluate the business perspective of a chatbot [35]. However, showing how these metrics
would actually lead to value is still missing in current research. Finally, current research did show that it is
important for both the research and enterprise community to consider the notion of value when evaluating
any Machine Learning model [12]. Current research does however not yet show what this notion of value is
and how we could actually compute this value.

This research will answer the following research questions and its sub-questions:

Main RQ. How can we determine the practical value of a chatbot for processing customer complaints
automatically?

Sub RQ (a). How do we capture the needs, desires and values of the stakeholders?

Sub RQ (b). How do we design the evaluation framework?

Sub RQ (c). How do we validate that the evaluation framework conforms to both the informativeness
and operationalizability property?

To conform to both the informativeness and operationalizability property, we use the Research through De-
sign approach. Research through Design is a research methodology where one conducts research with the
intent to create new knowledge [50]. We start with a formative study, where we do some preparations before
designing the evaluation framework. The goal of this formative study is to consume already existing knowl-
edge in this field and guide us to designing the actual evaluation framework. This formative study consists of
two steps, a literature study and interviews. First with the literature study, we want to gain knowledge about
what current literature describes about the problem of this research. Second, with the interviews, we want to
analyse how this current literature matches with the given context and how stakeholders in this context think
about this research problem. With the interviews, we also want to know how stakeholders would intuitively
tackle the problem of this research, such that we can keep the execution of this framework operationalizable.

We will design the evaluation framework based on the literature study and interviews. We will combine the
results from the literature study and interviews to a final list of dimensions and related metrics. We will an-
alyze these dimensions and metrics and come with an approach to compute the value with the results from
these metrics. As the design is based on these two sources of information, the resulting evaluation framework
should conform to both the informativeness and operationalizability property.

Finally, once this framework is designed, we validate that this evaluation framework is operationalizable and
conforms to the informativeness property. To validate that the evaluation framework conforms to these two
properties, we will perform a case study on the designed evaluation framework. The case study will be per-
formed at the KWR Water Research Institute (KWR). We perform the case study on water utility companies in
The Netherlands and we will evaluate what value a chatbot has on customer service of water utilities in The
Netherlands.

At the end of this research, we have designed an evaluation framework which captures the practical value
of a chatbot in customer service and performed a case study of this evaluation framework on a chatbot in
water utilities of The Netherlands. With this research, we want to show the key dimensions of a chatbot in
a customer service, how we can evaluate each of these dimensions and how we finally aim to evaluate the
value of the chatbot based on the evaluation of the chatbot on these dimensions. The project provides the
following contributions:

1. An evaluation framework to compute the value of chatbots in customer service. The evaluation frame-
work consists of dimensions and metrics. We show how with the results of these metrics we can com-
pute the value of the chatbot.

2. Show how this evaluation framework could actually be applied in a real-world scenario with the use of
a case study.
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3. Show how the results from the evaluation framework can result in useful insights of the chatbot for
businesses. These insights assist businesses in deciding whether the chatbot would be valuable for
their business to use.





2
Related work

In this chapter, work related to this research is presented. We will discuss what type of chatbots there are and
what techniques are generally being used. Then, some state-of-the-art Natural Language Processing (NLP)
chatbots will be discussed. After that, we will discuss what Machine Learning Decision Rejection algorithms
exist. Machine Learning Decision Rejection is important to create hybrid human AI systems with Machine
Learning models as we must determine when to redirect a task to a human. We will also take a closer look
at automation and what we should take into account when deciding what to automate when automating
(business) processes, such as automating resolving customer complaints. Finally, we will discuss how and
from what different perspectives a chatbot can be evaluated on its practical value.

2.1. Chatbots
2.1.1. Chatbots in general
Chatbots are a new kind of conversational agent that mimic human conversations using different techniques
[37]. Chatbots can be designed for many different use cases. It could be a used for entertainment purposes
or assistance in businesses. These days, many companies also use chatbots for their customer service, since
manually answering every questions from customers is very time-consuming [49].

When developing a chatbot, there are 2 two major types of chatbots. These are social and task-oriented
chatbots [31]. A social chatbot is a chatbot that is designed to interact with a human and have more of an
unstructured conversation. A task-oriented chatbot is a chatbot that is designed to perform a specific task.

2.1.2. Types of chatbots
When building a chatbot, there are a few different approaches one can take. The first approach is a rule-
based chatbot. A rule-based chatbot is a chatbot that uses a set of rules to determine what to say. The other
approach is the data-driven approach [31].

A data-driven chatbot is a chatbot that uses a set of data to determine what to say. This is also one of the more
recent approaches. In order to build a data-driven chatbot, one could use different approaches. The first
approach is the Information Retrieval approach. With such chatbots, we query the answer using a search
engine. The second approach is the Machine Learning approach, where we use machine learning models to
determine the answer. The two most popular Machine Learning techniques are Reinforcement Learning and
Sequence-to-Sequence Learning.

2.2. NLP chatbots
This section will discuss what techniques are being used in state-of-the-art NLP chatbots.

If we look at the system proposed by Lalwani[27], it shows that they split their chatbot system in different
parts. First they try to find the context of the message. During this stage,vs it will also be classified as a spe-
cific question or a message for a "normal" conversation. If the message is for a normal conversation, Artificial

5



6 2. Related work

Intelligence Markup Language (AIML) is used to match the message to a pattern using pattern matching. If
the message is a specific question, the system will try to find the answer to the question in the questions set.
To extract information from the message, they use NLP methods such as lemmatization and POS tagging with
WordNet. Since every question can be asked in many different ways, the system tries to find the question with
the highest similarity to the message.

When analyzing other systems, such as the one described by Handoyo [19], they often have at least two com-
ponents. These components are intent classification and entity recognition. The intent classification com-
ponent is used to determine the intent of the message. The entity recognition is used to extract the entities in
the message. With the intent and extracted entities, an answer can be generated.

Another necessary component found in literature, is a so-called conversational flow or dialogue manage-
ment. This is used to determine what type of message the chatbot should send back. To implement the
conversational flow or dialogue management, we can see a few different approaches. As described by Han-
doyo [19], we could simply create a flow in the form of a diagram. Two other approaches are described by
Ayanouz [4]. The first approach uses a feedback algorithm where we learn from mistakes for future conver-
sations. The second approach is the so-called policy learning approach. In this approach, we try to learn the
happy paths of the conversation and during the conversation we will try to follow one of the happy paths.

The final important component missing in this architecture is some sort of answer generation where based
on the intent and extracted information, we generate a response for the user. This can be done in a few dif-
ferent ways. We could simply use a set of predefined question-answer pairs. Another approach is to use a
machine learning model to generate the answer.

The remainder of this section will more in-depth discuss how each component can be implemented with
the current state-of-the-art.

2.2.1. Intent classification
If we look at different methods used for intent classification, we can see that there are many different meth-
ods which could be used. Jiao [24] describes two different methods. First, they used a the RASA NLU pipeline
to train to classify the intents. This pipeline uses transformers. The other method described is to use neu-
ral networks to classify the intents. It showed that the RASA NLU method is more accurate than the neural
network method. Handoyo described a method to use similary methods to classify the intents of the message.

Kulkarni [26] describes a method to use vectorization where we convert the message into a bag-of-words
(BOW) model which is then used to classify the intents using a trained classifier.

Finally, Mathew [29] describes a way to use K-Nearest Neighbors (KNN) to classify the intents of the mes-
sage. KNN also uses similarities to classify the intent of the message.

2.2.2. Named entity recoginition (NER)
For entitiy recoginition, Jiao [24] also uses the transformer from the RASA NLU pipeline. Outside of that, not
many papers about chatbots explicitly described methods for named entity recognition. However, if we dive a
bit further in the research, we can see that there are multiple different methods for named entity recognition.

Wu [48] shows that you could also use CRF (Conditional Random Fields) or DNN (deep neural networks)
for NER. It showed that DNN outperforms CRF on the task of NER. Both methods use word embeddings to
represent the words in the message. Many other papers use some sort of neural network to perform NER.
Hofer [20] uses word embeddings, long short-term memory (LSTM) and dense neural network layer to per-
form NER. They improved their model by pretraining the model, such that few-shot learning can be applied.
Pretraining the neural network on a large labeled corpus or tuning the hyperparameters allowed us to still
have a decent score for NER. It however was not able to outperform a model trained on a large corpus.

However, if we look at NER approaches, we can see that there are many different approaches. Gong [18]
describes how to use BERT for NER. In their approach they simply put the output of BERT into a neural net-
work which will then apply NER. Since we want to label every word of the message, there was experimented
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with both Gated recurrent Unit (GRU) and LSTM and because of faster training times, GRU was preferred in
this approach.

2.2.3. Answer generation
When analysing answer generation methods specifically used in chatbots, we can see that many chatbots do
not use very complex methods for answer generation. Some chatbots do not even have a specific algorithm,
because the goal is to retrieve data from the user. Therefore, simple responses such as, "data incorrect" or
"data received" are sufficient [19].

Other chatbots use intent classification and NER to retrieve the relevant data and this will be used to gen-
erate an answer using predefined question-answer pairs [24]. Another way of storing question-answer pairs
is with the use of AIML. With AIML we store patterns of questions and their corresponding answers in XML
files. If a pattern matches with the message, the answer will be generated based on the predefined answer.

Ayanouz [4] describes a method where we let the machine learn question-answer pairs using a neural network
and based on the given question, the corresponding answer will be returned by the algorithm.

2.2.4. Dialogue and context management
Dialogue and context management are two complex systems that should be implemented in chatbots. First,
dialogue management determines what to answer given the current state of the conversation. Next, context
management stores and manages information from previous messages so they can be used in future mes-
sages.

When designing a dialogue management system, there are two different approaches we can take. The first
approach is the Strong System Initiative Interactions. In this approach, the chatbot takes the initiative in the
conversation. This is the easier approach to implement as the chatbot has the control over the conversation
[16]. The second approach is the Weak System Initiative Interactions. In this approach the chatbot does not
necessarily take the initiative and often just replies with opinions not necessarily asking for a response from
the user.

When analyzing the literature of dialogue management, many different approaches can be found to im-
plement the dialogue management system. Bocklisch [8] describes a method to use the RASA pipeline for
Natural Language Understanding (NLU) for dialogue management. In this approach, a vector is being cre-
ated which contains the last action and its intent and a vector of slots with their corresponding value. Then it
learns what the next best action would be given the last action and intent using examples and active learning.
The advantage of this is that you do not need a lot of training data. However, this also means that the accuracy
of the chatbot will not be very good in the beginning, but it will improve increasingly once the chatbot starts
to learn from its mistakes.

Another approach described by Finch [16] uses predicates and inference for their dialogue management sys-
tem. When the user sends a message, a list of predicates will be defined using NLP algorithms. These defined
predicates will be matched with defined logical conditions to find the right corresponding answer. The ad-
vantage of this approach is that it is easy to implement. However, the conversation feels less natural since the
chatbot will give the same response every time for the same message.

2.3. Machine Learning Decision Rejection
When using NLP and Machine Learning algorithms to classify data, it is sometimes difficult to classify mes-
sages. Many classification algorithms force the classifier to make a classification. However, in these cases
where the classifier does not actually know the answer, the algorithm should not be forced to make a clas-
sification [13]. Instead, an algorithm should be implemented which decides whether the input should be
accepted or rejected. When designing such an algorithm, there are two values which are important to con-
sider; the cost of rejecting an answer and the cost of accepting an incorrect answer.

To implement a decision rejection algorithm, there are two main approaches one can consider. The first
one is a confidence-based approach. In this approach, a confidence score is set for the output of the classifier
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and this will be compared with a threshold. If the confidence is lower than the threshold, the classification
will be rejected. There are multiple approaches to decide on the threshold. One could use a probabilistic ap-
proach in which we calculate a probabilistic model to decide on the optimal threshold [47]. Another option is
to decide on a rejection cost and surrogate risk loss function to train the model on and decide on a threshold
[33] or rejection condition. An example of a rejection condition is that the answer is rejected if the confidence
scores of all answers are negative [13]. What type of rejection condition is chosen depends on the problem
and the chosen loss function as not all loss functions will have similar values.

In the other approach, called separation-based approach, a rejection classifier is trained simultanuously with
the classifier to learn when to reject the answer of the classifier. For this approach, it is very important to
know the cost of rejecting [3] and the cost of giving an incorrect answer [13], so the rejection classifier can be
trained to minimize the total cost. However, this is difficult, especially in the case of multi-class classification
[33]. Multi-class classification is a classification problem where the algorithm must classify the data into three
or more classes instead of two.

Finally, there is a final approach worth mentioning. This approach looks at the problem differently. All an-
swers from the algorithm can be assigned to the accept set and reject set. Given the two sets from the training
phase, the cosine similarity of each answer will be calculate with regards to these two sets. Given the cosine
similarity, the answer will be either accepted or rejected [38]. So in this approach, it will be calculated if the
answer looks more similar to a correct or rejected answer.

2.4. Automating (business) processes
When taking a broader look at this problem of automating business processes, some interesting insights
could be found. Schumann [42] describes that improvements can take place on individual level, department
level and enterprise level when specifically focusing on office automation. Some examples of how office au-
tomation could possibly result in improvements are:

1. individual level: reduced workload or improved quality of the delivered work.

2. Department level: better coordination within department or better access of information.

3. Enterprise level: more flexibility in the way the business processes are executed

2.4.1. Different levels and types of automation
Parasuram et al. [34] created a model for different types and levels of automation. This model could help
deciding what type of automation should be used and how one should reason whether it would be beneficial.
According to this model by Parasuram et al., there are ten different levels of automation. These are:

1. The computer offers no assistance: human must take all decision and actions.

2. The computer offers a complete set of decision/action alternatives, or

3. narrows the selection down to a few, or

4. suggests one alternative, and

5. executes that suggestion if the human approves, or

6. allows the human a restricted time to veto before automatic execution, or

7. Executes automatically, then necessarily informs humans, and

8. Informs the human only if asked, or

9. Informs the human only if it, the computer, decides to.

10. The computer decides everything and acts autonomously, ignoring the human.
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These levels of automation go from no automation at all to completely automating the process. The levels
in between each remove the human from some extend from the process. The more human interference is
removed from the process however, the higher the chance that a mistake or failure from the automation will
go undetected and possibly cause additional costs.

When automating processes, there are four different types or classes in which the automation can be clas-
sified [34]. These are:

1. Information acquisition (e.g. use software and/or sensors to gather data and register/process it in the
system)

2. Information analysis (e.g. use software to analyze data and show it to the user)

3. Decision and action selection (automate the decision process of what action should be executed by the
system)

4. Action implementation (execute the action automatically)

2.4.2. Risks in automation
When applying automation, there are risks which can occur. While some simple risks are errors made by the
automated process, there are also other categories which might suffer from automation. Such a risk is for
example reduced situational awareness or skill degradation of employees[34]. Therefore, when deciding to
automate a process, it is important to consider the risks and to reason whether the benefits of automating the
process would outweight the risks and costs.

2.5. Evaluating and measuring practical value of a chatbot
According to a model for chatbot evaluation created by Peras [35], chatbots can be evaluated in five different
perspectives. These are:

1. The user experience perspective looks mostly at the usability of the chatbot. It will be analysed how
easy it is for a user to use the chatbot and whether the user expectations of using a chatbot are satisfied.

2. The linguistic perspective analyses whether the chatbot can give appropriate responses in correct
grammar and spelling. It will also look at the quality of the responses and whether the responses fit
the current conversation.

3. The technology perspective analyses to what extend the chatbot express human like behaviour.

4. The information retrieval perspective looks at how well the chatbot can meet the information require-
ments of the user. Therefore, it will be analysed how precise the chatbot is in its response to the user
and whether the information it returns is correct.

5. The business perspective analyses how the chatbot impacts businesses. It will be analysed for example
how many conversations can be automated and how many employees are still required per x conver-
sations.

With each of these perspectives, chatbots can be evaluated both in a qualitative and quantitative manner.
Each perspective has its own advantages and disadvantages. For example, evaluating the user experience is
very time consuming and expensive [35] as it often requires people to evaluate the chatbot and fill in sur-
veys. Other perspectives such as the information retrieval perspective are easier to evaluate. However, it does
not provide any qualitative results. Therefore, when evaluating a chatbot, it is important to consider which
perspectives should be evaluated based on what is important for the business using the chatbot.

2.6. Cost-benefit analysis of Information Systems
When analyzing the current state-of-the-art research of computing the value of a ML model, the field closest
to this is the field of cost-benefit analysis of Information Systems. In this field, different approaches to cost-
benefit analysis are described for information systems. An analysis of this field would give a good starting
point computing the value of ML models and chatbots in particular.



10 2. Related work

One common problem in doing such analysis, is that some benefits and costs are intangible, and that these
intangible measures cannot easily be assigned a value to. King[25] proposes several approaches to still use
these intangible costs and benefit in your analysis. First, they describe to set lower or upper bounds of these
intangible benefits and that the value should be in between them. Next, also trade-offs can be described
where for example a lower intangible benefit should also have a different benefit of a higher value.

Other aspects that should be taken account of in cost-benefit analysis are risks and uncertainty. When decid-
ing on the formula for the cost-benefit analysis, these risks and uncertainties could be taken account of with
the use of discount factors and the probability of the risk happening [15].

A cost-benefit analysis would be very useful when implementing and incorporating an information system,
as it will help considering alternatives and making decisions for the information system [15]. There are many
different approaches to take when performing a cost-benefit analysis on an information system as described
by Sassone [39]. First, there is the break-even analysis. In this analysis, it is being compared whether the
costs and benefits are equal. Disadvantage here is that it does not really take into account uncertainty and
risks. However, it is very cheap do to such analysis. Next, there is the subjective analysis. When performing
a subjective analysis, managers or stakeholders make decisions based on the different calculated costs and
benefits. One disadvantage here is that the result of the cost benefit analysis is based on the knowledge of the
ones computing the result. If those people have good knowledge, then the result of the analysis will be useful,
otherwise the result might not be a good estimate of the value information system. Another approach is the
cost effectiveness analysis. In such analysis we try to find the best option among multiple options. After that,
there is the time savings times salary (TSTS) approach. In this approach, it will be computed how much in
terms of workers’ time is saved. Finally, there is the work value model. In this model, instead only computing
how much time is saved, it also calculates how time and resources are allocated within a company. When
assuming that the changed allocation of resources are an effect of optimizing behaviour, the values of the
workers can be inferred.

2.7. The value of Machine Learning models
Originally derived from value-sensitive design methodologies [17], in the context of AI, value can capture and
quantify the entirety of the advantages that users and other stakeholders experience due to the deployment
of the chosen ML model and provides a clear target to optimize for.

Value is especially critical to properly evaluating systems where humans interact with AI, as it allows for the
formulation of a metric that encompasses the benefits and costs of multiple involved parties, i.e. stakehold-
ers. This is especially true considering value can also be an effective way of implementing certain social
principles or moral requirements into the building and evaluation of ML models [44]. When considering the
context of chatbots, value can be a useful metric to gauge the benefit derived from employing the ML model
in this context from the perspective of the stakeholders interacting with it on either side.

To get a better notion of how one should calculate the practical value of a chatbot, it should first be researched
how the value of a Machine Learning model can be calculated as the chatbot to be used is based on a Machine
Learning model.

When calculating the value of a Machine Learning model, current literature shows that it is important to
take into account three metrics [41]. These metrics are:

1. Cost of the default flow,

2. Cost of wrong prediction,

3. Benefit of correct prediction.

When incorporating a ML model in a business, there are typically three flows to be implemented in the busi-
ness process. These flows are the flow without ML model, the flow where the ML model makes a wrong
prediction and the flow where the ML model makes a correct prediction. Each of these flows corresponds
respectively with the three described metrics.
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The reason for using value to build and evaluate ML models is to achieve improved outcomes, i.e. higher
value for stakeholders. Thus, it is key to establish a baseline to which we can compare a successful model,
resulting in a value higher than the one of the baseline, and an unsuccessful model to make value-sensitive
judgements on model performance.





3
Method

This chapter describes the method of this research. It describes which steps are taken in this research and
how each of these steps answers each of the different research questions. Broadly, this research consists of
four steps.

These fours steps are:

1. Formative study: Literature review

2. Formative study: Capture stakeholder needs

3. Design evaluation framework

4. Validate evaluation framework

13
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The figure below describes more in depth how each of these steps are merged together into one research
project.

Figure 3.1: High level design of this research

3.1. Formative study: Literature study
The first step in this research is to perform a literature study. This literature study has two goals. First, we
want to analyse what has already been researched in this research context. Second, we want to research what
the best approaches are to tackle certain steps in this research such as the interviews and the case study.

3.1.1. Literature survey: researching the state-of-the-art
In this literature study about the state-of-the-art of evaluating chatbots in customer service, we study differ-
ent aspects of evaluating chatbots in customer service. We describe which fields we study and how we come
to the final analytical dimensions with these fields. Figure 3.2 shows how this literature study is structured.

When performing the literature study on state-of-the-art chatbots in customer service, there are different
topics to research. First, research should be conducted in the field of online systems. Chatbots are part of
an online system. A chatbot should adhere to the qualities of an online system. An online system refers to
any system available by means of accessing it through the internet. Such systems have different requirements
such as being responsible, available, and hardware agnostic. Therefore, it should be analyzed whether such
requirements can be affected by a Machine Learning model like a chatbot. Research in online systems showed
that three aspects of online systems should be analyzed. These are Quality of Service (QoS), Quality of Expe-
rience (QoE) and Quality of Business (QoBiz) [45]. Every dimension of the evaluation framework should fit
in one of these three aspects. Online systems are the baseline from which we will continue our literature study

During the literature study, in addition to the field of online systems, there are three fields of research that
should be studied. The first field is Robotic Process Automation (RPA). This is the most important field that
should be researched. RPA is the application of technology and methodologies aiming to automate repetitive
human tasks [23]. As a chatbot in customer service fits the description of RPA, it should be evaluated as a RPA
system. Research in how RPA systems are evaluated should also describe how we can evaluate chatbots on
their degree of automation.
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Second, we should study SERVQUAL. SERVQUAL is a scale to measure service quality [6]. This shows how we
should measure a service to determine its service quality. Conducting a literature review in this field shows
what importances there are in services to measure.

Finally, a literature study in customer service itself is necessary. Studying customer service aspects shows
what aspects are most important in customer service to measure. Analyzing those aspects and determining
which aspects could actually be influenced by a chatbot in customer service should show what dimensions
in a chatbot should be computed in order to find the practical value of a chatbot in customer service of water
utility.

Figure 3.2: Design of the literature study

3.2. Formative study: Capturing stakeholder needs, desires and values

The second step for this research is to capture the stakeholder needs, desires and values. The goal of this
study is to compare what we found in the literature study with the thoughts and opinions of the stakeholder.
The literature study contains knowledge about the general use case. However, the context of this research are
water utility companies in The Netherlands and therefore a study should be conducted with stakeholders of
water utility companies in The Netherlands to determine what knowledge found in the literature study also
holds for customer service of water utility companies in The Netherlands.

In order to capture stakeholder needs, desires and values, stakeholder interviews are conducted. With this
stakeholder interview, we can collect the knowledge and opinions from the stakeholders.
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Figure 3.3: How the interviews will affect the results from the literature study

3.2.1. Interview design
One important part of this research is to interview stakeholders about chatbots in customer service. This
interview has two goals. The first goal is to determine what aspects stakeholders find important in their
customer service. This will help us achieve the informativeness property. We will analyse what aspects stake-
holders find important in their customer service. It is important to understand what aspects in customer
service are important for the stakeholders and what they find important for chatbots in customer service as
those aspects need to be computed for the practical value to be meaningful. The second goal is to understand
how employees in customer service would compute the practical value and corresponding metrics of their
customer service with a chatbot. This knowledge would help us to conform to the operationalizability prop-
erty. A more discussion-based approach will be used where we discuss with the interviewees what metrics
they would use to compute the practical value of a chatbot in their customers service and how they would
compute each of these metrics.

The following approach is used when designing the interview. We design a semi-structured interview as
semi-structured interviews have the advantage of achieving the objective of the interview while allowing for
a better understanding of the interviewees opinion or perspective as well [11]. First, the research question
and its sub-questions of the interview are defined. This is important as we need to know what information
we want to gather from these interviews. These are however not the exact questions being asked during the
interview. We do not want to ask the exact research questions as this might not lead to optimal answers. Next,
the interview questions will be defined. When defining these questions, it should clearly be stated to which
research sub-question(s) this question belongs. In order to get most out the answers from the participants,
it is important that the questions are open-ended and to not assume anything during the questions in order
to give participants as much freedom to answer as possible [43]. As we have existing research in the field of
chatbots in customer service and ask open-ended questions to the interviewees, we use a mixed deductive-
inductive approach in this interview. We want to match gained knowledge from the interview with knowledge
from the literature study. We also want to create new knowledge if possible from the interview. Therefore a
mixed deductive-inductive approach is used for this interview

In a deductive approach in qualitative research, analysis is based on pre-existing theories [5]. As there is
a lot of research about the importances of customer service, the key of these interviews is to find relations
between the pre-existing theory and this specific use case. With the pre-existing research, pre-defined cate-
gories can be generated and it will be analyzed what pre-existing research still holds in this specific use case
of customer service in water utilities. In deductive research, one tests existing theories and tests in the theory
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if it applies to a specific use case [21]. In this study, theory about customer service, customer satisfaction
and chatbots are applied to the use case of customer service in water utility companies and it is being tested
which theories also applies to this use case. Not all theory applies to this use case as a water utility company
is different from other companies. One reason why water utility companies are different than other compa-
nies is that customers do not have a choice whether they want to join a water utility company or not. In an
inductive approach, we want to generate knowledge purely based on statements made by the interviewees [5].

Finally, for the interview design, a pilot interview is conducted such that flaws in the interview design can
be detected and that the interview can be improved based on the results from the pilot interviews [43]. These
interviews are conducted to participants who could also be actual participants for the real interviews.

The design of the interview is as follows. First, the main question of the interview is determined, which is
then divided in several sub-questions. Then finally, for each of these sub-questions, concrete interview ques-
tions are designed to be asked to the interviewees.

Interview main question: What do customer service employees in water utilities find important when in-
corporating a chatbot in a customer service of water utility companies in The Netherlands.

Sub-questions:

1. What are the most important aspects in customer service?

2. What problems do they want to solve with chatbots?

3. What (aspects in customer service) do they want to improve with chatbots?

4. How do they want to improve their customer service with chatbots?

5. What difficulties are expected when incorporating a chatbot?

Interview questions:

1. What aspects do you find most important in customer service? (sub-question 1)

2. What current issues do you find in your customer service workflow? (sub-question 2)

3. Do you see any issues in your employee satisfaction working in the customer service? (sub-question 2)

4. How do you expect a chatbot to affect your customer service (positively or negatively)? (sub-questions
3, 4)

5. What aspects in customer service should not get worse because of a chatbot? (sub-question 5)

6. What difficulties would you expect when incorporating/implementing a chatbot in the company? (sub-
question 5)

For the second part of the interview, we will discuss with the interviewee what aspects they would actually
measure in order to find out if the chatbot would be valuable for their water utility. Then it will be discussed
how they would actually measure these aspects. It is important to know how people in the domain of cus-
tomer service in water utilities would measure these aspects and whether it would be possible to measure
these aspects with the available resources. The goal of this second part is to determine how employees of
customer service would evaluate their customer service. As their method would be based on their values and
their insights in how they could compute these metrics in their customer service, this discussion would help
us to conform to both the informativeness and operationalizability property.

3.2.2. Participant selection
Besides the interview itself, it is also important to select the appropriate participants [43]. Therefore, the
stakeholders are first defined. As the scope of this research is the customer service of water utilities, the
stakeholders are employees of customer service in water utility companies and preferably employees in a
managing function. Participants from this stakeholder group work a lot with customer service and know
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about their problems, their needs, and how they would value chatbots in their customer service. When deter-
mining how many participants are required for this research, the number depends on the context [7]. As the
pool of participants and time are limited for this use case, the following approach is used. First, a group of five
participants is interviewed. In order to determine whether this group of participants is sufficient, results from
these interviews will be analysed whether they are similar or completely different. If in general, the answers
to the interview are in the same scope, it could be determined that the interviews are sufficient as there is not
much more to explore as all answers are in the same scope. We could reason that the whole solution space
has been explored. In the interview analysis, it is described how it will be determined whether the answers
between the different participants are similar.

3.2.2.1. Interview data analysis strategy
After the interviews, the data is analyzed. In order to analyze the data, the thematic content analysis method
will be utilized. Thematic content analysis is used to create a descriptive presentation of data from qualitative
interviews [2]. After the interview, data from the interview is extracted and filtered. Keywords and important
sentences are extracted from the interviews and then labeled. When labeling these keywords, we use both the
deductive and inductive approach. First, we use the results from the literature study to create those labels.
Using this approach, we can easily check whether the information matches the results from literature study.
Second, as the questions are open-ended, we also perform an inductive analysis where we create the labels
solely based on the results from the interview.

More concretely, in this research we use a variation of the approach described by Braun and Clarke [9]. Origi-
nally, this approach consisted of 6 phases. However, given the small size of interviewees and the design of the
interview, the approach described by Braun and Clarke has been adapted to fit the design of this interview.
This adapted approach has the following steps:

1. Gather all data from interviews.

2. Convert raw data into codes. These codes describe the main topics of the interview.

3. Group codes into overarching themes. Themes are the final results and are most relevant to be used to
answer the research questions.

4. Answer research questions and subresearch questions with resulting themes.

In the first step, raw data is gathered from interviews in the form of interview notes and transcripts from the
interview. As this data is unstructured and it does not clearly show the intention of the statements of the
interviewees, this raw data is converted into more concrete data with the use of codes. These codes are short
sentences describing the meaning of statements of the interviewees. After that, these codes are analyzed and
similar codes will be grouped into so-called themes which represent all codes in this group. Finally, these
themes represent different answers to the interview questions in a clear way. Finally, with these themes the
research and subresearch questions could be answered.

In order to figure out whether answers from different interviewees are similar or whether more interviews
are required, the resulting themes and codes can be used. As codes result into themes and themes are used
to answer the research questions, it can be analysed whether each theme does have enough corresponding
codes. If there are many themes with only one or two corresponding codes, then it would be useful to find
more participants since in this case the variation between answers of interviewees is too much.

3.3. Designing the evaluation framework
At this point of the research, we have done a formative study where we gained knowledge about what the
important dimensions and metrics are when evaluating a chatbot in customer service. We gained this knowl-
edge from both the literature study and interviews during the formative study. Extensive results of the forma-
tive study can be found in chapter 4

In order to design the evaluation framework with this knowledge, we compare the knowledge found from
the literature study and interviews and find the intersection between these two to be the final list of dimen-
sions and metrics. After that, we analyze the resulting dimensions and metrics and determine what relations
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there are between the different dimensions and how each of these dimensions is important for the value of a
chatbot in customer service. Finally, based on the dimensions and its relations, we will design an approach
to compute the practical value of a chatbot in customer service based on these dimensions and metrics.

3.4. Validating the evaluation framework
The final step in this research is to validate the evaluation framework. With the previous three steps, an eval-
uation framework has been designed. However, it should still be validated that this evaluation framework
conforms the informativeness and operationalizability property, meaning that the evaluation framework cap-
tures the stakeholders values and that it is possible to apply and execute the designed evaluation framework.

In order to validate the evaluation framework, a case study will be conducted on the customer service of
water utility companies in The Netherlands. This section describes the design of this case study and how we
plan to collect data for the study.

3.4.1. Case study design
The final part of this research is a case study. During this case study we will apply the designed evaluation
framework to the real world case of customer service of water utility companies of The Netherlands.

For the case study, we collect data from this case in order to apply the evaluation framework. In order to
gather data from the chatbot, two different approaches will be used as not all required data can be acquired
through only one of the two approaches.

1. Generate mock data from complaints data set from WGB and generate results with this test data.

2. Design pilot with the chatbot and let stakeholders and users try out the chatbot. Then design a survey
to collect useful data for the evaluation framework.

3.4.2. Collecting information
In order to compute some dimensions of the evaluation framework, some business information must be
collected. It would not be possible to apply the evaluation framework if there is no reliable estimate of data
of certain business processes of water utility companies in The Netherlands. Examples of such processes are
the cost of a phone call to the customer service and the cost of asking a question to the chatbot. Also other
information should be collected, such as an approximation of wages of employees in the required positions
of customer service.

3.4.3. Mocked data
The first approach to gather results for the evaluation framework is to use mocked data. In this approach, first
mocked data (complaints) is generated using the complaints data set from WGB. Then, manually, we will ask
these complaints to the chatbot, and it can be analyzed whether the chatbot is able to solve the complaints
or not. With this data, it can be estimated how it would affect the efficiency of the chatbot.

This approach does however have the disadvantage that the mocked data does not contain questions or com-
plaints customers would actually ask to a chatbot as the data is retrieved from complaints submitted through
email or contact forms. Therefore, the result might not be a good representation of how the chatbot would
perform in production.

Therefore, this mocked data is only used to gather some data which could then be used to estimate the sam-
ple size of the actual pilot. The mocked data would not be used for the actual evaluation of the evaluation
framework.

3.4.4. Pilot data
The second approach to gather data for the evaluation framework is to conduct a pilot study. For the pilot,
water utility people and potential customers will be asked to use the chatbot for some of the implemented
use cases. After their interactions, they will fill in a form asking which question they asked and whether the
chatbot resolved their complaint. The survey also contains questions about customer satisfaction. This pilot
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results in data about whether the chatbot can resolve certain types of complaints or not and customer satis-
faction. The results can be used to compute both costs and the customer satisfaction scores.

Compared with the mocked data, the pilot data contains more accurate and representative data about the
quality of the chatbot and whether the chatbot is able to solve different types of complaints as the received
feedback is the actual opinion of users. The data is more representative as the questions are actual questions
that customers would ask to a chatbot and not questions generated from a complaints data set. Also, cus-
tomer satisfaction data can be generated which is not be possible with the mocked data. Finally, with this
pilot, potentially, feedback is collected about the chatbot itself, which can be used to improve the chatbot.

Therefore, this data is very useful to perform the case study on. This data will be used to apply the evalu-
ation framework on.

3.4.4.1. Pilot sample size
One important aspect to consider when designing the pilot is the sample size. To determine the sample size
of this pilot, it first needs to be considered what a good sample size is.

To find such a sample size where both the success rate and customer satisfaction are reliable, we use the
formula [1] calculating what the sample size should be if we expect a certain confidence. As one aspect we
want to compute is the customer satisfaction, we base the sample size on the customer satisfaction. When
estimating the customers satisfaction, we want an accurate customer satisfaction score. We determined an
error of maximum: ϵ = 0.5. Next, we should determine the variance. Based on our own experience when
filling in customer satisfaction, we can see that there is a high variance in the entered customer satisfaction
and the actual satisfaction. Therefore we will use a variance of s2 = 32. Finally, we want a confidence of 90
percent. This results in a z-value of 1.645. Finally, this results in the following sample size:

1.6452 ·32

0.52 = 97

This results in a sample size of 97 complaints. As there are seven scenarios, we need between the 10 and 20
data points for each scenario.

3.4.4.2. Pilot design
During the design of the pilot, there are a few important steps to take.

1. Describe objectives and aim of the pilot study [28]

2. Decide on the participants

3. Design the pilot

4. Gather results

The objective of this pilot is to gather data for the case study. It is not sufficient to only use mocked data as
this does not represent actual user behaviour on the chatbot. Also, with the use of this pilot, some data about
the customer satisfaction can be gathered to be used in the evaluation framework.

Second, for the participants, there are two different type of participants for the pilot. The first type of par-
ticipants are people from customers service from water utilities. These are people who will work with the
chatbot, and therefore their customer satisfaction level is a good indicator of how they think the chatbot will
perform in their water utility. The other type of participants are potential customers of water utility. As they
might actually use the chatbot in the future, their questions will be representative to the questions actual
customers will ask to the chatbot. Also their customer satisfaction metrics will be useful for the analysis with
the evaluation framework.

Third, the actual flow of the pilot should be designed. The flow of the pilot is as follows:

1. Invite participant to join the pilot

2. Inform participant about the pilot and its goals
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3. Inform participant about the types of complaints the chatbot can resolve

4. Ask participant to choose x scenarios and simulate them with the chatbot

5. For each complaint asked to the chatbot, ask the pilot to fill in a survey. The survey contains the follow-
ing questions

(a) What complaint did you ask the chatbot?

(b) How did the chatbot try to resolve the complaint?

(c) Has your complaint been resolved?

(d) How happy are you with the service of the chatbot?

Scenarios

1. There is low water pressure in your shower and you want to ask customer service what the problem is
and potentially get it solved.

2. Your invoice is not correct. The amount is too high and you want to ask the customer service to fix it.

3. You have problems submitting your meter reading and want to ask a short question on how to submit
the meter reading (i.e. your submission is not accepted).

4. You want to report a disturbance in your area (i.e. there is no water or low water pressure in your area).

5. You want to complain about bad service from one of the employees (i.e. the employee was not inter-
ested in helping you).

6. You have issues logging in.

7. You just moved and want to change your address.

Finally, the results from the pilot are gathered. First, it will be gathered whether the chatbot has resolved
the complaint. This is gathered from the answers given on question one and three. With question one, the
complaint can be categorized and with question three, it can be determined whether the complaint has been
resolved correctly. Then to measure the customer satisfaction, we will use the answer from questions 4.





4
Formative study and design

This chapter describes the results from step one until three. First, the results from the formative study are
described. This consists of two parts. The first part is a literature study on customer service. The result of this
literature study is a list of dimensions and why they should be in the evaluation framework according to the
literature study. Then, the results from the interview are shown. Finally, once we have the results from the
literature study and interviews, we will design the evaluation framework.

4.1. Formative study: Literature study on customer service
This subsection describes the resulting dimensions and the corresponding metrics based on the literature
study:

23



24 4. Formative study and design

Dimensions Metric Goal Description Stakeholders Metrics
Quality QoS How does a

chatbot affect
the quality of
the customer
service. Does the
quality improve
or worsen?

Within the qual-
ity dimension,
it is important
to measure the
extent to which
the chatbot is
able to meet the
requirements
from the cus-
tomer and busi-
ness owner and
whether it works
as expected [30]

• Customer

• Business
owner

• Success rate

Efficiency QoS
QoBiz

Figure out if effi-
ciency improves
and therefore
whether the
business will
actually be able
to be more
efficient.

Efficiency is
about what the
input-output
ratio is [30].
Therefore, with
this dimension,
it should be
measured what
the input-output
ratio is and how
this is affected
by the chatbot.
For this case
of the chatbot,
the input is em-
ployee (hours)
and output is
the number
of processed
complaints.

• Business
owner

• Time spent per com-
plaint

• # employees required
to process x com-
plaints per day

Implementa-
tion effort

QoBiz How much does
it cost to im-
plement and
maintain the
chatbot. This
is important to
compare against
the advantages
of the chatbot
and whether
the advantages
outweigh the
costs.

With the im-
plementation
effort dimen-
sion, it should be
measured how
much time and
effort it takes to
implement and
maintain the
chatbot.

• Business
owner

• Employee

• Implementation
costs

• Maintenance costs

Table 4.1: Results literature study
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Dimensions Metric Goal Description Stakeholders Metrics
Customer
satisfaction

QoE How does the
chatbot affect
customer sat-
isfaction. Does
it not get to the
point where we
are not able to
actually retain
customers.

Another impor-
tant dimension
is customer
satisfaction.
When measuring
customer satis-
faction, we want
to know how a
chatbot affects
the customer
satisfaction as
customer reten-
tion should not
be lost.

• Business
owner

• Customer

• Customer satisfac-
tion score

• NET Promotor score

• Perceived value

Employee
satisfaction

QoE How does the
chatbot affect
employee satis-
faction. Are they
still satisfied
with their work?
Does it not get to
the point where
employees do
not like their job
anymore.

When measuring
employee satis-
faction, it should
be measured if
the employees
are still satis-
fied with their
work at the cus-
tomer service
even though the
workflow is now
changed when
incorporating
the chatbot.

• Business
owner

• Employee

• Perceived workload

• Employee satisfac-
tion score

Table 4.2: Results literature study

4.2. Interviews

4.2.1. Interview results

Finally, in order to validate and determine the final set of dimensions and metrics, interviews have been
conducted. In this section, the results from the interview are discussed. First, the process of analyzing the
data is discussed. Second, the results from the several steps in the data analysis are shown. After that, it is
discussed how given the result of the data analysis, the research and sub-research questions can be answered.

To gather data from the interviews, they were recorded and notes were taken during and after the interviews.
At this point, the data is still in a raw, unstructured format.

After the data has been gathered, codes are extracted from the raw data to create more productive data. An
overview of the extracted codes can be found in the figure 4.1 and 4.2.

After this stage, the data is in a useful form to be interpreted. However, it is still not clear what the actual
answers from different interviewees are and whether the answers differ a lot or whether there are many com-
monalities. Therefore, in the next step of data analysis, codes are grouped in themes which represent the
meaning of different codes which give a similar answer for different research questions. The resulting themes
have been visualised in the figure below.
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Figure 4.1: Codes and relating themes first part of the interview
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Figure 4.2: Codes and relating themes for dimensions and metrics
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Code Description
Customers do not have a choice which water utility to
join

According to one interviewee, water utilities are differ-
ent than normal companies as customers are obligated
to join a water company and they do also not have the
choice which water utility they can join as there is only
one in the region. Therefore, customer satisfaction is a
very important aspect for water utilities

Complaints should be resolved correctly first time Multiple different interviewees showed that they had
one aspect that is very important in the customer ser-
vice. This aspect is the first time right aspect. It is very
important to resolve complaints correctly the first time.
First, if not correctly resolved, this will result more time
spent on the complaint and therefore increase costs.
Second, customers will not be satisfied with the service
as they have to contact the customerservice again

Workload during peak hours is too high One problem found in customer service, is that there
are several peak hours/days when the amount of calls
to customer service is the highest. This occurs since
there are moments when all customers must submit
their meter readings. As the workload is high during
these hours, regular work will get behind.

Employees can focus more on resolving actual com-
plaints

Multiple interviewees expressed their interest in hav-
ing a chatbot to resolve simple questions. Except that
it will decrease the workload of customer service, it
also allows employees to focus more on actual inter-
esting complaints instead of answering simple ques-
tions. This can result in both employees having more
fun with their work and more complex complaints be-
ing resolved better as employees have more time to re-
solve it.

Tuning questions and answers is hard Water utilities have datasets containing complaints and
questions asked by customers through their customer
service. These could be used to develop a chatbot.
However, customers ask different type of questions
when communicating with a chatbot than using for ex-
ample an online form. Therefore, the data is not repre-
sentative to the behaviour the chatbot will actually re-
ceive and the chatbot should be tuned based on data
actually received.

What is more important for a company is time and con-
text dependent

In water utilities, customer satisfaction is the most im-
portant aspect to consider. However, as mentioned by
Han, what is actually more important could also de-
pend on the time and state the water utility is in. For ex-
ample, if customer satisfaction is very high but the costs
are also too high, for that moment it might be more im-
portant to decrease costs and a small loss of customer
satisfaction might be acceptable.

Table 4.3: Table with important codes and a better in depth explanation based on the interviews

Finally, given the resulting themes, all sub research questions can be answered. The answer of each question
can be found below:

What are the most important aspects in customer service
When analyzing the results from the interview, it showed that all interviewees had similar aspects which are
important in customer service. First, customer satisfaction is a very important factor. It showed that espe-
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cially in the water utilities, it is very important that the customer satisfaction is high. Also, during all inter-
views it stood out that one particular aspect is very important in customer service. That is that complaints
should be resolved in one try. This means that the complaint should be resolved correctly and in time such
that it does not result in extra complaints. This means that the quality of the customer service should be high
and that the process should be efficient such that complaints can be resolved in time.

What problems do they want to solve with chatbots
In general, there are a few problems to be solved with chatbots. First, chatbots can allow the customer service
to filter out simple questions. This reduces the amount of interactions customers have to make with actual
employees, therefore reducing time employees have to spend on simple questions/complaints. It also allows
companies to to reduce time customers have to wait for interaction with the customer service as the interac-
tion will be instant.

What (aspects in customer service) do they want to improve with chatbots
With chatbots, multiple aspects can be improved. First, the availability of customer service will be improved.
As a chatbot is available 24/7, customers will be able to ask for help anytime. Even though a chatbot is lim-
ited in what it can do, it still improves the customer service as it is able to help customers at any time. As
the chatbot is also able to resolve simple complaints, employees will be able to focus better on more difficult
complaints. The quality of the service itself will therefore be improved as well. On the employee side, the ef-
ficiency will also be improved as a subset of questions/complaints can be resolved by the chatbot. However,
the chatbot could also result in additional questions as mentioned by one of the interviewees. Therefore it
should still be computed whether the customer service could still do more with the same amount of resources
if we incorporate a chatbot.

How do they want to improve their customer service with chatbots?
To improve the customer service with chatbots, chatbots are going to be used in a few different aspects. First,
chatbots can be used to answer simple repeatable questions. Often, answers to such questions can also be
found on the website itself, but customers still call customer service. However, if a chatbot first checks if it
knows how to answer the question, a lot of effort can be reduced from the customer service. Chatbots can
also be used to improve self service. A chatbot is very accessible and easy to communicate with. Therefore,
a chatbot can be used to improve self service and assist customers with tasks such as submitting watermeter
readings.

What difficulties are expected when incorporating a chatbot
There are multiple difficulties that the stakeholders expect to encounter when incorporating a chatbot in their
business. First, it takes a lot of time to implement the chatbot. There are a lot of important decisions to make,
such as which framework to use and how to implement the chatbot. After that, the chatbot behaviour should
be implemented. Implementing the behaviour takes a lot of time as it takes effort continuously to built the
chatbot and keep improving it based on current behavior. As customers ask different questions to a chatbot
than to a customer service, the chatbot behaviour should be updated based on previous conversations. Fi-
nally, interviewees mention that it should be taken into account how the chatbot deals with questions it does
not know the answer of. How are these low confidence questions being recognized and how does the chatbot
and customer service handle these questions afterwards is also something that takes a lot of effort and that
should be taken account of.

4.3. Design of the evaluation framework
Given the results of the literature search, it showed that in general there are ten important analytical dimen-
sions when evaluating RPA. These are: efficiency, availability, scalability and flexibility, costs, quality, com-
pliance, interoperability, implementation effort, employee satisfaction and customer satisfaction. However,
when specifically discussing Machine Learning models, some dimensions are not applicable as they are not
affected by the Machine Learning model, but by how it is implemented within the organization. Also, the
interviews showed that not all dimensions are applicable in the use case of the current context. This finally
resulted in the following dimensions to analyse: efficiency, costs, quality, implementation effort and cus-
tomer satisfaction. Figure 4.3 summarises how the interviews have influenced the resulting dimensions and
metrics from the literature study. In the next few subsections, the reasoning behind these dimensions will be



30 4. Formative study and design

discussed.

Figure 4.3: Set of dimensions and metrics after literature review and after interviews

4.3.1. Metrics
Based on the literature search and interviews, we determined that the following are the dimensions for the
evaluation framework:

1. Quality

2. Efficiency

3. Implementation effort

4. Costs

5. Customer satisfaction
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Dimension Description

Quality When computing the value of ML models, it is impor-
tant to know how it affects the quality. Here, it is impor-
tant to know how the quality of the tasks are affected
by the ML model. The ML model can both positively
and negatively affect the quality of the chatbot. Know-
ing the quality of the chatbot can be used to determine
the value of the chatbot as change in quality is a very
important factor.

Efficiency When discussing efficiency, one would like to evaluate
how the ML model affects the efficiency of the business
processes. Here we want to calculate whether the or-
ganization can do more with less employees or in less
time. This dimension is very important as it reflects the
improvement within business processes.

Implementation effort When incorporating a ML model within an organiza-
tion, you have to take into account how much it costs
in terms of both money and effort to implement and
maintain the model. If it takes more effort to imple-
ment and maintain the model than what you would ac-
tually gain with the chatbot in the future, it should be
considered whether it would be valuable to incorporate
the chatbot into the organization.

Costs Analysing the costs for the process we want to use the
chatbot for is very crucial. One of the main goals of us-
ing a chatbot is to reduce costs as it should automate
tasks previously done manually by employees. How-
ever, we cannot automatically assume that the chatbot
will reduce costs. Therefore, it is important to compute
how the costs will be affected by incorporating a chat-
bot.

Customer satisfaction It is important to take into account customer satisfac-
tion. When incorporating a chatbot, the flow for the
customer changes. This affects the customer satisfac-
tion. How this influences the customer satisfaction is
important to take into account. For example, with the
new system with the ML model, we could greatly im-
prove the efficiency, but if it results in not being able to
retain customers, then it might actually not be valuable
to incorporate the chatbot.

Table 4.4: Final dimensions of evaluation framework
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The figure below shows every dimension and how they are related to the final value of a chatbot.

Figure 4.4: Relation of different dimensions to the practical value

For each dimension it has to be decided how they will be computed. For that, first the actual metrics are being
determined and then the method of computing the metrics is determined.

For the quality dimension, according to the interviewees, the most important aspect is that complaints are
being resolved right the first time. Therefore, the metric to be computed is the success rate of the chatbot
meaning how many complaints the chatbot is able to process correctly.

For the efficiency dimension, there are a few different metrics to compute. First, it should be computed
what the chatbot usage is. It should be computed if people are actually using the chatbot channel instead of
other channels like phone or email. As this metric does not immediately reflect the efficiency improvement,
a different metric should also be computed which actually shows whether the company is more efficient with
the chatbot. The metric to compute this is the amount of employees required to resolve x complaints in
one day. This metric shows whether we need less employees to resolve the same amount of complaints, thus
being more efficient. To compute this metric, we should first estimate how long it takes to process all com-
plaints in one day given we have a chatbot. Then we can simply divide this duration by the amount of hours
one employee works each day (which is eight). Based on the result of this calculation, we have an estimation
of how many employees we would need to resolve all the complaints of one day.

The next dimension is implementation effort. There are many different aspects that should be taken into
account when computing the implementation effort. However, based on the interviews it showed that there
are two aspects which are most important. These are the cost to implement the chatbot and cost to main-
tain the chatbot. Both should be computed in terms of money. To compute these two costs, it needs to be
estimated how much time it costs to implement the chatbot. For the maintenance costs, we also need to
estimate how many hours we spend per time-span to maintain the chatbot.

To compute the costs, there are two metrics we need to compute. These are the total costs and Return of
Investment (ROI) metric. The total costs should be computed such that the company knows how much in
total a chatbot costs to have in their business. With this number, companies know whether their budget
would allow such an investment. To compute the total costs, both variable and constant costs have to be
taken into account. Variable costs are costs which change based on certain variables in the customer service,
such as number of complaints per day. Constant costs are costs which only have to be paid once or once
every period. However, these costs should stay the same given different amount of complaints. Example of
variable costs are the implementation cost of the initial version of the chatbot and server costs.

The total costs shows whether an investment fits within the budget of the company. However, it is also impor-
tant to know whether and in which time span the the company would have actually earned back the money
it invested. To compute this, we need to compute the ROI metric, where it is being compared how the gains
of the investment weight against the investment costs. To compute this, we must compute how much money
we save each year with the investment and how much money we have to spend each year to maintain the
chatbot.
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Finally, for the customer satisfaction, we compute how happy the customers are with the service. There
are many other approach to take, such as having large questionnaires with many different questions. These
are very useful to figure out how to improve the chatbot, however, they are not very useful when computing
the value of a chatbot. Therefore, only measuring the customer satisfaction score of customers using the
chatbot is sufficient to measure.

To conclude, this results in the following set of metrics for each of the different dimensions.

1. Quality

(a) Success rate

2. Efficiency

3. (a) Chatbot usage

(b) Amount of employees required to resolve x complaints in one day

4. Implementation effort

(a) Cost to implement

(b) Cost to maintain

5. Costs

(a) Total costs

(b) ROI

6. Customer satisfaction

(a) Customer satisfaction score

4.3.2. Computing the metrics
1. To compute the success rate of the chatbot, it must be computed how many complaints the chatbot

is able to resolve. In order to compute this metric, a set of complaints is generated which are used
to evaluate the chatbot. For each complaint, it must be labeled whether the chatbot has solved the
complaint. Based on the labels from all these complaints, we can compute the success rate.

2. Chatbot usage is a metric which is difficult to compute as you cannot beforehand compute this with-
out implementing the chatbot in the business. However, it can be estimated and predicted how many
people would use the chatbot based on pilots and an analysis of the customer base. Also, customers
could be forced by the company to use the chatbot channel (i.e. enforce to always first contact chatbot
before calling customer service).

3. To compute the amount of employees required to resolve x complaints in one day, it must first be esti-
mated for each complaint category how long it would take to resolve the complaint. For each category,
we have to estimate two durations. These are how long it would take to solve that type of complaint
with and without chatbot. When we have this information, the success rate and the amount of com-
plaints per day, we can compute how long we would have to spend to solve all complaints. Given the
hours one employee works per day, we can compute how many employees would be required.

4. Computing the cost to implement requires estimating two factors of the implementation process. First,
it must be estimated what resources are required to implement the chatbot and how much that costs.
Second, it must be estimated how much time it cost to implement the chatbot. It can then be computed
how much the chatbot would cost in terms of hiring developers.

5. To compute the cost to maintain the chatbot, it must be specified what tasks are still to be executed
when the chatbot is in production. This includes tasks such as checking the server and updating the
chatbot based on current data. For each of these tasks it must be specified what type of employee is
required, the frequency of the task and how long it would take. Finally, it can be calculated how much
it costs to hire the required employees for the tasks.
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6. Computing the total costs is important as it will show whether a chatbot would actually fit in the budget
of the company. To compute the cost, the results from the implementation effort can be aggregated.
However, other costs such as license costs or server costs should also be included in the total costs. It
should also be computed what the costs of the customer service would as a whole given the costs of
processing complaints. In order to do this, costs for processing a complaint for each type of complaint
should be specified for both a customer service with and without a chatbot.

7. Computing the ROI shows whether an investment is favourable for a company. The formula for calcu-
lating the ROI is as follows:

V alueO f Investment −CostO f Investment

CostO f Investment

The ValueOfInvestment is the amount of money being saved by the company when they invest the chat-
bot. To compute this, the results from the efficiency dimension can be used as that dimension shows
if employees can resolve more complaints with a chatbot. This result should then be used to compute
how much a company will save in terms of money given a certain time span. The CostOfInvestment
is the total costs made to incorporate the chatbot, which are the implementation costs, maintenance
costs and all other investments made for the chatbot.

8. The final metric to compute is customer satisfaction score. It is difficult to estimate the customer
satisfaction score without actually exposing the chatbot to real customers. Therefore, to compute the
customer satisfaction score, a pilot is required, where potential customers are asked to use the chatbot
with fake complaints and ask whether they would be satisfied with the result of the chatbot. Then this
is used to estimate the customer satisfaction score given the current state of chatbot.

4.3.3. Computing the final practical value

Finally, when each dimension has been analyzed, the practical value has to be determined based on the
results. However, based on literature and interviews, it showed that there is no straightforward method to
determine the practical value directly based on the results from the evaluation framework.

When determining the final practical value of the chatbot, there are two main performance indicators that
have to be compared with each other. These are the cost and customer satisfaction indicator. How every
dimension relates to these two indicators is visualized in figure 4.4. Trying to compare these two indicators
is not easy as costs and customer satisfaction are being measured in different metrics and customer satisfac-
tion is more of an intangible indicator as a change in customer satisfaction does not necessarily immediately
show its impact in the businesses.

In order to define the practical value of the chatbot, an approach similar to the Analytical Hierarchy Process
(AHP) us used. This process is used to compare different criterias in decision making [22]. In this process,
a goal and criteria and subcriteria related to this goal are specified. Then for each criteria and subcriteria,
weights are assigned and based on the values of the criteria it can be decided which option is most desirable
to achieve the goal.

In this use case of a chatbot in customer service, there are two alternatives to compare. These are a cus-
tomer service with and without chatbot. The different criteria and sub-criteria are all defined dimensions,
where costs and customer satisfaction are the main criteria and efficiency, implementation effort and quality
are sub-criteria. We used the metrics for each of these dimensions to create an AHP model. The given AHP
hierarchy model is shown below in figure 4.5:
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Figure 4.5: AHP hierarchy model of the evaluation framework

Normally, in AHP, for each of the criteria, weights should be assigned which represent the importance of each
criteria in the current context. Then based on these weights and the results of each of the criteria, a total score
can be assigned to each of the alternatives and these scores can be compared [46]. However, based on the
shape of this AHP model, all these computations with weights add unnecessary complexity to the evaluation
framework. Instead, each of the criteria should be computed and then based on the results, discussions
with the stakeholders can decide the value of incorporating the value of the chatbot in the customer service.
For this discussion, the three criteria can be used as insights. The first criteria, ROI, indicates how long it
takes until the money of the investment has been recouped. The second criteria, total costs, shows how
much money is spent for the customer service. Having this metric for both a customer service with and
without chatbot, it can be compared whether costs are actually reduced when using a chatbot in the customer
service. The final criteria, customer satisfaction score, shows how the customer satisfaction is compared with
a customer service with and without chatbot. This is important to analyze as customer satisfaction is an
important aspect in customer service and a decrease in customer satisfaction should be explainable.





5
Case Study

The final step of this research is to perform a case study. The case study has two main goals. First, the case
study is used to show whether it is feasible to execute the evaluation framework in a real world case to show
its operationalizability. Second, the case study shows that the actual result of the evaluation framework does
indeed represent the value the chatbot in the customer service. This shows that we conform to the infor-
mativeness property. Overall, the goal of this case study is to validate that the evaluation framework works
conforms to both the informativeness and operationalizability property.

This case study focuses on the customer service of water utilities in The Netherlands. A chatbot is devel-
oped to handle customer complaints received by water utilities in The Netherlands. After that, information
is being collected about the customer service of water utilities in The Netherlands. Finally, using the chatbot
and information about customer service of water utilities in The Netherlands, we conduct a case study to
validate that the evaluation framework conforms to the informativeness and operationalizability property.

5.1. Implementation of the chatbot

5.1.1. chatbot flow in the business

As described in section 2.4.1, before incorporating a chatbot in a business, we have to decide what level of
automation we want and how we want to implement the hybrid human-AI workflow. The current state-of-
the-art of chatbot shows that it is possible for a chatbot to resolve multiple tasks. As it is also possible for
chatbots to reject messages if it is not sure what to answer, we have decided to use the following workflow
show in figure 5.1.

37
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Figure 5.1: Chatbot flow in this case study

In the designed flow, it begins with a customer starting the conversation with the chatbot with a single mes-
sage. With the use of the threshold method as described in section 2.3, the chatbot determines whether it
understands the question. If the chatbot understands the message, it will answer accordingly and continue
the conversation. Otherwise, we will abort the conversation with the chatbot and redirect the customer to an
actual employee.

5.1.2. Data
Before decisions can be made about the design of the chatbot, first, the data has to be analysed and al-
tered where necessary. The available data consists of complaints collected by water utility companies in
The Netherlands either through their website or telephone. For most complaints it is described what the
complaint is and how the complaints have been resolved. Some complaints have also been classified in cat-
egories by the water utility.

When analyzing the data, there were initially three fields for each complaint which could be very useful for
the development of the chatbot. These fields are the complaint itself, the category and how it was resolved.
However, when further analyzing the data, it showed that the descriptions of how the complaint was resolved,
was most of the time a description mentioning that they called the customer and that they have resolved it.
No further explanation was given about what has been done to resolve it. Therefore, this field turned out to
be not that useful after all.

5.1.3. Implementation
To implement the chatbot for the case study, the RASA chatbot framework is used. This framework fits the
use case of this case study as it is relatively easy to implement the chatbot with RASA and it does have the
capability to implement a fully functioning chatbot. RASA has already implemented all required components
described in section 2.2. To implement the chatbot with RASA, there are in general two tasks to complete.
First, intents for chat messages must be specified. In this case, the intents will be different categories of com-
plaints. Second, stories have to be defined. Stories define how the chatbot will interact for different intents or
sequences of intents. It should be defined how the chatbot will resolve all different types of complaints.

To specify intents, there are two aspects which are important. First, intents should not be too specific as that
makes it difficult for the Machine Learning algorithm to classify the messages. Second, the intents should
be classified in such a way that each of the complaints can be solved in a similar way for every complaint
classified in an intent.

Specifying the stories is not as difficult as specifying the intents as it is straightforward how complaints should
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be resolved. For some types of complaints however, the stories might be a bit more complicated as there is
more information required to actually resolve the complaint. RASA has functionality which easily allow to
extract information from text messages.

5.2. Data collection and chatbot analysis
The first step in conducting this case study is to collect data. Data is collected using two different methods.
First, data is collected using mocked data from a water utility in The Netherlands. Second, a pilot is being
conducted to collect real-world data. The results of these two data collection methods are described below.

First, mocked data from the water utility is collected. Using a script, all data is being evaluated against the
implemented chatbot. We evaluate whether the chatbot correctly finds the intent of the message. The results
are labeled as either correct, incorrect or redirected, where redirected means that the chatbot does not know
the answer and redirects the answer to a human employee. The results from the mocked data can be found
below in figure 5.1.

Category Correct Incorrect Redirected Total

Administration assign employee 0 5 4 9
Administration change data 0 1 2 3
Administration help logging in 3 0 2 5
Administration change address 3 0 0 3
General complaint no action required 10 1 3 14
Complaint payment action required 22 0 3 25
Submit meter reading action required 17 0 1 18
Problem at home 28 3 8 39
Report general disturbance 5 2 9 16

Table 5.1: Results mock test

As what we label as a correct response from the chatbot might not be actually perceived as a correct response
by an actual customer, it is also important to conduct a pilot study. The goal of this pilot study is to receive
some actual data from potential customers. This will better reflect how a chatbot will work when actually
implemented in a business and give a better indication of its capabilities of solving a customer complaint.
The results of this pilot study can be found below. The pilot study does not have all categories from the mock
test as not all categories were useful to test during the pilot. The results from the pilot can be found below in
figure 5.2.

Category Correct Incorrect Redirected Total

Problem at home 3 1 12 16
Administration help logging in 3 0 10 13
Complaint payment action required 0 0 15 15
Submit meter reading action required 9 0 1 10
Report general disturbance 4 0 9 13
General complaint no action required 3 0 10 13
Administration change address 4 1 7 12

Table 5.2: Results pilot

5.3. Applying the evaluation framework
5.3.1. Collecting required information
In order to apply the evaluation framework, some information is required to compute all of the metrics in the
evaluation framework. The results of this information can be found in the tables below:

Costs table
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Complaint category without chatbot with chatbot

Administration assign employee 10 10
Administration change data 10 3
Administration help logging in 10 1
Administration change address 10 2
General complaint no action required 10 0
Complaint payment action required 10 10
Submit meter reading action required 8 1
Problem at home 15 5
Report general disturbance 10 3

Table 5.3: Costs in terms of minutes of different types of complaints with and without chatbot

Amount of complaints per day
Based on analysis of the complaints data set and information provided by the water utility companies, the
amount of complaints is assumed to be 800 complaints per day. The data-set showed about 290.000 com-
plaints in the whole year. Therefore, the customer service receives about 800 complaints per day.

Employee wages
Hourly wage customer service employee: 17.30 euro
Hourly wage AI engineer: 32.18 euro

Implementation time
To estimate the implementation time, we will use our own experience when implementing the chatbot for
this case study. We analysed how long it took us to implement a simple chatbot covering a few simple use
cases. We estimated that implementing a basic chatbot with only a few use cases would take about 200 hours.

Maintenance time
Maintenance of the chatbot consists of two tasks. First, the chatbot should be monitored. It should be mon-
itored that the server is up and running and that there is no suspicious behaviour. Second, during the main-
tenance, chatbot input should be analyzed to update and improve the chatbot and implement new use cases
based on frequent questions asked to the chatbot. Monitoring should be a task of the current ICT team.
Therefore, no additional costs occur. Updating the chatbot would take a small team to work on the chatbot
continuously. Given the work we had to do to implement the chatbot (analyse data, update chatbot be-
haviour) we would estimate that this team would consist of two AI engineers working 16 hours per a week.

Chatbot usage
To simplify the process of computing the costs of implementing a chatbot in a customer service of water util-
ities, it will currently be assumed that the chatbot usage is 100% meaning that each customer will first try
to contact the chatbot before using a different communication channel. In reality however, it would not be
possible to have a chatbot usage of 100%. Therefore, in the formula, it will be shown how different the total
cost can be calculated for a chatbot usage of less than 100%. Without actually providing the chatbot service
to the customers, it is not possible to make an accurate prediction of chatbot usage as it depends on a lot of
different factors (age, consumer conservatism [14]).

Customer satisfaction
8,5/10 (retrieved from a water utility from The Netherlands)
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Complaints
Number of complaints 800 per day
Wages
Customer service employees 17.30 euro per hour
AI engineer 32.18 euro per hour
Investments
Server 144 euro per year
Laptops 400 euro per year
Implementation duration
Implementation time 200 hours
Maintenance time 32 hours per week
Other
Chatbot usage 100%
Customer satisfaction 8.5

Table 5.4: Retrieved information for case study

5.3.2. Computing all metrics
Total variable costs of customer service
To compute the total costs of the customer service with a chatbot in terms of minutes, we use the following
approach. For each complaint category, we will take the amount of complaints correctly resolved, redirected
and incorrectly resolved and multiply that by the corresponding cost. Taking the sum of all complaint cate-
gories, we will get the total cost for the customer service with chatbot given the amount of complaints.

Computing total with chatbot costs in terms of minutes:∑
l

Cl ,chatbot ,cor r ∗SUCC ESSl ,succ +Cl ,chatbot ,r edi r ∗SUCC ESSl ,r edi r +Cl ,chatbot ,i ncor r ∗SUCC ESSl ,i ncor r

Computing total without chatbot costs:

Cl ,no_chatbot ∗SUCC ESSl ,tot al

1. l stands for each complaint category

2. C is a matrix containing the costs in minutes processing the complaint with and without chatbot for
each complaint category l .

3. SUCC ESS contains the results for each complaint category l . It shows for each category how many
complaints have been successfully process, redirected and unsuccessfully processed. SUCC ESSl ,tot al

shows for complaint category l , how many complaints there are in total.

4. corr = correct

5. incorr = incorrect

6. redir = redirect

7. succ = success

Using this formula, we have the following cost in terms of minutes per day:

• Without chatbot: 133.33 hours per day

• With chatbot: 107.999 hours per day

Total employee costs of the customer service
Variable costs in this context are costs that change depending on the amount of complaints received by the
customer service. In each of these computations, we expect a chatbot usage of 100%. Based on estimation, in
this case, the amount of complaints received per day will be estimated to 800 complaints per day. Based on
this estimation, the following results can be found.



42 5. Case Study

• 133.33 hours ·17.30 euro = 2,306.61 euro per day without a chatbot

• 100%·(107.99 hours·17.30 euro)+0%·(133.33 hours·17.30 euro) = 1,868.23 euro per day with a chatbot

Total other costs of the customer service
Fixed costs are costs that do not change over time. Such costs are costs for computers to develop the chatbot,
servers and eventually license costs for the chatbot. For these three costs, the following numbers have been
estimated per year.

• 2 laptops (1000 euro, 20% amortization): 400 euro/year

• Server: 144 euro per year (digitalocean.com)

• Implementation costs: 200 hours ·32.18 euro = 6,436 euro

• Maintenance costs: 52 ·32 ·32.18 = 53,547.52 euro

Total costs of the customer service
The total costs of the customer service consists of two aspects. These are the variable costs and the fixed
costs which have both been computed in the previous paragraphs. At the end, a total cost is computed for
the whole year for a customer service with and without chatbot.

• Costs without chatbot: 365 days · (133.33 hours ·17.30 euro) = 841,912.29 euro per year

• Costs with chatbot: 365 days·(107,99 hours·17.30 euro)+400+144+6436+53,547.52 = 742,430.38 euro

ROI
Given the formula of ROI:

V alueO f Investment −CostO f Investment

CostO f Investment

The following is the ROI for an investment of the chatbot

1. The value of the investment is the amount of money that is being saved based on the differences in
cost between a customer service with and without chatbot. V alueO f Investment = 841,912.285−
742,430.375 = 99,481.91 euro

2. The cost of investment is the total cost of the investment per year. These includes cost for implementa-
tion and maintenance as well as buying servers. CostO f Investment = 400+144+6,436+53,547.52 =
60,527.52 euro

99,481.91−60,527.52

60,527.52
·100 = 64.4

Therefore, with the current calculations, we have an ROI of 64.4 percent for the first year.

As the first year has an additional cost for the additional implementation, we also calculate the ROI for the
upcoming years excluding the first year.

99,481.91−54,091.52

54,091.52
·100 = 83.9

Therefore each year after the first year, we have an ROI of 83.9 percent.

Customer satisfaction
Taking the average of all complaints from the pilot, the customer satisfaction is a 5.7. Here, we also take into
account the complaints that are being redirected to employees. However, this result is a little bit biased as
the redirected participants did not get their complaint actually resolved, so the resulting customer satisfac-
tion score might be a bit lower than expected, as the participants never actually got their complaints resolved.

If we only take the complaints which have been resolved, the resulting customer satisfaction is 7.9.
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If we only look at complaints that have been redirected or not been solved, a customer satisfaction of 4.9
can be found.

When we compare that to the customer satisfaction when there is no chatbot (from figure 5.4), we can see
a slight decrease of the customer satisfaction score. However, depending on the company, the customer sat-
isfaction score can still be high enough.

Metric Result without chatbot Result with chatbot

Success rate - 28%
Chatbot usage 0% 100%
ROI - 64.4%
Total costs 841,912.285 742,430.375
Customer satisfaction score 8.5 7.9
#employees required to resolve 800 complaints 17 14
Cost to maintain 0 54,091.52
Cost to implement 0 6,436

Table 5.5: Results metrics from case study

5.4. Concluding on the practical value
Finally to conclude on the practical value, the results from all criteria should be taken into account to con-
clude on the practical value. For total costs, the costs should be compared between a customer service with
chatbot and without chatbot. For ROI, it should be analyzed whether the resulting ROI is acceptable for the
company or whether it is expected that the ROI should be higher. ROI is the most important criteria when
analysing the money aspect of the chatbot. Finally, for customer satisfaction, depending on the company and
its goals, there are two approaches to take to analyze its practical value based on the customer satisfaction.
First, it could simply be compared if the customer satisfaction improves and add value to the chatbot based
on this improvement. Second, it could be checked if the customer satisfaction is still above a certain thresh-
old. In that case, it could be concluded that the chatbot would still be valuable for the water utility company
reasoning from a customer satisfaction perspective.

For this chatbot, we see that the chatbot does have some positive impacts on the customer service of wa-
ter utility companies in The Netherlands. First, the costs are reduced and we have a positive ROI. The cus-
tomer satisfaction score decreases. However, the score is still sufficient. Therefore, we can conclude that this
chatbot does have a positive value on the water utility companies in The Netherlands.

5.5. Validating the practical value
In order to validate that this evaluation framework does actually result in a correct practical value of the chat-
bot, the following approach is conducted. Since the practical value would differ from business to business,
it is difficult to actually validate the practical value. In this approach, to validate the evaluation framework,
we derive insights from the results of the evaluation framework. Based on these insights, stakeholders them-
selves can conclude on the practical value of the chatbot from their own perspective.

Based on the results of this case study, we derived the following insights:

Insight 1: developing the chatbot takes away most of the benefits gained with chatbots
If we look at the costs of the customer service with and without a chatbot and we exclude maintenance costs,
we can see that maintenance costs uses the most money. Therefore, in order to improve the advantages of
using a chatbot, we should look at how we can optimize the maintenance costs such that these costs can be
lowered. However, we can assume that maintenance will become less intense at further stages of the chatbot
and therefore it is expected that the benefits in terms of money will improve over the course of months/years.

Insight 2: Using a chatbot will decrease the average customer satisfaction score. The score is however
still at a desirable level
Incorporating a chatbot shows that its customer satisfaction score gets decreased. While some other channels
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receive a customer satisfaction score of 8.7 and 8.5, the chatbot channel does receive a customer satisfaction
score of 8 when the complaint gets resolved. Although it is lower than some of the customer satisfaction score
of some other communication channels, the customer satisfaction score is still desirable for a customer ser-
vice

Insight 3: Incorporating this chatbot in a water utility does have financial benefits
If we purely look at the ROI of this chatbot, it shows that this chatbot does have a positive ROI given our es-
timations and calculations. This means that this chatbot would be profitable and that we would earn 64.4
percent of the investment that we made each year. For a chatbot that is still in the early stages of its develop-
ments, the ROI should increase when the success rate of the chatbot increases.

Figure 5.2: How ROI changes over different success rates of the chatbot

Insight 4: The total investment required per year is 60,527.52
Based on our calculations, it shows that this chatbot requires an investment of 136,536 euro per year. Al-
though the ROI shows that we will earn the money back, it is still important to know how much the invest-
ment cost as we should still check if we have the budget.

Insight 5: It is important to keep the chatbot usage as high as possible
In this estimation we used a chatbot usage of 100 percent, meaning that all customers will contact the chatbot
first before being redirected potentially to other better communication channels. However, a chatbot usage
of 100 percent is very optimistic as that would never be possible. A chatbot is not accessible for all customers
as for example older customers do not know how to talk to a chatbot. Therefore, the actual estimated costs
would be a bit higher if actually incorporated in a company. If we want to keep the costs of the customer
service as low as possible, we should try to keep the chatbot usage as high as possible.

When assuming that the cost linearly changes between a chatbot usage of 0 and 100, figure 5.3 shows that
we would need at least a chatbot usage of about 60 percent in order to break-even meaning that the cost of
the customer service would be the same as if we did not use a chatbot.
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Figure 5.3: How ROI changes over different chatbot usages

Insight 6: There is a strong correlation between the customer satisfaction and whether a chatbot resolved
the complaint
Based on the results, it showed that the customer satisfaction score heavily depends on the fact whether the
chatbot solves the complaint or not. Even redirecting the complaint results in a significantly lower customer
satisfaction score. While in a real customer service, the customer satisfaction score will most likely be higher
as during the pilot, the complaint would not be resolved. This difference in customer satisfaction score would
still exist in a less extreme version and it shows redirecting a complaint does have a negative effect on the
customer satisfaction.
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Discussion

This chapter discusses the approach of this research and its results. It will be discussed what the limitations of
this research are. We will discuss why these limitations existed in this research and how these shortcomings
affected the results of this research.

6.1. Summary of findings
In this research, we used the research through design methodology to design an evaluation framework to
compute the value of a chatbot in customer service. Based on the results of a formative study consisting of a
literature study and interviews, an evaluation framework is designed. This framework conforms to both the
informativeness and operationalizability property. It conforms to the informativeness property as the design
is based on the interview with stakeholders. The results from the case study show that the evaluation frame-
work provides meaningful information to stakeholders. To show that we conform to the operationalizability
property, we performed a case study. Applying the designed evaluation framework on this case study, we
showed that it is possible to apply the evaluation framework and that it is not too complex to compute the
value of a chatbot in customer service with this framework. We also showed that it is possible to predict what
the values of some metrics would be if results of other metrics would be different allowing businesses better
make choices of which metrics to improve.

6.2. Limitations
First of all, the amount of interviews conducted in this research is not very high. In many cases, conducting
five interviews is not enough for a qualitative study. However, we reasoned that if answers from all five inter-
viewees are in the same direction, then the whole solution space has been explored and more interviews is
not necessary. As for all interview questions, the answers were heading in the same direction and there were
no outliers of interviewees giving completely different answers compared to other employees, we concluded
that we discovered the whole solution space and therefore more interviews were not necessary. Conducting
more interviews however could have allowed us to get a better understanding of the context this research is
conducted in and could have resulted in better fine-tuned metrics for this specific use case. Therefore, to
what extend we conform to the informativeness property is questionable. However, based on the interviews
and literature study, we can conform to the informativeness property.

Second, the information of this use case is not very precise as it was not easy to retrieve the information
from the water utilities in The Netherlands. Therefore, some information had to be estimated based on our
own intuition and the results might not be accurate to represent the real use case. Therefore, the case study
might not actually be a real representation of the described use case. However, as we use realistic data, the
results of the case study shows that the evaluation framework applies to the operationalizability property.

Third, the results of the case study might not actually completely represent how it would look like when the
chatbot would actually be implemented in a water utility company in The Netherlands. It is difficult to actu-
ally simulate a customer using a chatbot with an actual complaint. While the results might not be accurate, it
is still a good indication of how this evaluation framework could be used in practice.

47
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6.3. Implications for research
This research is one of the first to discuss how one could compute the (practical) value of a chatbot in cus-
tomer service. Computing the practical value of Machine Learning models is still new so this research would
be a good first step in showing what approach we could take to compute the value of a chatbot or Machine
Learning algorithm in general. This research can be used and built on to design approaches to compute the
value of other ML algorithms.

Instead of only designing the evaluation framework, this research also shows how this framework could be
applied to the real-world case of water utilities of The Netherlands. It showed that the framework conformed
to both informativeness and operationalizability property. It also showed the practical possibilities of this
framework and opens up more opportunities for research to figure out what other data (visualisations) would
be useful in such a framework.

Analyzing this research, there are still a few gaps that should be resolved in future research. First, it should be
researched how we could actually perform this case study when the chatbot is not completely implemented.
The goal of computing the practical value of a Machine Learning algorithm is to check whether it would be
valuable or not for a business to implement. However, if a business has to implement the algorithm com-
pletely to apply the evaluation framework, the advantages of computing this value would be reduced as we
have already implemented the algorithm. This would be useful as we could analyze how we could improve
the algorithm to increase the practical value. Finding a way to get a good estimate of the practical value while
keeping the efforts as low as possible would be a good direction for future research.

6.4. Implications for practice or applications
This research would be able to help businesses figuring out whether they should incorporate chatbots in their
business. Currently, chatbots are already used a lot by many businesses, but some are still not useful as there
has not been a lot of thought behind the advantages of the chatbot in a specific business. Therefore, chatbots
are sometimes not very efficient for some businesses.

This research has two implications for businesses that want to incorporate a chatbot. First, businesses could
use this research to compute the practical value of their chatbot and therefore knowing what benefits a chat-
bot has to their business. Second, as sometimes, businesses implement chatbots in their business without a
lot of thought, the use of this evaluation framework would trigger such businesses to think about the value
of the chatbot. The quality of chatbots on the web should therefore improve if this evaluation framework is
used.
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Conclusion

In this research, we have designed an evaluation framework for chatbots in customer service. The main goal
of this evaluation framework is that it should conform to the informativeness and operationalizability prop-
erty, meaning that it should capture all needs, desires and values of the stakeholders and that we should be
able to apply the evaluation framework in real life.

First, if we analyze the informativeness property, we performed interviews and designed the evaluation frame-
work based on these interviews. If we then analyse the list of insights derived from a case study we performed
with the evaluated framework in the context of water utilities in The Netherlands, we see that all important
aspects derived from the interviews can be found in the derived insights from the interviews. These insights
show that the evaluation framework provides meaningful information to the stakeholders. Therefore, we can
conclude that we have conformed to the informativeness property.

Second, we have to analyze the operationalizability property. To show that this evaluation framework con-
forms to the operationalizability property, we performed a case study to show that it is possible to apply the
evaluation framework on a real life case. It shows that it is certainly possible to apply the evaluation frame-
work. A limitation in this case is that some results do not completely reflect what the results would be when
the chatbot is implemented in an actual business as some estimations had to be made (for example for the
chatbot usage). However, overall, we could say that we have conformed to the operationalizability property.

We conclude that we have designed an evaluation framework for chatbots in customer service conforming to
both the informativeness and operationalizability property.

7.1. Future work
This project shows that it is possible to design an evaluation framework for chatbots in customer service con-
forming to both the informativeness and operationalizability property. There are still some aspects that can
be improved.

First, if we analyze how we performed the case study, it showed that we had to do some estimations in or-
der to perform the evaluation. Also, we could not actually test the chatbot on actual customers who have real
problems, therefore some results might not be as accurate as it would be in real life. Future research could
take a look at this problem. It could be analyzed how we should approach this problem allowing us to get
as accurate results as possible for the evaluation framework while making sure that we can get these results
as early as possible. We do not want to implement a whole chatbot, concluding at the end that the practical
value would actually be negative. We want to be able to perform such evaluation as early as possible such
that we can improve the implementation process and/or abort the process as early as possible. Therefore,
research could be done in how we could apply such an evaluation framework in early stages of the imple-
mentation of the chatbot.

Second, this evaluation framework is designed for the very specific use case of chatbots in customer ser-
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vice of water utilities in The Netherlands. Future work should research how we could design a more general
evaluation framework which could be used in other contexts while still capturing the informativeness and
operationalizability property.

Third, we could take a better look how the results of this evaluation framework can be used to assist busi-
nesses in improving their chatbot. We already showed how an improvement of the chatbot’s success rate
would affect the ROI. It could be researched what relations between metrics should be studied and how these
relations could point businesses in how they should improve their chatbot.
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