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Abstract
Data collection by means of crowdsourcing can be costly

or produce inaccurate results. Methods have been proposed
for solving these problems. However, it remains unclear what
methods work best in scenarios with multiple similar objects
of interest present in the same image, which is important for
training computer vision with applications such as automatic
quality control in factories. We researched which parameters
are important to optimize, which methods are worth consid-
ering and what those selected methods score with regard to
the parameters cost and quality. This was done through a lit-
erature review and substantiated by an experimental crowd-
sourcing campaign that focused on the annotation of Legos
in images. It was found that the parameters to optimize were
cost, optimized by reducing the time workers spent on tasks,
and quality, optimized by improving the mean intersection
over union value of the annotations. We concluded that ma-
jority vote, rejecting workers, majority vote adjusted to be
resistant to outliers, rejecting workers with the same adjust-
ments and decomposing tasks were the most promising meth-
ods. From our experiment we concluded that a clear trade-off
exists between cost and quality. The adjusted rejecting work-
ers method, that uses worker credibility, showed to have the
highest mean quality. While the method that decomposed the
components of the task and distributed them was the cheap-
est method to use overall and also best when looking at mean
quality over cost, it was worse quality wise. These results
were similar to the expected performance of the methods.
From this we concluded that the best method for crowdsourc-
ing is dependent on the error tolerance of the computer vision
model that will be used and the budget available.

Keywords: Crowdsourcing, Image annotation, Annotation
quality, Annotation cost

1 Introduction
Crowdsourcing has been proposed as a cheap and fast solu-
tion for solving various problems in the field of data collec-
tion. One such problem in the field of data collection is the
collection of data sets for the use in machine learning appli-
cations. Annotating images, which is part of data collection,
can be costly or might produce inaccurate results. Crowd-
sourcing is the process of outsourcing small tasks to a crowd
of workers. Several platforms for crowdsourcing exist, some

of the most used are Amazon Mechanical Turk [1] and Click-
worker [2]. Crowdsourced annotations can be more accurate
than machine-generated annotations [3] but wrong or mali-
cious answers can be provided by the workers. The perfor-
mance of machine learning approaches is highly dependent
on the quality of the training data [4]. Hence methods that im-
prove the quality of crowdsourced annotations and that bring
down the costs are beneficial for the machine learning field.

Crowdsourcing poses three main problems: quality con-
trol, cost control and latency control [5]. In the case of im-
age annotation, latency control can usually be ignored. Pre-
vious research has been done into solving these main prob-
lems. Methods for improving the quality of the annotations
exist and can work by detecting bad workers and removing
them [6], using structured labelling solutions [7] for improv-
ing the final labels or by using crowdsourcing itself for break-
ing up complex tasks [8]. Moreover, methods have been pro-
posed for reducing cost by active learning [9] with only nec-
essary images getting annotated, embracing errors [10] in the
initial collecting stage and minimizing the number of work-
ers needed for majority vote [11] by simulating one of the
workers using computer vision.

In most of these papers however, the objects that get anno-
tated have completely different characteristics, or the images
only contain one object of interest to annotate. For some ap-
plications of machine learning, such as quality control, the
objects can have similar characteristics and have multiple ob-
jects in the same image. An example of this would be quality
control on a factory line. It is unclear what methods can be
used best, for improving the quality and decreasing the costs
of crowdsourcing the annotations in such scenarios.

This paper proposes what parameters should be optimized
in these multiple similar objects scenarios. Furthermore, it
will show what methods are worth considering and what
the collected methods score theoretically and experimentally
concerning the parameters. The focus will be on the prob-
lem of optimizing collecting annotations of images, with the
images having multiple similar objects in the same scene.

The methods are supported by a literature study and sub-
stantiated experimentally by applying the collected methods
on a practical case. The practical case will be the crowdsourc-
ing of annotating images, with the images being used for the
identification of multiple Legos in one image.

The remainder of the paper will be structured as described
in Figure 1. First, in section 2, the parameters and annotation
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Figure 1: Flow-diagram showing the structured approach of the paper.

form are decided. In section 3 the existing work is reviewed,
leading to the selection of the most promising methods from
the literature, that are described in section 4. The methods
are then evaluated in section 5 on the selected parameters. In
section 6 the correctness of the evaluation will be reviewed
by testing the methods on real crowdsourcing data. Section 7
describes the ethical aspect of crowdsourcing and the repro-
ducibility when using human workers. Leading to the con-
clusion in section 8.

2 Methodology
2.1 Annotation type
The annotation of the images consist of a minimum bounding
box around each object and a correct label for that object. The
tight bounding box needs to enclose the entire object of inter-
est, with only a few pixels margin, to improve the accuracy of
the machine learning algorithms using it [12].

A minimum bounding box with a label is used because it
is both the most popular method, [12] and the other widely
used method pixel segmentation, is time-consuming and ex-
pensive to employ [13]. To speed up the process of anno-
tation, an interesting method for creating the tight bounding
boxes is used [14]. This method speeds up the process of an-
notation without quality loss, which is beneficial for all meth-
ods that will be tested. The label of the annotation consists
of a string that uniquely defines that object. In this paper, a
unique identifier is used that is provided by the producer of
the blocks [15].

2.2 Parameters
The methods will be judged on relevant parameters to provide
a meaningful comparison. The parameters that are deemed
relevant are cost and quality [5]. Latency control is not rele-
vant as data sets are generally not needed instantaneous.

The parameter cost will be represented by the time spent
by the workers. This will be denoted by time T needed for
verification T (verification), drawing T (drawing) or labeling
T (labeling). Factors such as expertise needed by the workers
are considered as a part of the cost. However, those factors
stay constant throughout all considered methods and there-
fore will be ignored. Cost from the crowdsourcing platform

will also be excluded as that is dependent on the platform and
free or custom platforms could be used. Furthermore it is as-
sumed that the reward provided for the tasks does not directly
influence the quality of the annotation as theorized by previ-
ous research [16], although workers should still be enticed to
perform the task. Thus, resulting in the parameter, cost only
being dependent on the time spent by the workers.

Quality will be represented by the Intersection over Union
[14], IoU for short, for the individual annotations. This will
be measured in two ways, as mean IoU denoted as mIoU, and
with the number of image annotations that have an mIoU of
above a certain threshold. IoU is used because it not only
considers both the amount that the bounding boxes overlap,
but it also accounts for the size of the union. Therefore, a
worker who in an extreme case could give a bounding box
the size of the image, will not be awarded a high IoU score.
Even when the bounding boxes would overlap entirely.

2.3 Selection and comparison
The collecting of methods will be performed by taking state-
of-the-art methods from recent papers on crowdsourcing, that
fall under promising categories of methods considering the
desired use case. To decide what kind of methods are in-
teresting to consider the most relevant categories of methods
will be determined. This will be determined by taking the
possible range of categories from a recent survey [17] that
categorized the field of quality improvement in crowdsourc-
ing data. Subsequently, it will be decided, with the use of
exclusion criteria, what the most relevant categories are. Fur-
thermore, a baseline method will be taken to compare if the
methods that were selected perform better than the baseline.

The methods will be compared first theoretically by
analysing the methods and scoring them on the chosen param-
eters using, for example, that workers spent less time verify-
ing than drawing a box [18]. Subsequently, the performance
of the individual methods will be tested experimentally. Us-
ing the methods for annotating and improving the quality of a
batch of images, while crowdsourcing. The batches of images
are drawn without replacement from the total set of images of
Legos. The final annotations, produced by applying or using
the methods, will be compared to gold-standard test data. The
gold-standard test data will be assumed correct.



3 Relevant work
The categories considered for assuring quality were taken
from a recent survey [17] on quality control in crowdsourc-
ing. The methods can be seen in the linked survey in Table
V of the appendix reference maps. To limit the number of
methods that will be tested to a reasonable amount, methods
that are unsuitable are not tested. The following categories
are considered to be unsuitable for various reasons.

3.1 Related methods
First a few related categories will be reviewed and it will be
argumented why they are not valid for application in the de-
sired use case, whereafter the exclusion criteria will be pre-
sented that exclude multiple other categories.

Embracing errors
Quality assurance methods generally improve the quality of
annotations by reducing the number of errors. However, by
considerably speeding up the process of annotating while not
focusing solely on quality, many more annotations could be
produced for the similar costs [10]. In combination with other
methods, the quality of the annotations could be improved re-
sulting in a higher quality and lower cost data set, depending
on the speedup and quality of the original annotations.

This method seems promising to use however the papers
that focus on this subject available e.g. Krishna et al. [10] are
not compatible with the form of annotation with box annota-
tions. However, creating error embracing methods applicable
with the multi object use case would be considered an inter-
esting research topic for future studies.

Filter outputs
Instead of assigning the same task to multiple workers, the
output of a single worker or algorithm could be reviewed by
other workers through reviews from peers, the requester or
by experts. To reduce the number of workers even further the
output could instead be generated by a computer.

A state-of-the-art algorithm [18] was proposed by
Konyushkova et al. that uses the concept of filtering outputs.
The algorithm automatically decides if it is better to let the
worker draw a bounding box or validate an automatically gen-
erated bounding box. The algorithm reduces the number of
bounding boxes that will be drawn by the workers manually,
which lowers the total costs.

The performance of the method was only tested theoreti-
cally in the paper. The groundtruth was used to simulate a
worker drawing and verifying the bounding boxes. Mean-
ing that the assumption was made that all workers provide a
100 percent correct action, which is far from the truth. The
method also provides no verification of the workers drawing
or validation, therefore this method will not be used.

Aggregate outputs
A popular method for improving the quality of crowdsourced
annotations is by assigning all tasks to multiple workers and
then merging the answers. The baseline approach for this
is by using majority vote [19], however other methods have
proven to be more successful in certain situations [20].

Branson et al. provides a method [11] that works on the
concept that when two workers agree on the same pixel loca-
tions for the bounding box, then the chance that it is a coin-
cidence is small. Instead of letting workers agree with each
other, the method works by also letting workers agree with
a trained computer vision model. Therefore the number of
workers for each task is reduced.

The method however has a weakness, by using a com-
puter vision model to train itself bias is introduced [21]. The
method can be seen as a semi-supervised self-training model
as only images that get drawn by the workers are labeled
and the model generates bounding boxes itself for each task.
When workers propose bounding boxes with an common mis-
take, the model will also start proposing bounding boxes with
the same mistake, and will only agree with annotations of
workers that make the same mistake. Therefore this method
will be excluded.

3.2 Exclusion criteria

Several categories of methods will not be used for varying
reasons. Primarily because of the use of multiple labels and
bounding boxes per image, several labels could be slightly or
entirely misplaced on the image. Therefore annotations can
be partially wrong instead of binary. Methods, such as asking
binary questions [22], can therefore not be used or would per-
form inadequately. Methods that focus or depend on the use
of relational data [23] e.g. when a label with ”sky” is present
a label ”bird” is often also present will not be considered as
this relation cannot be assumed with the desired applications.
Furthermore, methods that focus solely or depend on discrep-
ancies between the content [24, 25] of ”free labels” given by
the workers and conflict resolution [26] for this are also not
considered . Concrete identifiers are given for the objects thus
no bias or subjective naming of objects can occur.

Jobs will be assumed to be instantly available and workers
will be assumed to be able to take breaks themself, therefore
methods for reserving workers [27] and introducing breaks
[28] will not be considered. Task control order and inter-
task coordination [29] are also not needed as tasks do not de-
pend on each other for results. Furthermore splitting batches
up [30] and flooding the tasks list with small batches is not
seen as sustainable and beneficial and therefore will not be
considered as a viable category of methods. Methods that use
the amount of payment per task or use a dynamic reward [31]
will not get considered, as financial benefits do not give cer-
tainty for higher quality annotations [16]. Social transparency
and sharing of the purpose [32] could be used to create more
trust between the workers and the requester. However, this
can not be assumed when a crowdsourcing campaign is an
one-time event and not all assumed applications have a great
social purpose that will lead to better results.

Recommending or promoting tasks [33], situated crowd-
sourcing and recruiting teams [34], priming and teaching
workers [35], gamification [36], assigning better workers to
harder tasks [27], providing feedback [37] and filtering work-
ers based on factors like age, profession or motivation [38]
will be assumed out of scope, even though they could provide
added benefit in some cases.



4 Methods
By taking into account the exclusion criteria and combining
the categories lower complexity, separate duties, iterative im-
provement and cleansing data into the decomposing tasks cat-
egory, the following categories are considered:

Reject workers
The financial incentive of completing a task leads some work-
ers to spam answers or to collude with other workers [39].
Although collusion in this case is not beneficial for workers,
as copying the tasks takes as long as completing them and
bots are automatically detected by most platforms. Detect-
ing bad workers or spammers and then rejecting them could
be beneficial for the quality of the annotated data set. Some
methods use the duration the worker spends on the task to de-
tect spammers but that can provide false positives. Addition-
ally, spammers have been reported cooking the timer [40], by
opening the task and letting it sit for awhile, preventing such
methods from being effective.

A method that avoids these problems [41] uses a form of
majority vote to assign metrics to the workers involved. The
metrics that are assigned such as credibility of the worker de-
cide what weights get assigned to their answers. Malicious
workers get detected and their answer can be excluded com-
pletely. Therefore workers that provide bad or completely
arbitrary answers will not be given the same weight in the
voting process, thus resulting in higher quality annotations.
The penalty of answering a question wrong, is decided by the
certainty that the answer that is voted for is correct. Thus get-
ting a hard question wrong will not be as punishing as getting
an easy one wrong. However as the bounding box annotation
style can have numerous answers, this will usually lead to ev-
ery answer being only voted correct by the worker proposing
it. Therefore the certainty of the answer’s correctness is cal-
culated by the mIoU of the worker boxes in regard to the final
weighted majority voted box. To check if the workers pro-
posed bounding box in the end is correct, the IoU with regard
to the final box will be used. When the IoU is above a certain
threshold it is considered correct.

Reject workers plus
The rejecting workers method does not take into account what
the location of the current worker their bounding box is in
relation to the other workers their boxes. Therefore instead of
only relying on the credit of the worker for calculating their
weights in the majority vote, the similarity of the worker their
box in respect to the other answers will be used. This adds
the certainty of a workers proposed box being right before
the weighted majority vote. Hence adding resilience against
outlier answers while retaining all advantages of the regular
rejecting workers method.

Decompose tasks
By decomposing tasks, multiple workers are involved in a sin-
gle task. Bad annotations could therefore be detected by other
workers instead of by algorithms. The method can be applied,
without any added costs, in tasks that can be split into parts
when the new tasks take as long as a single worker doing
the original task. This reduces the complexity of the tasks,

which decreases the chance that workers make errors. Multi-
ple frameworks exist for task decomposition [42]. However,
as the annotation in the use case considered can only be real-
istically divided into two parts, the drawing of the bounding
box and the labelling of the box, a framework would add un-
necessary complexity.

To prevent that unnecessary complexity, an approach [43]
will be used that first lets a worker draw the bounding boxes
and subsequently a different worker will label the boxes.
Through the use of clicking on the theoretical centre of the
bounding box with the label selected. This method, that is
commonly used for the supervision of training object detec-
tors, can also be used for the supervision of workers. The
worker clicks on the theoretical centre of the bounding box
without seeing the proposed box. Through measuring the dis-
tance between the click and of the proposed bounding box
centre the likely-hood of correctness of the bounding box and
click is gained. This information will be used to improve the
quality of the final bounding box data without any added cost.

Majority vote
The most used [44], and therefore baseline approach, for im-
proving quality in crowdsourcing is majority vote. Multiple
workers their answers are aggregated with the same weight,
to improve the quality of the resulting data set. However this
method is more difficult to apply in a case with many similar
answers that are all correct. Therefore in the case of bounding
boxes, the bounding boxes will be reconciled into one average
bounding box [13].

Majority vote plus
The naive implementation of the baseline method majority
vote contains the weakness that outliers have a big impact
on the accuracy of the final bounding box location and size.
Therefore an improved method of majority vote is proposed
that is more resilient against outliers. Boxes that have a
summed IoU value of zero in respect to the boxes submitted
by other workers will not be taken into account when recon-
ciling the bounding boxes into one average box. Preventing
outliers from having an impact on the IoU value of the final
weighted bounding box.

5 Method evaluation
First the quality of the selected methods will be estimated by
looking at which techniques for improving quality are used
by the methods. Then the cost will be estimated by looking at
how the methods work and what the minimum and maximum
time is that workers can spend on one assignment.

5.1 Quality estimation
Because of the lack of ground truth bounding boxes with la-
bels an assumption [4] is made that the average IoU is above
0.5 for the workers. That is, we assume that more than half of
the workers in the batch provide a correct annotation. A cor-
rect annotation exists of a bounding box with an IoU value of
0.5 or higher [11, 43]. From this assumption we can derive
that while using a form of majority vote, in more than half of
the cases there are more workers giving correct answers than
wrong answers.



Rejecting workers removes workers that have given a ratio
of bad annotations above a certain threshold deemed mali-
cious. Furthermore, it assigns worse credit to workers that
give bad annotations. Because the weighted majority vote
used by the rejecting workers method uses the worker credit
as weights, inaccurate workers their annotations are assigned
less weight than good workers. Therefore the resulting an-
notation quality should improve. Because the method also
uses majority vote, it has the same problem as the baseline
method, where outliers can severely influence the final result.
Thus during the crowdsourcing the model will perform worse
when numerous outliers are present. When spammers com-
plete large amounts of tasks the method will perform better in
relation to most other methods.

Rejecting workers plus works the same as the regular re-
jecting workers method however it mitigates the problem that
outliers severely influence the final result. Thus it will excel
in the same cases as the regular rejecting workers method.
However it will perform better when outlier bounding boxes
are present in the data.

Decomposing tasks achieves by decomposing the task, that
the location of the drawn bounding box is verified by the
worker labelling the boxes. Thus in case that the drawing and
labelling worker both do not choose the same wrong location
to use, the task can be repeated and improved. This is how-
ever only true for the bounding box, the label is not verified
by another worker. Thus this method might perform poorly
when the workers that label the images assign the wrong la-
bels. Furthermore the performance of this method is depen-
dent on the uncertainty that the distance between the centre
click and the centre of the bounding box is related to the qual-
ity of the annotation.

Majority vote depends on the assumption that more than
half of the workers provide the same correct answer. In
the case with bounding boxes, this is however somewhat
more difficult because many answers, with different bound-
ing boxes, could be seen as correct. A naive approach for
combining the provided answers into what the majority chose
is through taking the mean of all provided bounding box an-
swers. However this method is susceptible to outlier bound-
ing boxes. Thus if in the real crowdsourcing campaign many
outliers are present naı̈ve majority vote will perform poorly.

Majority vote plus achieves through not taking bounding
boxes into account, that have an IoU value of zero with all
similar bounding boxes submitted by the other workers, that it
is less susceptible for outliers. It also uses the same technique
that taking the average of multiple samples differs less [45],
also colloquially known as the wisdom of the crowd. Result-
ing in the expectation that majority vote plus will perform
better than the regular version, because of outlier protection.

In summary, it is expected that methods using more tech-
niques for improving the quality of the annotations perform
better than methods that only use a subset of those techniques.
In Table 1 an example of this is that majority vote plus is ex-
pected to perform better than the regular majority vote be-
cause the improved version uses the same technique of using
averages and has 2 more techniques for improving quality. In
section 6 it is tested if these hypotheses hold in practise.

Resilient
against
outliers

Rejects
bad ann-
otations

Removes
bad
workers

Uses
average

Rejecting
workers No No Yes Yes

Rejecting
workers plus Yes Yes Yes Yes

Decompos-
ing tasks Yes* Yes* No No

Majority
vote No No No Yes

Majority
vote plus Yes Yes No Yes

Table 1: Techniques used by the selected methods for improving
quality. A method such as Rejecting workers plus uses far more
techniques for improving the quality in comparison to majority vote.
*Only bounding boxes, not labels.

5.2 Cost estimation
The cost of the methods is decided by the time T workers
need for verification T (verification), drawing T (drawing) and
labelling T (labelling). The term ”single task” will express
the drawing and labelling of one bounding box. The cost for
a single task performed by a method is denoted by C(method)
and is the cost per time unit for the workers multiplied with
the time the method takes.

Majority vote and majority vote plus both make, similar
to the rejecting workers method, use of n workers that per-
form the same drawing and labelling task. However, the
amount of workers that perform these tasks is always the
same, namely n. Thus the time for every task with the base-
line and the majority vote plus approach is T (MajorityVote)
= n ∗ (T (drawing) + T (labelling)) with n = maxWorkers.

Rejecting workers and rejecting workers plus make use
of n workers that perform the same drawing and labelling
task. The value of n is larger than or equal to two since at
least two workers are needed for calculating the certainty.
The maximal amount of workers for a single task is de-
pendent on the maximal amount of workers allowed and
how quickly the minimal certainty is reached for each task.
The worst-case amount of workers is only dependent on the
maximal amount of workers allowed. Therefore the time
needed for a single task with the rejecting workers meth-
ods is T (RejectWorkers) = n ∗ (T (drawing) + T (labelling))
with 2 ≤ n ≤ maxWorkers. From these formulas and
equal maxWorkers it can be concluded that the cost of re-
ject workers C(RejectWorkers) is smaller than or equal to the
cost of majority vote C(MajorityVote) and majority vote plus
C(MajorityVotePlus). Thus rejecting workers cost the same
or less than, the baseline method, majority vote

The decomposing tasks method uses one worker for
drawing and one for labelling. When a labelling keypoint is
placed a certain distance away from the bounding box drawn
by another worker both tasks need to be redone. Since it is
uncertain if the labelling or drawing is done incorrectly. This



can be repeated till the maximal allowed amount of repeats n
is reached. With n is equal to or larger than one. Resulting
in the time needed for a single task with the decomposing
tasks method is T (DecomposingTasks) = n ∗ (T (drawing)
+ T (labelling)) with 1 ≤ n ≤ maxRepeats. The amount of
repeats is dependent on the workers quality and the distance
that is chosen for having to repeat the tasks. However when
maxRepeats is chosen equal to maxWorkers than with similar
reasoning to the rejecting workers method can be derived
that decomposing tasks cost less than or equal to the baseline
and improved baseline method.

Figure 2: Interface the workers use while annotating images for ma-
jority vote, majority vote plus, reject workers and reject workers
plus. The block the worker currently has to annotate can be seen
on the left, which is one of the needed features Amazon Mechanical
Turk allows.

6 Experimental Setup and Results
First the setup of the experiment will be discussed. Where-
after the experiment will show what the selected methods
score experimentally concerning quality and cost.

6.1 Crowdsourcing setup
The number of and which blocks are present in each image
is known [46]. Workers will be asked to only provide an-
notations for the blocks that are present. The workers are
shown the image of the block they have to label automati-
cally through the use of querying the Lego database with the
block ID, hence no knowledge of block ID’s is needed by the
workers. Only submissions that contain the correct number
of occurrences of the labels are allowed to be submitted.

Amazon Mechanical Turk was chosen as the platform to
use. It contains all features needed for running the crowd-
sourcing experiment, in Figure 2 some of the functions can
be seen. Additionally it allows for annotating images by
non-workers therefore enabling the manual annotation of the
ground truth boxes on the same platform. It is, besides the
functionality, also the most used platform and therefore the
industry standard for crowdsourcing experiments [47].

The images were collected by photographing sets of Lego
bricks that were generated by a computer to be completely
random [46]. This resulted in a set of images that had a
roughly even distribution of 1 to 13 bricks per image. A to-
tal of around 3000 images will be annotated, by 5 methods

in total. Four methods, namely reject workers, reject work-
ers plus, majority vote, majority vote plus will be used on the
same data. Resulting in a 2 way split of about 1500 unique
images each, drawn from the images with random sampling
without replacement. An example of one of the images can
be seen in Figure 2, although zoomed in. The data set is split
up into 2 separate parts to maximize the number of images
annotated at the end, without adding costs.

The gold standard annotations consist of 750 images sam-
pled without replacement wherefrom each of the 2 data sets
375 images are present. The set will serve as ground truth
for testing the correctness of the methods. The golden data
set was annotated by an in-house team, that used a similar
interface as the workers, in the Amazon Mechanical Turk’s
development sandbox.

To prevent workers, that submitted answers in the drawing
part of the task decomposition method, to validate their own
drawing in the second part of the method a qualification was
awarded to the workers that participated in the drawing part.
Having this qualification prevented workers from being al-
lowed to work on the validation part of the method, resulting
in that workers could not validate their own drawing.

The parameters for reject workers and reject workers
plus were chosen as follows: minimal submission for being
considered malicious 15, minimal maliciousness threshold
0.8, minimal IoU of the box for being considered correct
0.6 and 0.9 as the minimal threshold for certainty. These
parameters were chosen as they result in the highest IoU
in a test set. The minimal amount of submissions is in the
form of boxes, which is around 3 images. The number of
workers that perform the same task is 3 as this is the lowest
odd amount of workers that can be used. All other methods
use the same maximum of 3 workers, therefore keeping the
total cost low.

Figure 3: Distance between bounding box centre and label point
compared to IoU of the resulting box in decomposing tasks method.
Showing that no relation exists between the quality of the annotation
and the distance from the box centre to the label point.



Even though the decomposing tasks method has a met-
ric that could denote the accuracy of the annotation, namely
the distance between the centre of the bounding box drawn
by one worker and the location of a label placed by another
worker, submissions with large distances are not repeated. As
it can be seen in Figure 3, no apparent relation between the
quality of the final box and the distance between click and
box exists. Therefore trying to improve the quality would
only increase the cost without added quality benefits, as can
be seen in the heat map. Rather only assignments with an
click outside the box were repeated because the drawn boxes
need to be labelled. When an image is not correctly labeled
after 3 tries it is discarded and only taken into account for the
cost, not the final quality.

A large number of boxes in the left lower half of the heat
map Figure 3 can be explained by the fact that boxes get as-
signed an IoU of zero when they do not intersect with the
corresponding ground truth. However, the part of the image
that does not contain the ground truth box is generally several
times larger than the part of the image that does. All boxes
that are in that part of the image that does not intersect get
clustered in the zero IoU bins, explaining the high number of
instances in those bins.

Figure 4: Ratio of images with an IoU above thresholds. All tested
methods perform better overall than the baseline method majority
vote.

6.2 Results crowdsourcing
The quality of the images produced by decomposing tasks is
on average better than the baseline method. However from
the results of the crowdsourcing in Figure 4, it can be ob-
served that decomposing tasks has a lower amount of images
with mIoU of above a half, thus that is considered correct by
our threshold, than the other methods. Furthermore, in Figure
4 it is visible that most images rarely end up with a mean IoU
of near zero as in most cases at least one box in the image
is correctly annotated, yet in the case of decomposing tasks
this does happen. This is partly caused by the fact that the de-
composing tasks method offers no protection against wrong
labelling, thus workers who label all boxes wrong in an im-
age can easily cause an IoU near-zero. The other methods

Figure 5: Mean IoU per image for n bricks. A slight decline in
quality can be observed for larger numbers of blocks in an image.

also have the advantage of averaging multiple workers, the
chance that all 3 workers have near-zero annotation is small,
therefore the average being also near zero is also small. Nev-
ertheless, decomposing tasks is the cheapest method used, it
costs almost the same as an annotation without quality im-
provement. Therefore, the mean correct image per dollar is
higher for decomposing tasks than for all other methods, as
visible in Table 2. This means that decomposing tasks can be
used when cheap annotations are needed that do not need to
be correct all the time, or that it could be used in combination
with other quality improvement methods. The method re-
sulted in 3 images not being used as after the maximal amount
of repeats they still were not labelled correctly.

From Table 2 it can be seen that majority vote plus, the
improved baseline method, has the highest amount of correct
images. Although together with the regular majority vote is
also the most expensive, and the cost is fixed to the number of
workers thus lowering the cost by changing certainty thresh-
olds is not possible. Additionally because the method uses
averaging the answers it has also fewer answers on the high
end of the quality spectrum, as visible in Figure 4, and the
mIoU is lower than the rejecting workers plus method. Fur-
thermore, when only one block is present in the image, the
higher mIoU than other majority vote containing methods is
not obvious. In the case of one block, all methods that rely
on a form of averaging workers submissions perform approx-
imately the same, which implies that when only one block
needs to be annotated, less outliers are present. Reinstating
that images with multiple objects in an image are a different
problem than with a single object.

Rejecting workers scores above the baseline method hence
demonstrating that taking into account the workers past per-
formance has a positive effect on the subsequent aggregating
of bounding boxes. However, it still falls behind on majority
vote plus which could be because of the susceptibility to out-
liers, a problem of which majority vote suffers too. The im-
proved method for rejecting workers, rejecting workers plus,
achieves the highest mean IoU but a lower number of cor-
rect images, but does this with a lower cost. The cost of



Decomposing
tasks

Rejecting
workers

Rejecting
workers plus

Majority
vote

Majority
vote plus

Mean IoU 0.673 0.709 0.741 0.620 0.729
Mean ratio correct image(mIoU >0.5) 0.845 0.903 0.929 0.738 0.935
Mean cost per image $0.12 $0.25 $0.25 $0.30 $0.30
Mean IoU per dollar 5.829 2.840 2.924 2.066 2.431
Mean correct image per dollar 7.320 3.619 3.667 2.461 3.115

Table 2: Relation between cost and quality of the selected methods. Majority vote plus can be seen as having the highest ratio of correct
images and rejecting workers plus has the highest mean IoU. However, these methods are expensive to use, therefore decomposing tasks with
the lowest cost per annotation has also the highest mean correct image per dollar. Numbers are rounded to 3 decimals.

both rejecting workers methods could be lowered by chang-
ing the correctness threshold, but this would also result in
worse quality.

From Figure 5 it can be concluded that causation exists be-
tween the quality of the annotations and the number of blocks
in the image. With more blocks in one picture the visual com-
plexity and the number of blocks that could be mistaken for
each other grow, thus it is uncertain if these same results hold
for large amounts of bricks in images.

7 Responsible Research
Workers were paid $0.05 for labelling all the boxes in an im-
age and also paid $0.05 for drawing the boxes around all Lego
bricks in the image. The total reward a worker receives for an
hour of annotating would unquestionably be below the mini-
mum wage standard of most countries. This could be consid-
ered an unfair reward [48]. However because it is unknown if
workers perform these tasks as a main form of income and it
is unknown where most of the workers reside [49]. It is hard
to calculate a fair reward while also being able to perform
research with large data sets.

All resources such as code, image sets, crowdsourcing in-
terfaces and data sets are available on GitLab [50]. Further-
more, the crowdsourcing campaign execution is described in
detail in the paper. Additionally, the code for generating all
figures and Table 2 is available, on the same GitLab, therefore
enabling reproducing this research.

A large data set was created to mitigate the effect a sin-
gle worker has on the final results. However, because of the
unreliability of using humans, negligible differences in the
performance of the methods could be obtained when trying
to recreate the crowdsourced data.

8 Conclusions and Future Work
We have shown that in creating bounding box annotations for
multiple objects in a single image it is best to minimize the
cost by reducing the overall time spent by workers and to im-
prove the quality by maximising the intersection over union
value of the annotations. Additionally, we selected through
the use of exclusion criteria the most promising methods that
applied to the use case of multiple Legos. We looked at the
theoretical cost and to what mechanisms the selected meth-
ods use for optimising the crowdsourcing. After by means of

a crowdsourcing campaign the performance of the methods
on images of Legos was tested.

We conclude from the data provided by the crowdsourcing
campaign that decomposing tasks is the cheapest method for
attaining correct images, and performs better than the base-
line. However, it also produces a larger number of low-quality
annotations compared to the other methods.

Rather a method such as the majority vote plus or reject
workers plus could be used when higher mean quality an-
notations are required, with reject workers plus producing
cheaper annotations than majority vote plus with an insignif-
icant lower amount of correct images. These results are in
line with the predictions made while reviewing the methods
underlying mechanisms.

The unimproved methods majority vote and reject workers
can be concluded to neither provide high-quality annotations
nor provide low-cost annotations.

Future research is needed to determine if similar results
hold under circumstances where more than a maximum of 3
workers are used. Moreover research should be conducted
to find out if these conclusion are still relevant when large
amount of blocks are in the image, with large amounts defined
as 100 blocks or more.
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Mauroux, “Deadline-aware fair scheduling for multi-
tenant crowd-powered systems,” Trans. Soc. Comput.,
vol. 2, Feb. 2019.

[31] A. Finnerty, P. Kucherbaev, S. Tranquillini, and G. Con-
vertino, “Keep it simple: Reward and task design in
crowdsourcing,” in Proceedings of the Biannual Con-
ference of the Italian Chapter of SIGCHI, CHItaly ’13,
(New York, NY, USA), Association for Computing Ma-
chinery, 2013.
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