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a b s t r a c t

The dissolution of bubbles confined in porous media is relevant to applications such as 

carbon sequestration and soil remediation. Recent numerical work indicates that a rich 

variety of collective dissolution behaviors can be obtained depending on the initial solute 

concentration, the size distribution of bubbles and the structure of the porous network. 

However, there is only sparse experimental evidence that supports these findings. Here, 

we present an experimental study that uses optical microscopy to track the dissolution of 

CO2 bubbles in a two-dimensional porous network etched on a microfluidic chip filled 

with CO2–saturated water. We consider two distinct level of initial liquid supersaturation 

for situations involving a single isolated bubble and small bubble clusters, and observe 

dissolution, growth or a combination of these processes. A pore-network model is used to 

complement the experimental observations with information on local concentration de

velopment. The model captures qualitatively the evolution of the bubble size in each case 

tested experimentally and enables shedding light on the interplay between the inter- and 

intra-pore diffusive fluxes in driving the dissolution process.

© 2023 The Author(s). Published by Elsevier Ltd on behalf of Institution of Chemical 

Engineers. This is an open access article under the CC BY license (http://creative

commons.org/licenses/by/4.0/).

1. Introduction

The growth and dissolution of bubbles are important phy
sical processes that occur in porous media. Relevant pro
cesses include the trapping of bubbles during subsurface 
storage of carbon dioxide (CO2) (Alcalde et al., 2018; Macminn 
et al., 2010), soil remediation using microbubbles (Agarwal 
et al. (2016)) and the production of hydrocarbon reservoirs 
below their bubble point pressure (Gao et al. (2021)). For these 
applications, it is vital to resolve the fundamental 

mechanisms driving the dissolution of bubbles as a result of 
their interaction with the liquid phase.

The growth or dissolution of a gas bubble in a liquid re
sults from a disequilibrium between the two phases, causing 
solute exchange between them (Ward et al., 1982; Makkonen 
and Vehmas, 2020; Epstein and Plesset, 1950). The diffusive 
flux through the curved gas-liquid interface is driven by the 
difference between the solute concentration in the liquid and 
its concentration at the interface. The latter is proportional 
to the Laplace pressure, which defines the difference 
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between the pressure in the bubble and the pressure in the 
liquid (Epstein and Plesset, 1950; Duncan and Needham, 
2004). The Laplace pressure is caused by surface tension, and 
for a spherical bubble, it is inversely proportional to its ra
dius. A system containing bubbles of different sizes dis
persed in a continuous liquid phase is thus characterized by 
multiple local surface concentrations (Ward et al. (1982)). To 
reach thermodynamic stability, this multi-bubble system 
must evolve to a configuration characterised by either an 
individual bubble or by multiple bubbles with equivalent 
curvature. Because the Laplace pressure drives by and large 
this transition, Ostwald ripening occurs, whereby larger 
bubbles grow at the expense of the smaller bubbles (Ostwald, 
1897; Schmelzer and Schweitzer, 1987; Lifshitz and Slyozov, 
1961). Yet, within such multi-bubble system, the evolution of 
individual bubbles is a complex process controlled by the 
interplay between the local solute transport through the gas/ 
liquid interface and within the liquid. For instance, it has 
been shown through experimental and modelling work that 
the diffusive shielding caused by neighboring bubbles can 
delay and arrest the dissolution or growth of a densely po
pulated bubble lattice (Weijs et al., 2012; Vega-Martínez et al., 
2020; Laghezza et al., 2016; Michelin et al., 2018). As such, the 
dynamics of the growth/dissolution process depend strongly 
on the size of the bubble lattice (Weijs et al., 2012; Michelin 
et al., 2018), its spatial distribution (Weijs et al., 2012; 
Michelin et al., 2018), and the initial solute distribution in the 
liquid (Peñas-López et al., 2016; Soto et al., 2019).

In porous media, the local arrangement of pore throats 
and pore bodies complicates the process described above in 
at least two ways. First, the morphology of the pore space 
constrains the physical growth of the bubble, which can ex
pand beyond the limits of the pore body into the adjacent 
pore throats (Chalendar et al., 2018; Xu et al., 2017; Li et al., 
2020; Mehmani and Xu, 2022). Under these conditions, the 
controlling Laplace pressure is determined by the local in
terface curvature within the (small) pore throats, rather than 
by the size of the bubble itself. Situations can thus arise 
where smaller bubbles grow at the expense of larger bubbles 
(Chalendar et al., 2018; Xu et al., 2017) – opposite to the 
phenomenon of Ostwald ripening described above. Second, 
the tortuosity of the pore space limits diffusive mass trans
port relative to diffusion in bulk liquid (Weissberg (1963)). As 
a result, a multi-bubble system confined in porous media 
experiences enhanced diffusive shielding, whereby in
dividual bubbles may undergo periods of growth and dis
solution alternately (Joewondo et al. (2022)). However, 
experimental evidence of this effect has so far been lacking.

To address this knowledge gap, we present here experi
mental observations of the dissolution of individual CO2 

bubbles and small bubble clusters (2–4 bubbles) in a regular 
pore-network filled with CO2–saturated water. In doing so, 
we consider similar systems reported in recent pore-scale 
modelling studies (Chalendar et al., 2018; Singh et al., 2022) 
and investigate the effects of initial supersaturation in the 
liquid phase and of initial bubble size. By comparing ob
servations on bubble clusters with their individual counter
parts, we provide experimental evidence on the effects of 
diffusive transport and local concentration development in 
driving dissolution, growth or a combination of these pro
cesses. To further support the experimental observations 
and to shed light on the underlying diffusive fluxes, we carry 
out a comparison with predictions obtained upon application 
of a pore-network model.

2. Theory

2.1. Saturation concentration

Given a planar gas-liquid interface, Henry’s Law describes 
the solute concentration, Cs

0, of a liquid that is thermo
dynamically at equilibrium with the partial pressure of the 
gas phase at pressure P0:

=C k T MP( )s
0

H
0 (1) 

where kH is the Henry’s constant and M is the molecular 
weight of the solute. The temperature dependence of the 
Henry’s constant is described by the van’t Hoff equation:

=k T k B
T T

( ) * exp
1 1

*
H H

(2) 

where k *H is the Henry’s constant at the reference tem
perature T * = 298.15 K, and B is the constant for each gas 
species. For CO2, k *H and B are taken to be 3.3 × 10−4 mol ⋅ m−3 

⋅ Pa−1 and 2400 K (Sander (2015)).

2.2. Equilibrium considerations

The equilibrium condition of a single-component bubble in a 
liquid is described by the chemical potential of the solute in 
the liquid, μd, and the chemical potential of the the bubble, μb 

(Ward et al., 1982; Makkonen and Vehmas, 2020). The former 
is defined as follows:

µ µ= + R T C Cln ( )d 0
g

0
s
0 (3) 

where C0 is the solute concentration in the liquid, μ0 is the 
chemical potential of the pure solute and Rg is the universal 
gas constant (8.314 J ⋅ mol−1 ⋅ K−1). The ratio of the solute 
concentration relative to the saturation concentration is re
ferred to as the liquid saturation, =f C C0

s
0. The chemical 

potential of the bubble is defined as follows:

µ µ= + +R T P R Pln(( 2 ) )b 0
g

0 0 (4) 

where γ is the surface tension, R is the radius of the bubble 
and 2γ∕R is the Laplace pressure. At thermodynamic equili
brium, μb = μd, yielding a relationship between the equili
brium liquid saturation feq and the equilibrium bubble 
radius, Req:

= +f
R

P
1

2
eq

eq

0 (5) 

3. Experimental methodology

3.1. Experimental setup

Optical microscopy was used to monitor the dissolution of 
CO2 bubbles in water within a transparent glass microfluidic 
chip. The 10 × 20 mm borosilicate glass chip was custom- 
designed to have a regular and uniform pore-network pat
tern (Micronit BV, Enschede, The Netherlands). The engraved 
pattern consists of 1313 cylindrical pore bodies of 148.5 μm 
radius and 20 μm height. Each pore body is connected to four 
neighbors by rectangular prisms (throats) with the following 
dimensions: 45 μm (width), 20 μm (height), 99 μm (length). 
The micromodel porosity and pore volume (PV) are 0.44 and 
2 × 10−9 m3, respectively.

The schematic of the full experimental setup is shown in 
Fig. 1a. CO2 gas with 99.8 % purity (BOC Ltd., Woking, United 
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Kingdom) was connected to the chip via a pressure controller 
(MFCS-EZ, Fluigent, Le Kremlin-Bicêtre, France). DI Water 
(18.2 MΩ cm) from Milli-Q purifying system was injected into 
the chip using a Teledyne 100D ISCO syringe pump via 1/16" 
OD ETFE tubing. A PEEK pre-column filter (2 μm) was fitted 
upstream of the microfluidic chip to prevent contamination. 
Two-way PEEK valves (P-732, IDEX Corp., Illinois, United 
States) mounted upstream and downstream of the micro
fluidic chip were used to isolate the system during the dis
solution experiments. A type K thermocouple tip connected 
to a data-logger (TC-08, Pico Technology Ltd., United 
Kingdom) was placed on the top glass of the microfluidic chip 
to monitor the experimental temperature. Only experiments 
with a deviation ≤ 0.4 K in the measured experimental tem
perature were considered.

The inverted optical microscope Zeiss Axio Observer A 
0.1 m (Carl Zeiss AG, Oberkochen, Germany) was used in 
combination with a programmable stage (MAC 6000, Ludl 
Electronic Products, Ltd., New York, United States), a CMOS 
(DCC1545M, Thorlabs, New Jersey, United States) camera, 
and a 5 × objective lens to capture monochrome images of  

the microfluidic chip with the size of 1280 × 1024 pixels ( ≈ 5 % 
pattern area containing 21  ±  3 pore bodies per image tile) 
resulting in the resolution of 1.62 μm/px. Fig. 1c shows an 
exemplary image of one section of the microfluidic chip filled 
with water and containing four CO2 bubbles. Fig. 1b shows 
the expected side-view of one bubble resting in one cylind
rical pore body. The effective radius of curvature of each 
bubble is estimated as = +R R h2 ( ( 2 cos ) )1

1 1 , where R1 is 
the measured top-view radius of the bubble, h = 20μm is the 
height of the channel. The contact angle, θ, is taken to be 
62∘ ±  7∘ as reported elsewhere for static CO2 bubbles in a glass 
microchannel (Jafari and Jung (2017)). The bubble shape as
sumed in Fig. 1b is supported by the following argumenta
tion. For R1 = 5 − 100 μm, and under the ambient conditions of 
our experiments, capillary forces are strong enough to pre
vent the bubble from detaching from the bottom surface of 
the micromodel due to buoyancy. In fact, 

> >R cos g R h2 (1 )1 1
2 , where γ = 0.0727 N/m is the gas/ 

liquid interfacial tension, Δρ ≈ 1000 kg/m3 is the density dif
ference between the liquid and gas phase, and g = 9.81 m/s2 is 
the acceleration due to gravity.

Fig. 1 – (a) The schematic of the experimental setup that consists of the microfluidic chip with a pore network pattern. The 
chip is connected to a water and a CO2 reservoir (upstream) and a waste reservoir (downstream). Water injection is driven by 
a Teledyne 100D ISCO syringe pump, while the CO2 injection is set by a pressure controller. The setup is completed by a 2 μm 
in-line filter mounted just prior the entrance of the micrfluidic chip, and by two-way valves fitted upstream and downstream 
of the system. During the experiment, the microfluidic chip is placed on the microscope stage. (b) Schematic of the side view 
of the microchip pore body containing a CO2 bubble, characterized by two radii of curvature, namely the top view radius R1 

and the side view radius R2. (c) An example of image collected during one experiment showing four CO2 bubbles and their 
corresponding top view radius R1.
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3.2. Experimental procedure

Under the experimental conditions, the Henry’s constant, 
the diffusion coefficient and the surface tension of the CO2- 
water fluid pair take the following values: kH = 3.73 × 10−4 

mol ⋅ m−3 ⋅ Pa−1; D = 2.17 × 10−9 m2/s; γ = 0.0727 N/m. Two 
distinct sets of experiments were carried out to explore the 
effect of initial saturation on bubble evolution. In the first 
case, DI-water at T1 = 291.40  ±  0.3 K was used. In the second 
case, DI-water was cooled to a temperature of T1 

= 287.15  ±  0.5 K, while bubbling CO2 gas at 1 bar, before in
jecting it into the micromodel. In both cases, the liquid phase 
is oversaturated (f0 = kH(T1)∕kH(T2) = 1.06 and 1.20, respec
tively), because of the higher temperature maintained during 
the experiment (T2 = 293.65  ±  0.4 K). Recordings of the ex
perimental temperature (T2) for each case and for the entire 
duration of the image acquisition process are provided a 
supplementary material.

The following sequence was used to inject the operating 
fluids (CO2 and DI-water prepared as described above) in the 
microfluidic chip (downstream valve open) and to generate 
bubbles: . 

1. water injection at a constant pressure of 2 bar for 10 min to 
saturate the microfluidic chip (flow rate 0.17–0.23 mL/min, 
corresponding to the injection of ≈ 968  ±  205 PV);

2. CO2 injection at a constant pressure of 1 bar until gas 
breakthrough (approx. 1 min);

3. water injection at a constant pressure of 2 bar for 10–20 s 
(flow rate 0.17–0.23 mL/min, corresponding to the injection 
of ≈ 24  ±  10 PV);

After completing this sequence, the downstream valve 
connecting the microfluidic device to the waste reservoir was 
closed as soon as the pressure measured by the syringe 
pump read 1 bar. The microfluidic chip was isolated by 
closing the upstream valve, and from this point the in-situ 
pressure was not monitored. This procedure generated ∼ 200 
bubbles (i.e. ∼ 15 % of the pore bodies contained a bubble), 
which were predominantly smaller than the size of a pore 
body. μManager software (Edelstein et al., 2010) was used to 
operate the programmable stage and the camera, so as to 
take images of different sections of the microfluidic chip. 
Images were recorded for up to 16 h at 20 s intervals. For 
further processing, images were selected manually based on 
the spatial distribution of the bubbles. To minimize potential 
boundary effects experienced by the bubbles, images were 
selected in the center of the microfluidic chip. To minimize 
contributions from surrounding bubbles, images were se
lected with up to four bubbles in a field containing 21  ±  3 
pore bodies. At the end of each experiment, a background 
image of the water-filled microfluidic chip was acquired for 
background subtraction.

A total of eight experiments were conducted at a constant 
temperature of 293.65 K and a pressure of 1 bar to include the 
analysis of both isolated bubbles (Cases 1–4 in Table 1) and 
small bubble clusters (Cases 5–8, consisting of bubble pairs as 
well as clusters of up to 4 bubbles) As depicted in Fig. 2, the 
bubbles in these clusters are classified in terms of their dis
tance to the smallest bubble. As such, an isolated bubble 
refers to a bubble with no immediate neighbors (1st–2nd 
degree neighbors, Case 1–4), and a bubble pair refers to two 
bubbles in adjacent pore bodies (1st degree neighbors, Case 7 
and 8). A bubble cluster is formed when in addition to the 

bubble pair, 2nd and/or 3rd degree neighbors are present 
(Case 5 and 6).

3.3. Image processing and analysis

An image processing workflow was implemented in MATLAB 
R2021b and comprised of five steps. In the first step, the 
images were cropped to regions containing the bubbles to 
reduce processing time (the dataset containing the images is 
provided as Supplementary Material). In the second step, the 
background image was segmented into solid and pore 
spaces. To this end, a thresholding level based on Otsu’s 
method was applied (function multitresh), followed by an area- 
opening operation (function bwareaopen) to flood-fill the solid 
space bounded by the liquid-solid outlines. The difference 
between 2D porosity derived from the segmented back
ground image and the designed pattern was calculated to be 
≤ 4 %. In the third step, any misalignment between each ac
quired image and the background image was detected by 
performing 2D convolution (function conv2) and corrected 
accordingly. In the fourth step, each image was segmented to 
identify bubbles and solid space by applying again a 
thresholding level based on Otsu’s method. The channel 
outline was then eliminated from each image by subtracting 
the segmented background image. In the fifth step, the x- and 
y- coordinates of the interface of each bubble were extracted 
using the function bwboundaries. The bubble’s in-plane radius, 
R1, was then computed as =R A1 b , where Ab is the bub
ble’s in-plane area obtained using the function polyarea, 
which requires the x- and y- coordinates of the interface as 
input.

Processed images representing the initial condition in 
each experiment (Case 1–8) are shown in Fig. 3. For each case, 
the analysis focuses on the temporal evolution of the radius 
of the smallest bubble (highlighted with a red circle), as it 
more strongly manifests collective effects. The equilibrium 
saturation feq for each bubble and the equilibrium bubble 
radius Req for each initial saturation were calculated using 
Eq. (5). The ratio between the initial effective bubble radius 
and the equilibrium radius, R0∕Req classifies a bubble’s initial 
equilibrium condition. Specifically, an isolated bubble can 
only be at equilibrium with its surroundings when R0∕Req = 1. 
For R0∕Req >  1 bubble growth is expected, while for R0∕Req <  1 
the bubble is expected to dissolve.

4. Pore-network modelling

We utilized a pore-network model (PNM) derived in our 
previous work (Joewondo et al. (2022)) to support the analysis 
of the experiments. This model was developed to address 
limitations of PNMs reported in literature that lack the de
scription of the interdependence between the temporal 
evolution of bubble radius and the dissolved solute dis
tribution in the liquid. The network is made of spherical pore 
bodies of radius Rp connected to Nt = 4 adjacent pore bodies 
through straight cylindrical pore throats with cross-sectional 
area and length At and Lt, respectively. Each pore body can be 
occupied by up to one spherical bubble of radius R≤Rp. Upon 
dissolution (or growth), the bubble’s interface will retract (or 
advance), while the bubble remains stationary in the center 
of the pore body. The solute concentration within a given 
pore body, Cp, evolves in time due to mass exchange with the 
neighboring pore bodies and with the bubble residing in it. 
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Both processes are diffusive and their fluxes, J, are expressed 
by the one-dimensional form of Fick’s first law. The flux 
between neighboring pore bodies n and i is:

=J
D
L

C C( ).n i i n
t

p, p,
(6) 

where D is the diffusion coefficient. The flux through the gas- 
liquid interface in pore body i is:

=J
D
R

C C( ).i i
i

i ib, p, s,
(7) 

The sign convention implies that solute uptake by the liquid 
phase within pore body i is characterized by a positive value 
of the flux. Accounting for these two diffusive processes, the 
temporal evolution of the solute concentration in a given 
pore body i that contains a bubble of radius Ri is described by 
the following differential equation:

=

+

=

C

t
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A
L V
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R TR
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t p 1
p, p,

2

p

0

g
p,

t

(8) 

where Vp is the volume of the pore body, = V R V( 4 3)i ip
3

p

is the volume fraction of liquid in the pore body and ρ0 

= P0∕RgT. The evolution of the bubble radius, dRi∕dt, was for
mulated following the Epstein & Plesset equation (Epstein 
and Plesset, 1950; Duncan and Needham, 2004):

= +R
t

D C C
M

R TR R
d
d

( )
4

3
1i

i i
i i

p, s,
0

g

1

(9) 

where Cs,i = kHM(P0 + 2γ∕Ri).
For each experimental case, the bubbles considered in the 

PNM simulation are highlighted with a shaded area in Fig. 3. 
For each simulation, bubbles were located around the center 
of the network, and Eqs. (8) and (9) were solved using the 
ode45 solver in MATLAB for a network consisting 64 pore 
bodies. This number was deemed to be sufficient to avoid 
boundary effects. The pore-network model was para
meterized using the values reported in Table 1. We note that 
R0∕Req for each simulated bubble (tracked and neighbors) was 
fixed at the experimental value, while letting the initial sa
turation, f0, to differ slightly from the estimates based on the 
Henry’s constants. Parameterizing the PNM in this way en
sured that the initial conditions of each bubble relative to the 
equilibrium condition, which was assumed to control the 
bubble’s qualitative behavior, were maintained. Yet, this 
parameterization results in different absolute values of the 
bubble radius in the PNM simulations and in the experi
ments, yielding different dissolution times. To qualitatively 
compare the simulation and behaviors observed experi
mentally, we normalized the timescale by the bubble’s life
time obtained in Case 1. We note that in Case 1, 2 and 3 only 
one bubble was simulated, despite a second bubble is visible 
in the micromodel. As indicated by the PNM simulations 
presented in Section S1 and S2 of the Supporting Informa
tion, the larger neighboring bubble in 3rd degree position has 
a negligible contribution to the evolution of the tracked 
bubble. Similarly, for Cases 7 and 8 including the 3rd degree 

Table 1 – Summary of the experiments conducted in this study. These differ in the value of the initial fluid saturation (f0) 
and initial bubble radius (R1

0 and R0) relative to the their equilibrium counterparts (feq and Req). Values of the same 
properties used to initialize the pore-network simulations are also listed. Cases 1–4 involve isolated bubbles, while Cases 
5–8 involve bubble-pairs. 

Experimental Pore-network model

Main bubble Neighbors Main bubble Neighbors

Case R0∕Req f0
R1

0 R0 f0∕feq distance R1
0 R0 f0 R0 f0∕feq R0

[–] [μm] [μm] [–] [–] [μm] [μm] [–] [μm] [–] [μm]

1 0.77 1.06 16.5 18.6 0.983 – – – 1.02 62.0 0.995 –
2 1.06 1.06 32.8 25.8 1.003 – – – 1.02 86.1 1.001 –
3 2.93 1.20 21.3 21.3 1.123 – – – 1.06 70.3 1.039 –
4 4.05 1.20 48.0 29.5 1.144 – – – 1.06 97.4 1.045 –
5 1.07 1.06 32.9 25.8 1.003 1st 113.4 35.9 1.02 86.2 1.001 119.5

3rd 120.8 36.2 120.7
6 1.13 1.06 39.0 27.5 1.007 1st 93.6 34.7 1.02 91.8 1.002 115.7

2nd 75.2 33.2 110.7
3rd 108.9 35.6 118.8

7 3.57 1.20 33.2 26.0 1.136 1st 57.5 31.1 1.06 85.7 1.043 102.6
8 3.83 1.20 40.2 27.9 1.140 1st 65.9 32.2 1.06 91.9 1.044 106.3

Fig. 2 – Exemplary field of view of the microfluidic chip 
during image acquisition of a bubble cluster consisting of 
four bubbles. These are classified in terms of their distance 
to the smallest bubble (highlighted with a red box). In this 
case the smallest bubble has one 1st degree, one 2nd degree 
and one 3rd degree neighbor.
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neighbor in the PNM simulation does not affect the evolution 
of the tracked bubble.

5. Results and discussion

5.1. Experimental observations

Figure 4a shows a state diagram, on which the equilibrium 
condition, Eq. (5), is plotted as a solid black line. The grey and 
white areas above and below this line represent conditions at 
which a bubble would grow and dissolve, respectively. The 
single markers indicate the initial state of the smallest 
bubble in each experiment (Case 1–8, Table 1). The error bars 
represent the variation resulting from the uncertainty in the 
value of the contact angle, θ, used to estimate the bubble’s 
Laplace pressure. Cases 1–4 correspond to experiments with 
an isolated bubble, while in Case 5–8 small bubble clusters 
are considered. Based on this state diagram, only Case 1 
should show bubble dissolution. For each case, the temporal 
evolution of the top-view radius, R1, is presented in Fig. 4b 
(isolated bubbles) and Fig. 4c (bubble clusters). For the latter, 
only the radius of the smallest bubble in the cluster is shown. 
We note that, as expected, all larger bubbles in Cases 5–8 

grew due to their lower surface concentration relative to the 
smaller bubbles. The evolution of each bubble presented in 
Fig. 4b (isolated bubbles) conforms with expectations based 
on the state diagram: when R0∕Req <  1 (Case 1) the bubble 
dissolves, while when R0∕Req >  1 (Case 2–4) the bubble grows. 
We note that despite sharing similar values of top-view radii, 
R1, the location of the bubble on the state diagram and, ac
cordingly, the value of R0∕Req vary largely for Case 1 and 3, 
because the their initial liquid saturation levels differ. The 
evolution of the smallest bubble in the cluster (Fig. 4c) is not 
uniquely controlled by its initial location in the state dia
gram. One the one hand, in Cases 7 and 8 bubble growth is 
observed, in agreement with the larger liquid super
saturation experienced by the bubble pair. On the other 
hand, Case 5 and 6 (weak supersaturation) show bubble 
dissolution, despite R0∕Req >  1, this being the result of Ost
wald ripening. We note that in these two cases, the smallest 
bubble undergoes a period of growth, before dissolving, in
dicating that its evolution may be controlled by the balance 
between two diffusing fluxes (within the pore body and be
tween two adjacent pore bodies, see Discussion in Section 
5.3). Notably, the bubble in Case 2 (isolated bubble) and Case 
5 (bubble pair) are practically identical (similar low 

Fig. 3 – Initial condition for each experiment conducted in this study (Case 1–8 in Table 1). Each panel in the figure 
corresponds to one experiment and represents the field of view of the microfluidic chip during image acquisition. In each 
case, the smallest bubble is highlighted with a red circle and corresponds to the bubble considered for detailed analysis. 
Bubbles highlighted with a shaded area are considered in the pore-network simulation.

Fig. 4 – (a) Initial conditions of eight bubbles plotted on the equilibrium state diagram. The evolution of each bubble’s top- 
view radius, R1 is plotted against time for cases with (b) isolated bubbles and (c) bubbles with a larger neighboring bubble. 
The empty symbols refer to cases for f = 1.06 (weak supersaturation), while the filled symbols represent cases with f = 1.20 
(strong supersaturation). The color-coding refer to each situation depicted in panels (b) and (c).
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oversaturation, =R 32.81
0 and 32.9 μm). This fact confirms 

that the dissolution experienced by the smaller bubble in 
Case 5 is attributable to its interaction with the neighboring 
bubble.

5.2. Ostwald ripening and non-monotonic evolution

A qualitative comparison between the PNM simulations 
(solid lines) and the experimentally observed trends (sym
bols) is presented in Fig. 5a (isolated bubbles) and 5b (bubble 
clusters), this time in terms of the normalized radius R∕Req as 
a function of the normalized time. For bubble clusters, an 
additional curve is shown (dotted line), which is the PNM 
prediction for an isolated bubble exposed to the exact same 
initial condition as in the bubble cluster. We note that the 
solid and dotted line overlap perfectly in Cases 7 and 8, be
cause the tracked bubbles behave as isolated bubbles. It can 
be seen that the PNM correctly predicts the bubble evolution 
(dissolution or growth) in all cases, including the non- 
monotonic behavior observed for Case 5 and 6. In these two 
cases, the PNM simulations of the corresponding isolated 
bubbles show the expected growth of a bubble with R∕Req >  1, 
confirming that the presence of larger neighboring bubble(s) 
can arrest the growth of a bubble and induce its dissolution 
(Ostwald ripening). Not surprisingly, the PNM predictions 
best match the experiments when the values of f0∕feq are also 
similar. As shown in Table 1, substantial differences are ob
served for Case 3, 4, 7 and 8, resulting in the PNM over
predicting bubble growth relative to the experimental 
observations. Importantly, in Case 6 the presence of 2nd and 
3rd degree neighbors must be accounted for to correctly 
predict the evolution of the smallest bubble. As shown in 
Section S3 of the Supporting Information, simulations that 
consider only the nearest neighboring bubble predict bubble 
growth, indicating that the inter-pore fluxes generated by the 
presence of the additional bubbles contribute substantially to 
the dissolution process.

At this point, it is worth highlighting three major limita
tions of our PNM approach, which only allows for a qualita
tive comparison with the experiments. First, the geometries 
of the pore-bodies and pore-throats in the simulations and in 

the microfluidic chip differ substantially. The former as
sumes spherical bodies and cylindrical throats, while the 
micromodel consists of cylindrical bodies and rectangular 
throats. These affect the volumetric gas-liquid ratio in the 
system and gas-liquid interfacial area, effectively altering the 
rate of mass transfer. Second, bubbles observed experimen
tally were located near the solid wall as shown in Fig. 3 rather 
than in the center of the pore body, as assumed in the PNM. 
This discrepancy affects the effective distance between a 
bubble and its’ neighboring pore bodies. Third, in our simu
lations we assume a uniform solute concentration within 
each pore body and an initial uniform concentration in the 
network. The former condition holds true when the time 
scale for bubble dissolution is much larger than that of solute 
diffusion across a pore body. As example, for Case 1 in 
Table 1 (the smallest bubble investigated) this ratio is approx. 
9:1. Using the same argument, we expect that the approx
imation is valid even for a situation when a bubble is not 
located in the center of a pore body. However, the latter 
condition is difficult to validate in the absence of in
dependent measurements of the solute concentration across 
the network.

5.3. Competing diffusive fluxes using PNM

The evolution of the bubbles’s radius observed in the ex
periments is a macroscopic manifestation of the solute 
transport in the liquid phase, which in turns represents a 
balance between the solute flux through the gas-liquid in
terface and in the liquid. Due to the experimental limitations 
in acquiring real-time data of the solute’s concentration field, 
the relevant fluxes can not be derived experimentally. Here, 
we exploit the PNM to derive these fluxes (Eqs. (6) and (7)) for 
Case 2 (isolated bubble) and 5 (bubble cluster). In these two 
cases the tracked bubble has similar initial bubble radii and 
saturation.

Figure 6a illustrates the directions of solute transport 
when pore body i contains a bubble that is smaller than the 
bubble located in the adjacent pore body (n1, 1st degree 
neighbor). Fig. 6b and c show the relevant fluxes for Case 2 
and 5, respectively, including the flux through the bubble 

Fig. 5 – Comparison of the temporal evolution of the bubble’s equivalent radius observed experimentally (symbols) with 
predictions obtained upon solving the pore-network model (lines) for cases involving (a) isolated bubbles and (b) bubble 
pairs. The bubble radius is normalized by Req while the time is normalized by the bubble’s lifetime in Case 1. The empty 
symbols refer to cases for f = 1.06 (weak supersaturation), while the filled symbols represent cases with f = 1.20 (strong 
supersaturation).
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interface, Jb,i→i, the flux in the liquid to each neighboring pore 
body, Jn→i and the total flux, ∑Jn→i. A growing isolated bubble 
(Fig. 6b) uptakes solute from the pore body it resides in, 
triggering uptake from the empty neighboring pore bodies. 
This is evident from the negative values of Jb,i→i and the po
sitive values of ∑Jn→i. Such fluxes with opposing signs are 
expected when only one bubble influences the system, re
gardless of whether the bubble experiences growth or dis
solution.

The presence of a larger 1st degree neighbor alters the 
evolution of the fluxes just described. In Fig. 6c we observe a 
transition point at normalized time ≈ 0.1, after which values 
of Jb,i→i for the bubble pair (solid line) deviate from the trend 
observed for the isolated bubble (dashed line). This transition 
is preceded by negative values of ∑Jn→i due to the solute up
take by the pore body containing the larger bubble. The flux 
Jn→i from the neighbor containing the larger bubble (red) 
differs from the fluxes towards the other empty neighboring 
pore bodies (grey). It is the balance of these fluxes over time 
that controls the evolution of the bubble in pore body i. We 
also note that in Fig. 6c the fluxes Jb,i→i of the isolated bubble 
and of the bubble pair diverge earlier (normalized time ≈ 0.1) 
than the corresponding radius-time curves (Fig. 5c, normal
ized time ≈ 0.5), suggesting that the latter arises as a con
sequence of the former.

6. Conclusions

We have presented and discussed experimental observations 
of the dissolution of individual CO2 bubbles and small bubble 
clusters in a microfluidic 2D porous network visualized by 
optical microscopy. The experiments were conducted at two 
distinct levels of initial liquid supersaturation. For an iso
lated individual bubble, the equilibrium condition that ac
counts for the Laplace pressure is sufficient to predict 
whether the bubble will grow or dissolve. For a bubble 
cluster, this condition is not sufficient, because of the phe
nomenon of Ostwald ripening. Moreover, the interplay be
tween the underlying diffusion fluxes (within the body and 
between neighboring pore bodies) may give rise to complex 
behaviors, in which the bubble undergoes periods of growth 
and dissolution alternately.

The lack of direct measurements of the evolving spatial 
solute concentration field within the liquid phase limits the 
extent to which the experiments can be interpreted. To ad
dress this limitation, we have complemented the 

experiments with pore-network model simulations. Despite 
its simplistic nature, the model was able to reproduce qua
litatively the behaviours observed experimentally. Once 
parameterized, the model was used to compute both intra- 
and inter-pore diffusive fluxes, thus providing a complete 
picture of the mechanisms at play. The findings of this work 
highlight the role of solute transport in controlling the in
teractions between bubbles, and thus the need to develop 
experimental means to track the dissolved concentration in 
space and time. Recent experimental developments applied 
to a system comprising of a single bubble may enable to fill 
this gap (Peñas-López et al., 2015; Kong et al., 2018), if ex
tended to systems involving pore-networks and multiple 
bubbles.
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