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LisT OF SYMBOLS

Symbol Definition Unit Symbol Definition

o Launch angle, Angle of Attack [deg] 1 Area moment of inertia

B Deflection angle [deg] I Mass moment of inertia

I6] Sideslip [deg] 1 Angle of incidence

B Compressibility factor [-] J Advance ratio

0 Deflection angle [deg] K Stiffness coefficient

vy Climb angle [deg] K Buckling coefficient

0% Strain -] L Lift

0% Correction factor [-] L Length

n Efficiency, Ratio, Fraction -] L Thickness location ]

A Taper ratio [-] L Correction factor ]

A Sweep angle [deg] L7,Lp,Lr Transmitter, Propagation and [-]
Receiver Losses

v Poisson ratio [-] l Length [m]

w Angular velocity [rad/s] M Moment [N

¢ Roll angle [deg] M Mass kg]

p Density [kg/m3] m mass [kg]

o Axial stress [MPa] N Normal force [N]

T Shear stress [MPa] N Amount [

T Aileron effectiveness [-] Ni Noise [

0 Deflection angle [deg] NIR Near-infrared band of radia- [
tion

0 Pitch [deg] n Revolutions per minute

AR Aspect ratio [-] n Amount

X, Y, Z Force [N] n Load factor

A Search area [m?] P Power

A Enclosed Area [m?] P Roll rate

A Section enclosed area [m?] P Load

a Speed of sound [m/s] P, Power available

B Effective Noise Bandwidth [Hz] P, Power required

BER Bit Error Rate [-] Pr Transmitter Power

b Wing span [m] P Pitch rate

b I-beam base [m] q Yaw rate

by I-beam flange base [m] R Radius, distance

Capacity [Ah] R Hourly cost

c Cost [$] R Labour hours per person

C Coefficient [-] R Red band of radiation

Cp Drag coefficient -] RF Forest risk factor

Cy Airfoil drag coeflicient [-] ROC Rate of Climb

Cu Hinge moment coefficient [-] r Radius

Cr Lift coefficient [-] r Roll rate

C Airfoil lift coefficient [-] S Surface area

Cin Moment coefficient [-] S The set of sectors in the search
area

Cx Opening force coefficient (-] Sh Cross-sectional area

Cy Chord distribution [-] Spi Planform area

Cy,Cx,Cyz Force coefficient -] St Signal Strength

Cf Friction coefficient -] T Torsion

I
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Symbol Definition Unit Symbol Definition Unit
c Damping coefficient [Ns/m] T Tension [N]
c Chord [m] T Temperature K]
c Mean aerodynamic chord [m] T Time [s]
D Drag [kN] t Thickness [m]
D Diameter [m] t Time [s]
1 Current [A] U, vV, W Velocity [m/s]
d Cell width [m] Vv Shear force [N]
E Young’s modulus [Pa] |4 Velocity [m/s]
e Oswald efficiency [-] V Volume [m?]
f Factor -] |4 Voltage [V]
G Shear modulus [Pa] Ve Cruise speed [m/s]
G Green band of radiation [Hz] Vy Normal force [N]
Gr,GRr Transmitter, Receiver Gain [-] w Weight [N]
h I-beam height, Altitude [m] 1, 2 Cartesian coordinates [m]
hy I-beam flange height [m] X Force reduction factor -]
LIST OF ABBREVIATIONS
Abbreviation Definition Abbreviation Definition
Al Artificial Intelligence 12C Inter-Integrated Circuit
AocA Angle of Attack ICAO International Civil Aviation Organisa-
tion
AR Aspect Ratio IMU Inertial Measurements Unit
ATGS Air tactical group supervisor IR Infrared
BRS Ballistic recovery system KIAS Indicated airspeed in knots
BVLOS Beyond Visual Line of Sight LG Landing gear
CAGR Compound annual growth rate LiDAR Light Detection And Ranging
CAWFE Coupled atmosphere wildland fire MAC Mean Aerodynamic Chord
environment
CEF Cost escalation factor MD Medium dry soil
CFD Computational Fluid Dynamics MODIS Moderate Resolution Imaging Spec-
troradiometer
COTS Commercial off-the-shelf MTBF Mean time between failures
CRM Communication relay mode MTOM Maximum take-off Mass
DC Direct Current MTOW Maximum take-off Weight
DoD Depth of discharge MTTR Mean time to repair
DR Data rate MW Medium wet soil
DTR Daily air temperature range NACA National Advisory Committee for
Aeronautics
EASA European Union Aviation Safety NASA National Aeronautics and Space Ad-
Agency ministration
EEA European Environment Agency NDVI Normalised Difference Vegetation In-
dex
EIPA Environmental Impact Potential As- NF Noise Figure
sessment
EMI Electromagnetic interference NIR Near-Infrared
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Abbreviation Definition Abbreviation Definition
EOM Empty operational mass NLR Nederlands Lucht- en Ruimtevaart-
centrum
EPS Electrical Power System PDB Power distribution board
ERM Emergency recovery mode PWM Pulse width modulation
ESC Electronic speed controller QC Quality control
EVI Enhanced Vegetation Index RAMS Reliability, availability, maintainabil-
ity, and safety
FAA Federal Aviation Administration RF Radio frequency, Risk Factor
FPS Frames per second RFI Radio interference
FOS Factor of safety ROC Rate of climb
FSL Free Space Loss RPM Revolutions per minute
FSS Fire Suppression System RTK Real time kinematics
GCS Geographic Coordinate System SD Secure Digital
GCU Ground control unit SF Safety factor
GDP Gross Domestic Product SNR Signal-to-Noise ratio
GHG Greenhouse Gases SWOT Strengths, weaknesses, opportunities
and threats
GIS Geographic information system TETRA Terrestrial trunked radio
GNSS Global navigation satellite system UART Universal asynchronous receiver/-
transmitter
GPIO General-purpose input/output UAS Unmanned aerial system
GPS Global Positioning System UAV Unmanned aerial vehicle
GS Ground system UHF Ultra-high frequency
HLDs High lift devices UsS United States
USDA United States Department of agricul-
ture
VSD Value Sensitive Design
V&V Verification & Validation
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PART 1

EXECUTIVE OVERVIEW

In 2022, wildfires in the EU destroyed an area roughly equivalent to the size of Corsica, marking the second
worst year in terms of wildfires in Europe since 2006 [1]. The European Commission states: "For the third
year in a row, unprecedented wildfire events have caused large environmental and economic damage as well
as tragic loss of life” [1]. Furthermore, a 2022 United Nations report predicts an increase of 14% in global
extreme wildfires by 2030 and 30% by 2050 [2]. While most of the fires (96%) result from human actions
[1], they are aggravated by increasingly volatile conditions driven by climate change [2]. Despite countries
becoming more steadfast in wildfire control, the rapid extinguishing of frequent small-scale fires has increased
the undergrowth in forests. This has increased large-scale, rapidly expanding wildfires known for their large
greenhouse gas emissions. Wildfires not only cause environmental damage, such as ecosystem destruction,
drastic changes in vegetation dynamics, atmospheric conditions and biochemistry, but also cause significant
human and economic damage [2]: transportation networks and supply chains are disrupted, businesses are
closed, employment rates are reduced, and tax revenues fall. For this reason, in the next six years, global
demand for wildfire management technology is projected to rise by about 50% with the increasing importance
of wildfire management [3]. While new technologies have been developed to predict, detect, monitor and
combat wildfires, there are still many gaps in current wildfire management systems that have yet to be tackled.
These are mainly limitations in the availability of fuel (vegetation) measurements and accuracy limitations
associated with other means of measurement such as satellite imagery [4, 5, 6].

This issue has led the Netherlands Aerospace Centre (NLR) to propose a solution in the form of a UAV swarm
that monitors forests in risk areas and collects environmental data. This swarm should be able to both detect
ongoing fires and collect data on the environment to improve the understanding of the driving factors in the
generation and spread of wildfires. From this data, an ignition and spread prediction model can be created.
The resulting model of wildfire risk factors will enhance the wildfire fighting capabilities. With wildfires
predicted and detected up to a day before their occurrence, the fire service can more efficiently extinguish and
prevent uncontrollable wildfires. This change in the firefighting industry will lead to large savings in the loss
of forests and CO9 emissions, not to mention the economic and social impact of safety and stability for those
who live in the affected areas. This vision was enticing enough for TU Delft to commit to further developing
the idea by proposing it for a graduation design project for the Bachelor of Sciences in Aerospace Engineering
program. This report describes the results of the analysis and design activities that were performed that led to
the selected concept entering the detailed design phase. It is motivated that the selected concept will work and
meet the requirements.

In previous reports, project planning, baseline, and conceptual design have been presented. The purpose of the
conceptual design was to choose a framework for the rest of the project and generate various possible concepts
based on which one was chosen. This report aims to present that chosen concept in detail and propose a more
refined version of the wildfire drone swarm as a wildfire management system used for forest fire predictions
and monitoring.

In the ongoing effort to combat wildfires, every minute is crucial for the safety of firefighting personnel.
The wildfire drone swarm presents a revolutionary approach to detection and response, offering significant
advantages in safety, speed, and continuous data resolution. One of the key benefits of the drone swarm is its
capability to markedly reduce or eliminate human risk, particularly during night-time operations. Traditionally,
ground crews and piloted aircraft navigate hazardous and unpredictable conditions to monitor and respond to
wildfires. In contrast, drones cover extensive areas without endangering human lives, which is particularly
critical under conditions of reduced visibility, such as at night or within wildfire smoke. Furthermore, drones
operate continuously through the night, providing real-time data that enhances the efficiency and safety of
wildfire response efforts.
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An essential feature of the drone swarm is its ability to significantly reduce the time for detection and response,
achieving a response time of just 20 minutes. Early detection is vital for effectively managing wildfires,
allowing rapid intervention to prevent small fires from escalating into large, uncontrollable blazes. Drones
quickly survey vast areas, detect anomalies, and transmit data swiftly to control centres, surpassing traditional
monitoring methods. This rapid response capability can distinguish between containing a fire and facing a
widespread disaster. Moreover, the drone system provides continuous, high-resolution information, offering a
detailed and comprehensive view of the wildfire situation. Continuous monitoring ensures timely detection of
any changes in fire behaviour, facilitating informed decision-making and efficient allocation of firefighting
resources. High-resolution data enables precise mapping of the fire perimeter, identification of hotspots, and
accurate fire spread predictions. Such detailed insights are invaluable for planning and executing firefighting
strategies effectively.

Project Overview

The project overview comprehensively summarises the initiative to enhance wildfire monitoring and manage-
ment through advanced technologies. It begins with a review of existing non-urban wildfire monitoring systems,
categorising them into ground-based, satellite-based, and air-based technologies, each with its strengths and
limitations. The critical mission needs and objectives are underscored, emphasising the importance of improving
wildfire management to reduce emissions, protect nature, and save lives. The proposed solution involves
designing a drone swarm system, integrating Al and UAVs for real-time, high-resolution monitoring supported
by regulatory advancements.

An integrated overview of system functions is detailed, breaking down the project into pre-operation, operation,
and evolution phases, ensuring a structured approach to design and development. The importance of balancing
sustainability and cost-efficiency and adopting a value-sensitive design (VSD) approach to address stakeholders’
needs and environmental impacts is also discussed. This holistic approach aims to create a low-cost, autonomous
drone swarm capable of continuous monitoring and data-driven decision-making, ultimately enhancing wildfire
response and proactive disaster management.

Mission Logistics & Operations Design

Mission Logistics & Operations Design outlines the operational modes for UAV swarm operations in firefighting,
including Surveying, Monitoring, Deployment, Recovery, Emergency Recovery, Holding, Communication Relay,
and Manual Mode. These modes are integrated into existing firefighting procedures to enhance surveillance,
communication, and operational flexibility during fire events. It discusses the global significance of wildfires
exacerbated by climate change, particularly noting their impact in Europe, the United States, and Australia.
Effective wildfire prediction and monitoring systems are crucial to mitigate economic, social, and environmental
damage. The drone swarm system, designed for Europe but adaptable globally, is well-suited for monitoring
dense forests in regions such as Spain and Italy.

Fire management missions focused on predicting, detecting, and monitoring fire spread are examined. Method-
ologies such as the CAWFE model, which integrates weather prediction with fire behaviour modules are
reviewed. It highlights the integration of drone swarms to provide real-time fire location data critical for
these predictive models. The chapter also details criteria for selecting sensors, including infrared, visual, and
near-infrared cameras, and LiDAR for terrain mapping. Risk management strategies for drone swarms in
high-risk areas are discussed, focusing on autonomous obstacle avoidance, collision prevention with emergency
air traffic, and protocols for communication loss scenarios. Finally, the chapter addresses design considerations
and constraints for deploying drone swarms, outlining the formula for determining the number of drones
required based on area size, speed, and cycle time, emphasising the ongoing data collection needed to optimise
operational effectiveness.
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Swarm Design

In the Swarm Design chapter, a swarm planning framework is devised for optimal surveillance of a wildfire
risk area. The primary goal of the swarm is to optimise the spatial and temporal distribution of UAVs to ensure
rapid detection of wildfires, thereby minimising the risk of fires becoming uncontrollable. A framework is
adopted where every UAV is allotted a certain subset of the search area called its sector, through which the
UAV will trace a pre-defined path. The selected swarm planning framework is validated through simulations,
examining the ability of a 20-surveillance UAV swarm to detect wildfires. The results show that the swarm
can successfully detect 50% of wildfires in the search area within 16 minutes and 95% of wildfires within 33
minutes. Lastly, the detection performance of the swarm is compared to a single general aviation aircraft with
a similar cost profile (Beechcraft King Air 350). This comparison shows that the swarm is more cost-effective,
has higher detection performance, and has a higher ground resolution than an aircraft performing the same
mission in equivalent conditions.

Communications Architecture

Given the requirements defined by the team, a distributed-decentralised communication system was chosen
for the communication section. This led to a relay drone being added to the system to support the high data
rates required for the network to operate smoothly. A link budget was estimated to validate the architecture,
which yielded a link margin greater than 5 dB for all communications links. From there, the team chose to use
a phased array antenna in combination with a blade antenna to increase the gain and coverage of the system.
Sizing of the phased array was done via a Matlab simulation. The system fulfilled the design requirements.

UAV Design

The UAV’s flight performance depends on critical parameters such as wing loading, power loading, optimal
cruise, and climb speeds. These factors determine efficiency, range, and endurance by balancing speed and
altitude effectively. Aerodynamic analysis, including airfoil selection and drag estimation, is crucial in sizing
the wings and ensuring stability and control through the empennage. The propulsion subsystem, powered
by lithium-ion batteries, is designed for efficiency and quick maintenance, supporting sustained flight with
minimal downtime. Avionics and electronics, including sensors for data collection and autonomous flight, are
integrated into the UAV design to optimise performance and reliability. The structure, made from aluminium
6082, supports all subsystems under varying flight conditions, ensuring robust functionality and operational
safety.

Ground Section

A full ground section of the system is designed to ensure continuous swarm operations. The launch rail and
arrestor gear are sized to obtain take-off and landing speeds of 23 m/s with a peak acceleration of 5.75 G. The
launch rail is designed to be 5 meters long and powered by an electric motor. On the other hand, the arrestor
gear is 4 meters tall to ensure that the line has enough distance to bring the UAVs to a halt safely. The physical
interaction, storage, and deployment are described and are also shown in Figure 1b. Where the arresting gear
and launcher are stored on top of the platform, and the drones are hung below the platform.

Financial Evaluation

The financial valuation addresses the costs and market potential for developing and deploying a UAV-based
wildfire management system. The analysis begins with a breakdown of Research, Development, Test, and
Evaluation (RDT&E) costs, encompassing engineering salaries, ground station and software development,
and wind tunnel testing. The estimated five-year development timeline and associated costs highlight the
complexity and financial investment required for such advanced technology. Additionally, an examination of
component and manufacturing costs are analysed, as well as operational costs, which focus on transportation,
battery recharging, and maintenance, with a two-week mission estimated to cost approximately US$28,774,



Final Report

predominantly driven by operator wages. Finally, the end-of-life costs are estimated. The total swarm cost is
found to be between US$697,000 and US$826,000.

The market analysis delineates the wildfire management and drone markets, emphasising the collaborative
nature of wildfire management and the competitive landscape of the drone market. The various segments
within these markets are outlined, such as urban and non-urban firefighting and different types of drones.
Market dynamics are explored, identifying growth drivers like increased wildfire incidents, government
initiatives, and challenges like certification processes and operating environments. The projected growth
of both markets is quantified, with the wildfire management market expected to grow by 40% from 2023
to 2028 and the drone market experiencing even more rapid expansion [3]. The chapter also discusses the
stakeholders involved, ranging from government agencies and fire departments to drone manufacturers and
investors, highlighting their varying levels of interest and influence. Finally, the proposed system’s market
positioning, strengths, weaknesses, opportunities, and threats (SWOT) analysis are presented, along with a
financial analysis demonstrating the system’s return on investment and feasibility within California’s wildfire
management budget, showing a possible return on investment of 17%.

(b) Graphical representation of the system being stored for
transportation.

(a) Rendition of the UAV.

Figure 1: Summary of renders
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PART 2

INTRODUCTION

With the global climate changing at an alarming rate, the threat of wildfires grows immensely. Annually, 3.85%
of the global land area is burned by wildfires [7]. These wildfires emit roughly 2 billion megatonnes of COs [8],
double that of aviation globally in 2021 [9]. Some wildfire-prone regions, such as California, have forecasted
the end-of-century wildfire emissions to increase by a median of 56% [10]. Additionally, wildfires pose a threat
to human health and facilities. The US alone has an estimated 50 million houses in the wildlife-urban interface
[11]. Tackling wildfires is essential for the health of the planet.

However, managing wildfires presents numerous challenges. Traditional methods often lack real-time data and
the ability to adapt swiftly to changing conditions. Effective wildfire management relies heavily on timely and
accurate information to make informed decisions. Insufficient data can lead to delayed responses, resulting in
greater damage and loss. This is where advancements in technology, such as the deployment of drone swarms
for wildfire monitoring, relaying firefighting communications, and wildfire modelling, become invaluable.
These systems can significantly enhance the general ability to predict, monitor, and manage wildfires by
providing comprehensive, real-time surveillance, data collection, and communication capabilities. This report
will explore developing and implementing a wildfire monitoring drone swarm, highlighting its potential to
revolutionise wildfire management and mitigate the impacts of these devastating events.

The purpose of this report is to present a method of wildfire prediction and detection utilising a Wildfire Drone
Swarm. The project overview is first presented in chapter 3, followed by the mission logistics and operations
design in chapter 4. Then, the system is described in more detail from the swarm perspective in chapter 5. After
this, the communication architecture is elaborated in chapter 6. The drone design is presented in chapter 7,
alongside the ground system is chapter 8. The Manufacturing and integration plan is shown in chapter 9, and
the design is assessed in chapter 10. Lastly, the financial valuation is described in chapter 11.
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PART 3

PrROJECT OVERVIEW

To define the project well, an overview needs to be created; this is the purpose of this chapter, namely to
present the reasoning and the background of the project and walk the reader through the design strategy.
First, the project’s background information is presented in section 3.1. Then, a mission statement is presented
in section 3.2, followed by the mission concept description in section 3.3. With the concepts presented, the
Top-level functional flow is presented in section 3.4. Then, a sustainability strategy for the project is presented
in section 3.5, followed by the risk analysis in section 3.6. Finally, the requirement strategy is elaborated on in
section 3.7

3.1 BACKGROUND INFORMATION

This section examines the existing solutions for non-urban wildfire monitoring by segmenting the technologies
into satellite-based, air-based, and ground-based systems. Each segment encompasses various technologies
contributing to wildfire detection, assessment, monitoring, and extinguishing. Analysing these technological
categories will give a comprehensive understanding of the current capabilities and applications in wildfire
management, highlighting potential improvement and innovation areas.

Ground Based Systems Ground-based wildfire monitoring systems play a crucial role in the early detection
and management of wildfires. These systems typically include an array of sensors and cameras strategically
placed in high-risk areas to monitor environmental conditions and detect fire outbreaks [12]. The sensors
can measure variables such as temperature, humidity, wind speed, and smoke levels, providing real-time data
that can be used to assess fire risk and behaviour [13, 14]. Advanced ground-based systems often integrate
with communication networks, allowing for the rapid dissemination of information to firefighting teams and
relevant authorities [15]. This integration facilitates a quicker response to emerging wildfires, potentially
mitigating damage and enhancing the effectiveness of suppression efforts. Additionally, these systems can be
used to monitor controlled burns and ensure they remain within designated boundaries, contributing to more
effective land management practices.

Satellite Based Systems Satellite-based wildfire monitoring systems are integral to large-scale fire detection
and assessment. These systems utilise remote sensing technology to capture imagery. Two drawbacks compared
to UAVs are that satellites, such as MODIS, have spatial resolutions of no less than 250 meters [16]. Additionally,
satellites provide temporal coverage of only multiple times per day [16]. Despite the drawbacks, satellites
equipped with thermal imaging sensors can detect temperature anomalies indicative of wildfire activity,
even through cloud cover and smoke [16]. This capability allows for the monitoring of vast and remote
regions, providing critical information on fire location, spread, and intensity. Furthermore, satellite data can
be integrated with Geographic Information Systems (GIS) to create detailed maps that support firefighting
strategies and resource allocation [17]. However, the development and operation of satellite systems are highly
expensive, which can be a significant barrier to their widespread adoption.

Air Based Systems Air-based wildfire monitoring systems, including manned aircraft, unmanned aerial
vehicles (UAVs), and helicopters, are already widely utilised in wildfire management. Manned aircraft and
helicopters are often employed for aerial reconnaissance, providing critical information on fire behaviour,
location, and spread. One particular example is the ATGS (Air Tactical Group Supervisor) aircraft, which is
UAVs, in particular, have seen significant adoption due to their ability to fly at lower altitudes and navigate
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challenging terrains, offering high-resolution imagery and real-time data essential for precise fire monitoring
and assessment. These UAVs are frequently deployed to map fire perimeters, monitor fire progression, and
assess post-fire damage. Their use in hazardous conditions where manned flights would be too risky enhances
safety for firefighting personnel. Integrating air-based monitoring systems with ground and satellite-based
technologies allows for a more coordinated and effective response to wildfires. However, the certification
process for new aerial technologies remains lengthy, and the extreme operating environments pose ongoing
challenges. Despite these challenges, the current utilisation of air-based monitoring systems highlights a
growing market need for more advanced and efficient wildfire detection and monitoring solutions.

3.2 MISSION STATEMENT

Mission needs and objective statements are required to give a reason for the project’s existence and provide
general guidelines for the project. The entire design is built with them in mind, and a lack of fulfilling the
objective statement of the mission would be considered a total system failure.

A mission is defined by the world’s need for the solution it provides, which is summarised in the need statement:
Improve wildfire management to decrease emissions, preserve nature and protect life [18].
To satisfy this need, the following Mission Objective Statement was devised:

Conceptualise, design, and propose a system based on drone swarms to improve wildfire prediction &
monitoring by June 28th, 2024 [18].

3.3 MissioN CONCEPT DESCRIPTION

Current wildfire management systems face significant challenges, particularly concerning the accuracy of
pre-fire fuel measurements and the capability for real-time monitoring. Traditional methods such as destructive
sampling and satellite imagery have limitations in scalability and accuracy across diverse forest ecosystems
[4, 19]. Furthermore, existing drone technologies are constrained by low endurance and regulatory restrictions,
which impede comprehensive forest coverage and operational efficiency [20].

To overcome these challenges, the proposed solution integrates Al with UAV technology to enable real-
time, high-resolution monitoring of wildfire-prone areas. Al algorithms enhance biomass estimation, tree
metric determination, and fuel characterisation [21, 22, 23, 24], providing critical data for effective fire risk
assessment and management. The development aligns with initiatives such as the FAA-BEYOND Programme,
which promotes regulatory advancements for Beyond Visual Line of Sight (BVLOS) operations and swarm
management [25].

By deploying a low-cost, autonomous drone swarm, the mission aims to revolutionise wildfire management
through continuous monitoring and data-driven decision-making. This approach not only enhances operational
efficiency but also reduces risks to field personnel while improving overall wildfire response capabilities. The
integration of sub-meter resolution data, including thermal imaging, supports accurate fire behaviour modelling
and post-fire recovery assessments [4, 26]. Ultimately, the mission concept seeks to provide comprehensive,
real-time wildfire data analytics to support proactive disaster management strategies.

3.4 Tor-LEVEL FuncTIiONAL FLOW

An integrated overview of all system functions has been established to guide future design and operational
decisions. This overview covers the entire system life cycle and is detailed in subsequent sections. By
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consolidating these elements into a cohesive Top-Level Functional Flow, the system’s operational scope and
developmental pathway are comprehensively outlined, establishing a robust foundation for subsequent design
and implementation phases.

3.4.1 Functional Flow Overview

The functional flow diagram (Figure 84) presented in Appendix A illustrates the logical sequence of actions
throughout the system’s life cycle stages. This diagram is a comprehensive guide for understanding the
functional requirements, categorised into three primary phases: pre-operation, operation, and evolution.

In the pre-operation phase, the system commences with subsystem manufacturing, initiating its functional
life cycle. Activities include transporting and assembling subsystems to ensure product quality, followed by
validation tests post-assembly to verify functionality and integration.

During the operation phase, activities such as system storage and transportation maintain operational readiness.
Functional operations are carried out according to mission requirements, accommodating scenarios with or
without inter-system communication capabilities.

The evolution phase focuses on system adaptability and future-proofing. This includes end-of-life processes
alongside updates and adjustments to software and mission objectives. Anticipated adaptations to changing
operational needs, such as transitioning from data collection to algorithm development, are addressed.

3.4.2 Functional Breakdown Structure

Further categorisation and refinement of the functions outlined in the Functional Flow Diagram are provided
in the Functional Breakdown Structure (Figure 85), presented in Appendix A. This breakdown assists in
identifying specific requirements crucial for system design and development, facilitating the generation of
detailed mission requirements as discussed in section 3.7.

3.5 SUSTAINABILITY STRATEGY

The design process of a new solution to an already preexisting problem often involves several key decisions
that significantly impact the environment around the problem itself. In the case of drone swarm application
for wildfire detection and observation, the drone design itself needs to be carefully approached. The process
should be sustainable and cost-efficient and provide more benefits than the lack thereof. First, the actual impact
of the wildfires on the economy, society and the environment is investigated, and then the approach to drone
design sustainability is explained in detail.

3.5.1 Impact of Wildfires

Sustainability effects are assessed based on indicators — metrics of sustainable practice. Wildfires have the
same sustainability indicator types outlined in the project plan [18]: environmental, social and economic. The
impact of wildfires, as shown by these indicators, is expanded upon in the following paragraphs.

The carbon dioxide released during wildfires is in the order of 2000 megatons according to the Copernicus
Atmosphere Monitoring Service [27]. This accounts for around 5.7% of the total yearly CO5 emissions of
around 36 gigatons [28]. Besides carbon dioxide (88%), these fires release other greenhouse gasses, such as
carbon monoxide (6%), nonmethane organic compounds (3.8%) and methane (0.4%) [29]. These all contribute
to the trapping of heat within the atmosphere and global warming. Moreover, the fires release fine particulate
matter (PMy 5, PMy, PM, etc.), which leads to increased health risks and poor performance in terms of
social sustainability. It is estimated that between 5000 and 15000 deaths were caused in recent years in the
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United States of America (USA) due to PMj 5 increase from wildfire smoke [30]. The impact on wildlife is also
noteworthy, either directly as damages to specimen health (especially for flora), or indirectly through habitat
modifications [31]. The European Commission’s Joint Research Centre’s Advance Report on Forest Fires in
Europe, Middle East and North Africa from 2022 quantifies this habitat destruction, mentioning destruction of
protected Natura2000 sites in the order of 365000 hectares [32].

In addition to their impact on the environment, wildfires also have a great economic impact, both due to the
cost of suppression and the lasting impacts on the economy. The US National Interagency Fire Center reports
an average yearly cost in suppressing fires of around 1.9 billion USD, highly dependent on the severity of the
fires in that year [33]. Moreover, studies show that, while suppression techniques are getting more efficient
[34], the severity of wildfires — as indicated by burned area — is increasing [30], which would, in turn, cause the
suppression costs to rise as well. Finally, research suggests that wildfires can have a more long-lasting impact
on the economy, as indicated by the 0.11-0.18% annual GDP decrease figure mentioned by Meier et al. [35].

3.5.2 Value sensitive design

While the environmental, social and economic toll of wildfires cannot be overstated, it is critical that
sustainability is considered throughout the design phase to ensure that the developed system is as sustainable
and cost-effective as can be within the mission constraints. To achieve this, it has been decided to adopt a Value
Sensitive Design (VSD). This methodology and a few different Environmental Impact Potential Assessment
(EIPA) techniques will ensure that a holistic approach is used and that all stakeholders and their inherent
values are considered [36].

Initially, the preliminary envisioning card method of VSD is applied to the general project analysis. This
method consists of four pillars, namely: stakeholders, value, pervasiveness and time. Each of the pillars is
further explained and described in the context of the wildfire drone swarm system.

Stakeholders

Stakeholders of the project have already been identified in the baseline review. In value-sensitive design, it is
very important to consider all of their needs and concerns during the design process. Meeting the needs of as
many stakeholders as possible while simultaneously not disrupting the others is one of the pivotal pillars of
the VSD approach and is described through REQ-SYS-CON-STB-2.1.

Value

The value pillar describes the meaning and importance associated with concepts by people. With high
uncertainty of living conditions for people settled around high-risk wildfire areas, safety and stability are of
utmost importance. As presented in the previous section, subsection 3.5.1, thousands of people lose their lives
yearly due to wildfire-related reasons. Therefore, the solution to wildfire detection and prediction is strongly
sought after. However, using drones to monitor forested areas can raise concerns about the residents’ privacy.
People value stability but also value calmness and the right to their own space without feeling observed
by firefighting drones daily. On the other hand, environmental sustainability is also important to attach
value to. As described earlier, the impact of wildfires on the environment is tremendous, but what would
be the impact of the drone swarm operations. All of these factors were taken into account and described in
REQ-SYS-CON-STB-3.1, REQ-SYS-CON-STB-3.2, which can be found in Table 50.

Pervasiveness

Pervasiveness focuses on the widespread impact of technology implementation. It moves the focus from the
immediate consequences of product implementation to further down-the-line effects of widespread use and its
implications. In this instance, extensive forest monitoring with drone swarms could offer complete real-time
surveillance of wildfires. No fires would go unattended. However, continuous drone operations can lead to
extra strain on wildlife, especially birds, and potentially disastrous effects [37].

Time

Similarly to pervasiveness, the time pillar also focuses on long-term effects, but rather than assume widespread
use, it looks into future implications and effects on future generations. With continuous monitoring of
forested environments and data analysis of regions affected by wildfires, wildfire prediction models can
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be derived, possibly leading to the full eradication of wildfire threats with the assumption of continuous
monitoring. However, potential long-term use with fossil fuel propulsion could lead to a rebound effect, wherein
the continuous operations of drones worldwide, while preventing wildfires, causes an overall detrimental
environmental effect.

Impact on Wildlife

The drone’s effect on wildlife is an indicator that is influenced by many factors. First, the drone configuration
and flight envelope, namely whether it resembles an aircraft (with a maximum take-off weight, MTOM, larger
than 25kg) following REQ-SYS-CON-STB-1.5a, a multicopter, or a helicopter (with an MTOM larger than
25kg) following REQ-SYS-CON-STB-1.5b changes the analysis that is necessary to assess the vehicle’s impact
[38]. Second, in both fixed- and rotary-wing cases, a distinction is made between different animal clade’s
responses [37]. That is, different clades or even species have different responses to the stressing stimuli of
the vehicle. As such, each operation’s local environment must be individually analysed to discern whether
or not a sufficiently sustainable approach has been undertaken. Moreover, it is noted that some species can
become habituated to vehicle flight, which decreases the technology’s negative impact on the fauna. By the
same token, the impact on wildlife can be minimised by avoiding flying in nesting areas during mating season.
To provide guidelines for the design, limits are placed on the main stressors produced by the vehicle: the
noise and the distance to the vehicle, both measured at the (possible) location of an individual of the relevant
species. As such, conditional requirements emerge based on the to-be-determined MTOM and the propulsion
system configuration. These can be found in the baseline review. Not every combination of configuration and
stressors is considered, but only those that are specified by literature: for fixed- and rotary-wing vehicles,
a noise limit of 95dB should be enforced complying with REQ-SYS-CON-STB-1.6; for fixed- and rotary-
wing vehicles, a minimum distance to specimen limit of 2000m should be enforced, with low-noise flying
recommended under 15km; for small, drone-like vehicles, a minimum distance to specimen limit of 600m should
be enforced. The distance and noise requirements can be combined, as it is not exactly known which of the
two stressors is the actual cause of the animal response. Note that, while noise can be influenced during design,
minimum distance to ground and trees is expected to have a greater impact on operations rather than on design.

To summarise, the constraints on the vehicle’s operation stem from the specifics of the ecosystem to be
surveyed, the system’s flight profile and the propulsion subsystem’s operation. Investigating local fauna
directly or by inquiring relevant authorities before starting an operation in an area is recommended. This
information can aid in creating tailored operational constraints for the chosen environment. Additionally, the
response of the fauna to the operation should be closely monitored, as some species can have a harder time
adapting to the changes in their environment.

3.5.3 Figures of Merit and Design Sustainability

To estimate the maximum environmental impact of the system, a detailed statistical analysis of forest fires
must be performed. A forest risk factor (RF) is defined for that purpose, specified below.

Burned area

RF

~ Total forest area M
The risk factor is a metric that measures the burn area over the total forest area in a chosen region. The metric
can be used to rank different areas based on fire risk or choose a statistically significant figure that represents
a set of regions. Then, assuming that the system being in operation eliminates the wildfire emissions entirely,
the maximum emission of the system over a set time can be estimated. For the purpose of this analysis, several
countries in Europe and several states from the USA have been selected, with the data from 2016, 2021 and
2022 [39, 40, 32, 41]. The time average RF was defined in all of these regions, and then a threshold was set to
filter out all states with an RF below 0.005 that was irrelevant to the analysis. This yielded a rather evenly
distributed set shown in Figure 2.
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From this set, the mean value was closest to the fires
in Spain over the 3 years. Therefore, the value of CO2
emissions from Spain induced by wildfires has to be o
higher than a system of drone swarms monitoring all .
of the forested areas of Spain.

Total forest area
Nswarms = (2)

1000 [km?]

The number of swarms was estimated from the
assumption that the entirety of the forested area of
Spain is monitored and that one swarm monitors an
area of 1000 squared kilometres. This number was
estimated to be 185 swarms. Thus, the maximum
allowable emission of each swarm has to be less than:
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Figure 2: Wildfire risk factor for select European countries and
US States, a measure of average yearly burned area per total

COs,,, region area in the years 2016, 2021 and 2022.

Emissionsyarm = (3)

Nswarms
Which in turn amounted to 93.8 kilograms of COs2 per year per swarm transferring into REQ-SYS-CON-STB-
1.3. Notably, this analysis assumes a uniform distribution of the fires over the year while, in reality, some
seasons will have a higher risk of wildfire occurrence. From this number, an emission limit for a single drone
will be sourced in the further stages of the development process.

Material sustainability

The production of a sustainable system is a complicated process with its own environmental impact. Various
materials will have their own implications, especially regarding the production and the end-of-life (EOL) phase.
Therefore, the material selection must be carried out carefully, and all possible factors must be taken into account
to achieve a design that not only fulfils all mission needs but is also sustainable. To achieve this purpose through
REQ-SYS-CON-STB-1.2, several environmentally friendly materials have been considered, such as natural
fibre composites like wood [42]. On the other hand, some materials, such as carbon fibre-reinforced polymers
(CFRPs), have been ruled out due to the negative environmental effects induced during their manufacturing
violating REQ-SYS-CON-STB-1.1. Another challenge comes from the stakeholder requirements imposed
on the project regarding recyclability: the drone’s airframe needs to be at least 90% recyclable according
to REQ-SYS-CON-STB-1.7. The entire vehicle will not achieve 90% recyclability due to the nature of the
battery required for power; however, with this in mind, the rest of the vehicle should be as recyclable as possible.

As per the trade-off performed in the midterm report, the choice of materials is limited to aluminium, wood
and plastic (thermoplastics). Following this, a brief discussion of the sustainability of each manufacturing
practice will follow. According to the International Aluminium Organisation, Aluminium production costs
around 15.1 tons of CO2 per ton of material. Typical structural mass fractions in aircraft and UAVs range
from 25% and 40% [43, 44]. Then, conservatively assuming 80% of the entire MTOM is taken up by structural
Aluminium, a drone swarm will not exceed 120kg of Aluminium, which comes up to 1800kg of CO». To fulfil
the emissions requirement, the swarm should operate for at least 19 years [45]. On the other hand, in terms of
recyclability, Aluminium is one of the most recycled materials in the world, even if it does not retain 100% of
its initial mechanical properties [46]. Logging produces around 3.83 tons of CO3 per ton of wood, which, using
the same structural mass fraction assumption as above, leads to a maximum of 460kg of CO per swarm [47].
Wood is not as easily recyclable as aluminium, with around 60% of it being recycled. Moreover, semi-finished
goods out of recycled wood are profoundly different from ones made out of the original material: for recycled
wood, the fibres are cut to various lengths and artificially adhered to each other [48]. Finally, thermoplastics
are a vast family of materials whose properties allow them to be heated and reshaped, making them fully
recyclable. Their production produces around 2000kg per ton of material, producing a maximum of 240kg
of CO; per swarm. However, it is important to ensure that the recycling is performed correctly, as plastics
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greatly threaten the environment due to their poor biodegradability [49].

3.5.4 Shipping costs

The shipping emissions of the swarm also also an important factor to consider. Since the system needs to be
accessible worldwide, three shipping methods were considered: land, air, and sea. In most cases, transportation
by land is preferred, however since the shipping distances can reach very high distances with no roads leading
to some locations, air and sea transportation become the only viable option. Transportation by sea is a good
solution for long-distance shipments that cannot be achieved by land. However, it is much slower than air
transport, and sea shipping has a much lower environmental impact and cost[50]. After analysing a standard
shipping container (609.6x234.8 [cm] size) being shipped between two arbitrary points, it was estimated that
the well-to-wheel GHG emission of shipping one container from Rotterdam Port to Bilbao Port is 134.27kgCO2e
[51]. After dividing it by the distance between the two ports (1430 [km]), it has been determined that the
emission of shipping one container of this size over one kilometre is around 96 grams of CO3. This number
limits the entire system to fit into five containers of this size to satisfy REQ-SYS-CON-STB-1.4.

3.6 Tor-LEVEL Risk ANALYSIS

The technical risk analysis has been reviewed and updated in light of the design advancements. Risks initially
identified in the baseline and midterm reports [52, 53], that are now deemed mitigated have been removed.
The specific risks that were removed and the reasoning for their removal can be found in the draft version of
the final report[54]. The remaining risks are assessed again and a new mitigation plan is formulated. Finally,
the mitigated risks are reassessed and a contingency plan is generated for those that were not completely
removed. The risks that were not mitigated by the midterm report are shown in Table 3.

Table 3: Remaining Risks

ID Risk Rationale

R-T-01  Collision with terrain Driven by the flight computer, swarm strategy, flight conditions, and
collision avoidance systems. This will result in the units being damaged
having to be repaired/replaced and the collision avoidance system
improved.

R-T-04  Collision with birds Driven by the flight computer, swarm strategy, flight conditions, and
collision avoidance systems. This will result in the units being damaged
having to be repaired/replaced and the collision avoidance system being

improved.
R-T-06  Certification cost ex- Drivers are the certification procedures, necessary for all possible
ceeds budget operation areas and jurisdictions. Results in the system having to be
redesigned.
R-T-07  Operational cost ex- Driven by the design of the system and operations. Will result in
ceeds budget redesigning the operation structure becoming necessary.
R-T-08  Manufacturing cost Driven by the design of the units, such as material cost, and necessary
exceeds budget methods for production. Can result in different materials being chosen,

or the structure being simplified.
R-T-09 Maintenance cost ex- Driven by the design, the ease of access to each subsystem, how easy
ceeds budget they can be damaged, and the longevity of each component. Can result
in having to redesign the structure and modularity of the subsystems,
or the choice of components.
R-T-12  Collected data is in- Caused by the telecommunication capabilities and flight conditions.
complete Results in insufficient/skewed data for model training.
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Table 3 — continued from previous page

ID

Risk

Rationale

R-T-15

R-T-16

R-T-17

R-T-18

R-T-20

R-T-23

R-T-24

R-T-30

R-T-31

R-T-33

R-T-35

R-T-36

R-T-37

R-T-38

R-T-39

R-T-45

R-T-46

R-T-47

R-T-48

Drone is too damaged
to be safely trans-
ported

System is damaged
during transportation

System is damaged
during storage
System is too heavy to
lift

Drone cannot be up-
graded/modified
Stagnation in Model
Improvement

System is replaceable
Emergency is not
recognised

Emergency command
is not received

Parachute doesn’t de-
ploy

Damaging landing

Run out of fuel

Drone is lost/cannot
recover

Drone provides insuf-
ficient power to pay-
load

Drone provides insuf-
ficient stability

Swarm strategy is not
possible

Drone flies out of mis-
sion range

Fuel system catches
fire

Drone fails to commu-
nicate

Driven by the damage sustained during flight. Will result in the drone
having to be left or repaired before transportation.

Caused by improper fastening/loading of the system, the condition of
the route, and the design of the transport system. Can result in the
system having to be repaired before use, and a delay in schedule.
Caused by improper storage, and results in system not performing to
standard, or a delay in schedule caused by repairs.

Driven by the material choice and structural design. Results in the
system not being possible/safe to use.

Caused by the design of the fuselage interior design. Results in a new
system having to be designed for every application.

Arises from Model’'s Oversight of Key Component, Hindering
Adaptation and Innovation

Caused by product redundancy, or a better competitor. Results in the
entire product being unnecessary.

Caused by a faulty flight computer, sensors, or negligent operator.
Resulting in the emergency recovery system not engaging and the
system unit being lost.

Caused by the units straying outside the capable communications range,
issues in communications between units, or the swarm strategy. Results
in the emergency recovery not engaging, and the system unit being lost.
Can be caused by the parachute malfunctioning, parachute being
improperly prepared/stored/transported. Results in the loss or damage
of the unit.

Caused by improper landing areas, design of self-guided landing system,
high landing speed, damaged control surfaces/sensors/subsystems.
Results in further damage.

Caused by improper fueling, incorrect fuel estimation, faulty sensor, no
reserve fuel designed. Results in the unit possibly being lost.

Caused by a lack of unit tracking (GPS etc), emergency recovery landing
in a physically inaccessible location. Results in the unit being lost or
recovery being delayed.

Driven by the sizing of the power subsystem, improper mission planning,
or faulty power plant. Results in the sensors not functioning, and data
being incomplete.

Caused by a fault in the control system, damage to the control surfaces,
extreme weather conditions, or ineffective obstacle avoidance. Results
in low quality/noisy/incomplete data, communication link being lost.
Caused by the training data, and the swarm model. Can result in the
units flying on paths that are physically impossible, and colliding.
Caused by obstacles, mission/flight path planning, communications loss,
or loss of control. Can result in the loss of units, units entering civilian
airspace/populated areas or forbidden airspace.

Can be caused by overheating, improper cooling, improper fuel housing,
use of unstable fuel. Can result in damage to the environment, loss or
damage to units.

Driven by communication range, communication structure, swarm
planning/strategy. Will result in the loss of units, incomplete data,
or collision.
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Table 3 — continued from previous page

ID Risk Rationale

R-T-49  Communicationisnot Driven by the communications architecture/logic. This results in the
fast enough payload data not being transmitted or commands not being distributed
fast enough.
R-T-51  Parachute deploys Caused by the command and data handling subsection of the drone
prematurely sending the deployment signal to the drones by accident. Results in the
UAV losing its flight capabilities and reverting to emergency mode.

These risks are scored with the risk matrix found in Table 47. The risks are scored, their mitigation plans are
formulated, and the mitigated risks are rescored. This is found in Table 4. The remaining risks are scored based
on the risk matrix seen in the midterm report [53], a mitigation plan is devised for each risk, and the risks are
re-scored. The scores and the mitigation plan are consolidated into Table 4. The ID is in continuation with the
midterm risk analysis, where the R represents risk, T represents type of risk (either technical or organisational).

Table 4: Mitigation strategies, and implications

ID Mitigation

R-T-01  Design flight computer to operate on faster terrain/collision avoidance measures with better
precision. Verify this through testing once a prototype is manufactured.

R-T-04  Design flight computer to operate on faster terrain/collision avoidance measures with better
precision. Verify this through testing once a prototype is manufactured.

R-T-06  Communicate with the FAA and EASA once certification starts to be discussed. Allocate a budget
to this once the design is completed, before entering manufacturing and testing,.

R-T-07  Allocate budgets to the operations being designed, document and monitor its costs. Design
operations to be under its budget, and regularly check for compliance.

R-T-08  Allocate budgets to the manufacturing process being designed, document and monitor its costs.
Design the manufacturing process to be under its budget, and regularly check for compliance.

R-T-09  Allocate budgets to the maintenance procedures being designed, document and monitor its costs.
Design maintenance procedures to be under its budget, and regularly check for compliance.

R-T-12  Design the flight paths to ensure an overlap in the ground sampling area. Verify this through
testing once a prototype is manufactured.

R-T-15  Establish procedures to contact the fire department to ensure safe transportation when necessary.
Validate the procedures with the FAA or EASA once the certification process begins.

R-T-16  Design a container that fixes and protects the units from any loads that may be experienced
during transportation. Verify this through testing once a prototype is manufactured.

R-T-17  Design a container that fixes and protects the units from any loads that may be experienced
during storage. Verify this through inspection once a prototype is manufactured.

R-T-18  Regularly calculate the mass of the UAV being designed, monitor and design the UAV to comply
with the weight requirement.

R-T-20  Design the UAV to have an accessible payload section, allowing sensors to be interchanged for
newly defined/modified missions.

R-T-23  Evaluate the data collected by the unit and the sensors to place on the unit. Done after a
substantial amount of time has passed using the system at a certain forest area.

R-T-24  Design the system to be agile and modular design. Conduct market analysis regularly before
each wildfire season.

R-T-30  Design the flight computer to improve its redundancy and ensure the emergency signal is not
lost. Protect the wiring and flight computer in a casing to ensure the subsystem is not damaged.

R-T-31  Design redundant telecommunication subsystem to reliably receive signals from the ground
station. Add an initial safety margin found from literature research, to the signal strength to
ensure the signal loss does not cause the command to be lost. Revisit this and tweak the margin
based on testing. Verify through testing of the subsystem, before production of prototype.
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Table 4 — continued from previous page

ID Mitigation

R-T-33  Since the parachute is outsourced, find a more reliable parachute to use. Verify through testing
after production of a prototype.

R-T-35  Generate operational guidelines for landing with damaged parts to prevent damage to operators
and groundstation. Design arresting gear to ensure the hook does not fail.

R-T-36  Size the fuel to have the required endurance, design the avionics subsystem to reliably monitor
the remaining fuel capacity.

R-T-37  Ensure the avionics has a GNSS subsystem to track the drone. Generate operational procedures
for the operators in the case of the unit emergency landing in a physically unretrievable place.
Verify with testing and inspection with certification authorities FAA and EASA.

R-T-38  Resize the battery. Done after the design, before the prototype manufacturing.

R-T-39  Design the lifting surfaces such as the wing and tail to ensure stability. Test in a simulation
environment before production of a prototype.

R-T-45  reevaluate the swarm strategy generating code for edge cases that may be missing. Verify this
through testing in a simulation environment.

R-T-46  Design the telecommunications system to have some margin on the communication range so
the unit can still be communicated with outside of the monitoring range, and returned to the
correct area. Verify through testing in a simulated environment.

R-T-47  Design protective casing of the fuel system to ensure any fire is contained inside the casing.

R-T-48  Design the communications subsystem to ensure a margin on the necessary signal strength.
Redesign the subsystem to ensure redundancy by having the unit communicate to the ground
station through neighbouring units if the high-flying unit is not reachable. Verify through testing
once a prototype is manufactured.

R-T-49  Design the high-flying unit to ensure a communications link with all units at all times. verify
through testing in a simulated environment before production.

R-T-51  Design the flight computer to ensure it does not accidentally send the deployment signal to the

BRS. Verify through testing before production of a prototype.

Table 5: Initial and Mitigated scores of each risk from the risk matrix (impact/likelihood scores that changed shown in

brackets)

ID Impact Likelihood  Overall Mitigated
P C S

R-T-01 3 3(2) 4(3) 2 (1) 6.8 2.8
R-T-04 3 3(2) 4(3) 2 6.8 5.6
R-T-06 5 5 5 3(1) 15 5
R-T-07 1 4 1 2 (1) 3.2 1.6
R-T-08 1 4 1 2(1) 3.2 1.6
R-T-09 1 4 1 2(1) 3.2 1.6
R-T-12 5 1 1 2 (1) 5.2 2.6
R-T-15 1 1 5(2) 3 7.8 4.2
R-T-16 1 3 4 2(1) 5.2 2.9
R-T-17 1 3 4 2(1) 5.2 2.9
R-T-18 3 3 5 3(1) 11.4 4
R-T-20 1 4 4 4 11.2
R-T-23 4(3) 1(2) 1 2 44 3.6
R-T-24 1 3 1 4(2) 5.6 2.8
R-T-30 1 3 3 3(2) 6.6 48
R-T-31 4 4 3 4(1) 144 35
R-T-33 1 3 3 3(1) 6.6 2.4
R-T-35 1 3 3 3(1) 6.6 2.4
R-T-36 3 3 3 2 (1) 6 3
R-T-37 1 3 3 3(2) 6.6 48
R-T-38 5 3 3 4(1) 15.2 3.6
R-T-39 5 3 3 3(1) 114 3.6
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Table 5 — continued from previous page

ID Impact Likelihood  Final Mitigated
P C S
R-T-45 4 1 2 4(1) 10.4 2.4
R-T-46 1 4(2) 4(2) 3(2) 8.4 3.4
R-T-47 1 3 3 2 (1) 4.4 2.4
R-T-48 5 1 3 4(1) 13.6 3.2
R-T-49 4 2 3 3(1) 9.6 3.1
R-T-51 4 4(3) 3 4(1) 14.4 3.4

The original and mitigated risks are plotted on a risk map as seen in Figure 3.

* R-T-06

5 4 R-T-31
S * R-T-18 *R-T-39 *R-
o +R-T-01, 04, 48, 51 18, 38,39
£ « R-T-49 g4 T-31
3 : R-T-36 =3 R-T-48, 51
3 . s RT-46 . pygs £, 36
= -45 R-T-12,16,17 - 3 E,:l:_gg
® 5 . R-T-30, 33, 35, 37 g « R
2 R ® R
«R-T-24 < RT-
) -T-07, 08, 09 = BI48 rras
1
0 0
0 1 2 3 4 5 0 1 2 3 4 5
Likelihood Likelihood
(a) Risk Map (b) Mitigated Risk Map

Figure 3: Risk Maps

3.7 REQUIREMENT STRATEGY

Table 6: List of Stakeholders
One of the key factors to consider when designing

any product is the stakeholders that will be impacted ID Stakeholder
by its implementation. A careful analysis of which
are the main stakeholders and what are their needs
and requirements shapes the direction of the whole
project and the choices made. The main stakeholders
identified for the proposed mission have been listed
in Table 6. Their needs generated a list of stakeholder
requirements, which are listed in the Table 7.

FB  Fire Brigade

LG Local Government

AT  Air Traffic Controllers
AA  Airworthiness Authorities
WE  Wildlife Experts

RI Research Institutes

LP  Local Population

GP  General Public

IC Insurance Companies

Table 7: Stakeholder Requirements from the Baseline Report [52]

ID Stakeholder Requirement

REQ-STK-FB-1 The mission shall produce a live wildfire risk assessment of a predetermined area.

REQ-STK-FB-1.1 The mission shall survey an area of a maximum of 1000 km?.

REQ-STK-FB-1.2  The mission shall be able to cycle back to any point in the mission area at least once
every 10 minutes.
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Table 7 — continued from previous page

ID Stakeholder Requirement
REQ-STK-FB-1.3  The mission shall be able to refresh the risk assessment model without post-processing.
REQ-STK-FB-2 The mission shall provide assistance to firefighters during firefighting.

REQ-STK-FB-2.1

REQ-STK-FB-2
REQ-STK-FB-2.2
REQ-STK-FB-2.3
REQ-STK-FB-2.4
REQ-STK-FB-2.5
REQ-STK-LG-1

REQ-STK-LG-2
REQ-STK- AT-1
REQ-STK-AA-1
REQ-STK-WE-1
REQ-STK-WE-2
REQ-STK-RI-1

REQ-STK-LP-1.1
REQ-STK-LP-1.2

REQ-STK-LP-2
REQ-STK-IC-1

REQ-STK-GP-1

The mission shall act as a relay system for communication between fire brigade ground
units and the command centre.

The mission shall provide assistance to firefighters during firefighting.

The mission shall provide a live feed of the wildfire to the fire brigade units.

The mission shall assist with evacuation planning for civilians and fire brigade units.
The mission shall deploy drones to guide civilians out of endangered areas

The mission shall act as a warning system for civilians located in the affected area.
The mission shall increase the safety of the local population by decreasing the risk of
wildfires.

The mission shall cost less than a tenth of the prevented cost of the damage due to
wildfires prevented by the system.

The mission shall not disrupt the flight of any aircraft in the area.

The mission shall comply with the airworthiness authorities’ certification requirements.
The mission shall result in a reduction in the environmental damage due to wildfires.
The mission shall not negatively impact the local environment.

The mission shall provide a comprehensive database of all the key parameters linked
with wildfires.

The mission shall result in a reduction in the local infrastructue damage due to wildfires.
The mission shall result in a reduction in the disruption of local livelihood due to
wildfires.

The mission shall not result in a disruption of local livelihood due to the system’s
operations.

The mission shall result in a reduction in the economic damage to infrastructure due
to wildfires.

The mission shall not be cause for additional environmental harm.

With the top-level stakeholder requirements listed, the main boundaries and constraints for the project were
set. From here, the top-level system requirements were generated. These were subdivided into technical
requirements, operational goals, and mission constraints, and then they were subdivided further.

Technical Requirements
« Unit Requirements

« Swarm Requirements

Operational Goals Mission Constraints

+ Payload Requirements « Safety Requirements
+ Avionics Requirements « Resource Requirements
+ Legal Requirements

« Sustainability
Requirements

A comprehensive coverage of requirements was ensured by ensuring that all the generated system requirements
fit into those categories. Furthermore, an ID-based system was implemented to keep track of all the requirements
based on three-letter identifiers for the specific category the requirement was part of. An example of a system
requirement set for the UAV unit’s performance would be REQ-SYS-TEC-UNI-1.1, with all the other ones
following the same structure. The full system requirements list is shown in Table 50, stated in Appendix A. As
the project turned towards detailed design in the later design phases, more subsystem requirements were set,
again following the same naming and structuring convention used for the top-level system requirements.
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PART 4

MissioN LogisTics @ OPERATIONS DESIGN

This chapter introduces the mission’s logistics and then system’s operations. Firstly, the operational modes are
defined in section 4.1, then the location of operations is defined in . The wildfire models are presented in along
with the sensor selection in section 4.4. Finally, the drone contingent behaviour is discussed in section 4.5
along with the swarm sizing in section 4.6.

4.1 OPERATIONAL MODES DEFINITIONS

Using the mission functions, several operational modes are defined for the operations of the swarm. These
are behavioural patterns that the swarm and its UAVs shall adopt under specific sets of circumstances. When
considered together, the operational modes shall cover every possible situation and contingency that could be
encountered during swarm operations. The purpose of the following section is to discuss the logic behind each
of the operational modes. When designing each mode, the intent is to integrate the swarm system as seamlessly
as possible with the existing pre-, active- and post-fire operations currently employed by firefighting entities
worldwide. The operational modes are introduced in Figure 4.

=175 )
=

Surveying mode

£

Deployment Mode Recovery Mode

/,’/ {) %

Holding mode Manual mode

—

Emergency Communication
Recovery Mode Relay Mode

Figure 4: Swarm operational modes.

Surveying Mode Surveying mode is meant to be used in pre- and post-fire surveillance and data-gathering
operations. In survey mode, each drone is assigned a sector and flies a predetermined path to cover the entirety
of the sector. During flight, the sensors on the drone collect the required data and transmit it to the Relay
drones. These drones then relay the communications to GCU (Ground Control Unit). Whenever conditions
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are met, the sectors are recalculated by the GCU , and the sector division information is communicated to
each drone. Each UAV determines its flight path within its designated sector boundaries to ensure complete
coverage of the area. A drone cannot cross over into another drone’s sector, and the path generation rules are
described in detail in section 5.2. At all times, GCU has access to each drone’s last known location, and each
drone knows the location of drones assigned to bordering sectors, as well as drones currently known to be in
Deployment, Recovery and Emergency Recovery Mode. This is necessary to avoid all reasonable possibilities
of a collision, even in the case that a drone temporarily loses communications with the swarm.

Monitoring mode Monitoring mode is the mode the drones enter during the active-fire phase. In monitoring
mode, the swarm’s search area is restricted to the perimeter of the fire. The drones’ objective is to closely
monitor the advancing of the fire front and communicate this back to the firefighters. In monitoring mode, all
the sensors onboard the drones are still used for their regular purpose of data-gathering, however the flight
regime of the drones changes from 850 to 600 [m] to not interfere with the Fire Traffic Area shown in Figure 5.
If some drones are in monitoring mode, this does not exclude that the areas outside of the range of the fire can
be surveyed by drones in surveying mode.

Deployment Mode Deployment mode is the mode the drones start in when they are first deployed, and
ends when the drones reach their predefined sector and enter Surveying or Monitoring Mode. During this
time sensor observations are put off. When first inserted into the swarm network, before launch, the drone is
assigned its initial sector. GCU computes the required climb path to let the drone reach its cruise altitude and
starting position in its path circuit. The drone is launched and follows this path. If the drones are launched in a
sequence, more than one drone is allowed to be in Deployment Mode, however only one drone can be in the
launch rail simultaneously.

Recovery Mode & Emergency Recovery Mode (ERM) Recovery Mode is activated when a drone has
completed its mission or is left with only enough power to recover. While in recovery mode, the drone is given
a path to fly back to the arresting gear. The drone exits recovery mode when fully arrested and removed from
the arresting gear. Only one drone is allowed to be in Recovery Mode at a certain time, and it is not allowed
for a drone to be in Deployment Mode if there is at least one drone in Recovery Mode. This is to minimise
collision probability. The possibility that multiple drones run out of battery at the same time can be almost
fully mitigated by simply monitoring the battery level of each drone, and timing the Recall commands to each
of them.

ERM, on the other hand, is entered whenever a drone has been in holding mode due to communication loss for
too long, or if the avionics detects a fatal failure in the drone’s subsystems. In ERM the drone simply deploys
the BRS and crashes into the ground. If it is able to communicate, the rest of the Swarm updates the risk map
to include a higher risk of fire at the crash site. The UAV then awaits manual recovery.

Holding Mode The UAV circles around the last transmitted location for which reception has been confirmed
by the GCU. The radius of the circle is 9 km, according to the size of the Fire Traffic Area shown in Figure 5.
This mode will be used when other air traffic is expected to pass nearby to prevent collisions, as in REQ-SYS-
TEC-SWM-1. Examples are firefighting aircraft descending to drop water and other drones in Recovery or
Deployment Mode. Holding mode is also entered when a drone loses communication with GCU for longer
than 30 [s]. In this last scenario, the drone will circle around and climb at a constant rate. This is intended for
the drone to escape any possible smoke formations that could block signals from being received/transmitted.

Figure 5 shows an infographic of the airspace division above the fire zone. Due to aerial firefighting vehicles
making dive runs downward, the safest option for the drones is to fly at least 600 [m], which accounts for
the minimum 150 [m] of vertical separation [55]. To keep vertical separation from the command and control
planes, the drones either have to fly at 600 [m] or above 3000 feet. The nominal altitude of 850 meters is closer
to 900 [m], which is the more suitable option. This also allows more margin in the control systems.
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Figure 5: An infographic describing the operations in the fire zone. [55]

Communication Relay (CR) Mode In CR Mode, the flight path looks identical to that of Holding Mode,
with the only difference being that in CR Mode, the centre of the circular flight path is communicated by GCR.
The drone flies this circle until a new command is issued. During the flight in CR Mode, the drone acts as a
communication relay for ground troops. The UAV functionalities required for this mode are further discussed
in subsubsection 7.7.3.

Manual Mode Manual Mode is intended for piloted operation. The operator/pilot can always switch to
manual control of a single drone. In Manual Mode, a drone can enter any sector and fly any path unconstrained
by the swarm logic. During manual mode sensors can still be operated, as this mode is intended to give the
operator full control of the operations of one individual UAV.

4.2 LocATION DEFINITION

Wildfires are a growing global concern, with significant occurrences mainly in Europe, the United States and
Australia. This phenomenon is fuelled by climate change, dense human populations and drier conditions [56].
Especially the Mediterranean region in southern Europe has seen a spike in wildfires over the last few years. In
2022 a forest area roughly the size of Corsica has been lost to wildfires just in Europe[1]. In order to minimise
the economic, social and environmental losses due to wildfires, an effective wildfire prediction and monitoring
system should be implemented in the high-risk areas.

Europe is known for its dense population and complicated terrain with various vegetation shifts and changes.
These factors increase the complexity of wildfire management and prediction in these regions, and the
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importance of quick response to potential catastrophes as large quantities of communities around risk areas
can potentially be exposed to dangers.

The system has been designed with Europe-based operations in mind. However, it is not exclusive and can be
implemented worldwide; the drone swarm is a perfect choice for forest monitoring in Spain, Italy or other
states of the European Union.

4.3 WILDFIRE MODELS

The mission objectives focus on fire management, specifically predicting, detecting, and monitoring fire
spread. However, wildfires are very difficult to model. A lot of effort has already been put into modelling their
behaviour. This section studies such existing methods, aiming to determine the data required by the model,
which the drone swarm can provide.

The most used fire propagation model is the CAWFE (Coupled Atmosphere-Wildland Fire Environment) model.
As described by Coen [57], the CAWFE model combines a numerical weather prediction system with the
Rothermel [58] fire behaviour module to simulate wildfires. This simulation considers atmospheric conditions,
fire fuel properties, terrain slope, and fire dynamics. It also models essential factors such as fire-induced winds,
fire spread, heat release, and smoke production. According to Coen [57], the CAWFE model simulates wildland
fires by integrating a numerical weather prediction model with a fire behaviour module.

4.3.1 Environmental factors influencing wildfire spread

This subsection outlines the three major factors influencing the spread of wildfires. It will outline the parameters
needed to quantify the factors, from which the required sensors on the drone swarm will later be determined.

Fuel Fuelis a term describing everything that can burn. Without fuel there is no fire. There are many types
of fuel. It can be segmented into dead and live vegetation. The lack of moisture in dead vegetation makes
it more prone to burning. Secondly, the fuel can be separated into three layers: the canopy, consisting of
tree trunks and crowns, the surface, which can be plants, grass or litter and the ground layer, consisting of
for example duff and decaying plants [59]. Every different type of fuelbed has different properties such as
moisture levels and density. Luckily, the USDA provides this data for the United States [60] at a resolution of 20
meters, and the European Environment Agency (EEA) provides similar data for Europe through its Copernicus
program [61] at a resolution of 100 meters.

&

(a) US vegetation map. (b) EU vegetation map.

Figure 6: Vegitation maps of the United States and Europe.

Topography Topography impacts fire propagation in two ways. Firstly, because heat moves upwards, fire
spreads more easily uphill. Therefore, a fire in a valley spreads faster than a fire on a hill. Secondly, the
topography influences the local winds, speeding up the flow in mountainous regions. The effect of this is
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discussed in the next paragraph. Topography datasets are provided by companies such as NASA and the
European Environment Agency, where the most refined global satellite datasets have a resolution of 25 meters.

Table 8: Topography datasets available on the internet

Dataset | NASADEM'!  EU-DEM? WORLD GMTED® ALOS WORLD* ASTER GDEM®

Resolution | 30 m 25 m 225 m 30 m 30 m

Coverage Nearly Global Europe Global Global Nearly Global

Created by | NASA EAA USGS & NGA Japan NASA & Japan ministry
of economy

Weather On a global scale, the weather greatly influences the potential of wildfires. The climate varies
hugely around the world. Not only does each climate have its own variety of fuel types, but each has its own
burn characteristics. Different biomes also experience different precipitations, humidity and temperatures.

Rain, humidity, wind, and cloudiness locally impact vegetation health and moisture content. Consequently,
impacting wildfire behaviour. Heavy rain and storms decrease the likelihood of a fire. However, lightning
strikes are often the origin of wildfires. Wind deserves special notice as it dries out the fuel and dictates the
fire front propagation, as shown in Figure 7b.

Wind data is known on a macroscopic level. Yet, more local knowledge of wind behaviour is needed to predict
wildfire propagation, which is not generally available accurately. Luckily, a model such as WindNinja®. This
model uses digital elevation maps and global wind profiles to estimate local wind properties, and it can provide
more accurate predictions when temperatures and cloud cover are also provided. The resolution of the grid is
similar to the resolution of the topographical input data. Figure 7a shows an example of such data.

head of
the fire

i & X

(a) Wind simulated around the Matterhorn, Switzerland. Using NOMADS-GFS-
GLOBAL-0.25-DEG wind data on 12/06/2024 and WORLD GMTED topography data, (b) Wind influence on fire propaga-
all were provided by and simulated in WindNinja and visualised on Google Earth. tion, taken from’

Figure 7: Terrain wind simulation and wind influence on wildfire.

'NASADEM Dataset. URL: https://www.earthdata.nasa.gov/esds/competitive-programs/measures/nasadem

*EU-DEM Dataset. URL: https://www.eea.europa.eu/en/datahub/datahubitem-view/
d08852bc-7b5f-4835-a776-08362e2fbf4b

*WORLD GMTED Dataset. URL: https://www.usgs . gov/coastal-changes-and-impacts/gmted2010

*ALOS WORLD Dataset. URL: https://www.eorc. jaxa.jp/ALOS/en/dataset/aw3d30/aw3d30_e.htm

>ASTER Dataset. URL: https://asterweb. jpl.nasa.gov/gden.asp

SWindNinja Software can well estimate the values. URL: https://weather.firelab.org/windninja/
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4.3.2 Fire Data Input

The CAWFE model requires fire locations as the final input. The model predicts the propagation of the fire
given an initial location. This location of the fire is inputted as a 3D location, which is often derived from
combining the topological features with 2D camera images [59]. For efficient fire monitoring, the fire input is
continuously remeasured and updated, allowing for the predictions to be compared to reality and improved.

4.3.3 Model data conclusion

This section has described the CAWFE model, which is one of the most widely used fire spread models. It has
outlined the main environmental factors influencing wildfire spread: fuel, topography, and weather. Each of
these factors requires specific data inputs, which are generally well-known. However, the drone swarm can
refine the accuracy and resolution of these data inputs if desired.

For fuel, data on vegetation type and moisture levels are available through databases, but the drone swarm can
enhance this data with more localised and real-time measurements. High-resolution digital elevation maps
are provided for topography. These can be further refined by the drone swarm for more precise modelling in
complex terrains. Consequently, this improves the wind modelling,.

The only data that is not continuously known at any resolution is the location of active fires. The initial and
ongoing detection of fire locations is crucial for the CAWFE model to predict fire propagation accurately. The
drone swarm plays a vital role in detecting and updating fire locations in real time, thereby enhancing the
model’s predictive capabilities and allowing for more effective wildfire management and response. Section 4.4
will translate the required data into sensors, which will be present in the drone swarm

4.4 SENSORS SELECTION

This section outlines the selection criteria for integrating sensors into the drone swarm, which is crucial for
providing essential data inputs to the CAWFE model. The chosen sensors must meet specific operational
requirements to ensure accurate prediction, detection, and monitoring of wildfire spread:

« REQ-SYS-OPS-PLD-1.1 - The monitoring units must detect wildfires with a 3-metre resolution.

+ REQ-SYS-OPS-PLD-1.2 - The monitoring units must collect all data required by the CAWFE™ model
with a 3-metre resolution.

+ REQ-SYS-OPS-PLD-1.3 - The monitoring units must be capable of receiving radio transmissions from
firefighter units on the ground at any frequency within the 380-400 MHz range.

« REQ-SYS-OPS-PLD-1.4 - The monitoring units must acquire sufficient data measurements to ensure
continuous ground track coverage.

+ REQ-SYS-OPS-PLD-1.5 - The monitoring units must be able to store 40 GB of on-board data.

Furthermore, they must be compliant to the mitigation plans of the risk: R-T-12, from section 3.6.

The section commences with an analysis of camera selection and the rationale behind their deployment,
followed by exploring data processing methodologies to utilise the information captured effectively.

4.4.1 Camera Selection

Infrared Camera The infrared (IR) camera is the most critical sensor for achieving the mission objectives of
predicting, detecting, and monitoring wildfire spread while also meeting REQ-SWM-04, which mandates a
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3-meter resolution for the required fire location resolution by the CAWFE model. Fires emit energy in the
form of infrared radiation due to their high temperatures. Thermal infrared cameras detect this energy within
specific infrared frequency bands, producing grayscale images where hot surfaces appear brighter than cooler
ones. This makes IR cameras effective for detecting flames and hot spots, even through smoke, ensuring
continuous and accurate monitoring [59]. While regular cameras can detect fires by processing the red channel,
this approach is less reliable because visible smoke can obscure flames. More complex algorithms, such as
those described by Martinez-de Dios [62], can use visible imagery to refine the thermal image threshold, but
IR remains superior for detection. The IR camera’s ability to provide real-time updates on fire locations is vital
for the CAWFE model’s predictive capabilities. Continuous fire detection allows the model to simulate fire
propagation, improving response strategies and enhancing wildfire management. This makes the IR camera an
indispensable tool for the drone swarm, ensuring it effectively meets the primary mission objectives.

Visual Camera The visual camera is another important sensor for the drone swarm, complementing the
infrared camera by providing high-resolution imagery for general monitoring and verification purposes. This
camera captures detailed images of the fire-affected areas, offering valuable visual context to support data
from the IR camera. These images help confirm the presence and extent of fires, validate model predictions,
and assess the overall situation on the ground. Additionally, as mentioned before, visual data can be used in
conjunction with algorithms to refine the threshold values in thermal images, enhancing detection accuracy
[62].

Near Infrared Camera NIR cameras are particularly useful for assessing vegetation health and moisture
content [63]. section 4.3 outlined existing datasets which provide general information on vegetation, but the
challenge lies in achieving greater specificity in wildfire simulations through higher-resolution datasets, states
Oakridge National Laboratory 8. The health and moisture can be measured using the EVI index, shown in
Equation 4.

NIR - R

EVI=G-
NIR+Ci-R—-Cy-B+1L

(4)

In this equation, G represents the blue band of radiation, R is the red band of radiation, and B is the blue band
of radiation. Constants C'; and (' are utilised to adjust for atmospheric conditions, while L corrects for the
canopy background. The EVI is similar to the Normalised Difference Vegetation Index (NDVI), quantifying
vegetation greenness. However, the EVI corrects for certain atmospheric conditions and canopy background
noise, exhibiting increased sensitivity in densely vegetated areas [64]. The NDVI, ranging from -1.0 to +1.0,
measures the amount and vigour of vegetation. Higher index values indicate healthier vegetation due to
their strong NIR reflectance and low red reflectance, resulting from chlorophyll absorption, thus indicating
vegetation and soil moisture [65, 66]. The NIR camera can use this to generate more detailed and localised
vegetation maps. This refined data allows for a better understanding of fuel properties. By integrating NIR
data, the drone swarm can improve the accuracy of the input grid for the CAWFE model. Additionally, in the
presence of wildfires, moisture contents change continuously. Therefore, the NIR measurement has to be taken
continuously.

LiDAR To improve data on the topography and consequently the wind in the search areas, a LIDAR sensor
is used to map the terrain with sub-meter resolution’. Since the terrain does not change frequently, these
measurements must only be taken once.

30akridge National Laboratory. URL: https : //www.ornl.gov/news/improving-wildfire-predictions-earth-scale-climate-models
°Riegl Electronics. URL: http://www.riegl.com/products/unmanned-scanning/new-riegl-vux-18024/
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4.4.2 Mission Sensor Data Flow

section 4.3 has outlined the models used for wildfire detection, and subsection 4.4.1 mentioned the cameras
which are present on the drone swarm. In this subsection, the integration of the two is quickly discussed.
Figure 8 shows how the camera measurements are utilised and processed to predict the wildfire spread. It can
be seen that the topography is either taken from LiDAR measurements or a topography dataset. As explained
in subsection 4.4.1, this is because the LIDAR measurements are taken once and can then be saved as the
topology does not change.
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Figure 8: Flow of the Data, from camera and databases to predictions

4.4.3 Avionics Sensors

Various avionics sensors are essential to ensure the drone swarm operates effectively and safely while collecting
the necessary mission. These sensors enable accurate navigation and state awareness, which are critical for
the mission’s success and to fulfil REQ-SYS-OPS-AVI-1.

Navigation Accurate navigation is vital for maintaining the correct flight path and efficiently reaching
target destinations. Several key sensors work together to provide navigation data:

« Position: The GPS sensor determines the exact geographic location of the aircraft, ensuring precise
positioning throughout the mission. With additional RTK capabilities, it is possible to increase the spatial
accuracy to around a few centimeters!®. Many COTS GPS transceivers are available, out of which the
preliminary choice was the Mateksys M10Q-5883!1.

« Velocity: The combination of Inertial Measurement Unit (IMMU), GPS, and Pitot Tube sensors measures
the speed and direction of the aircraft’s movement. This data is essential for maintaining the desired
flight speed and direction. The preliminary choice of sensors is as follows: for the IMMU, the Adafruit
BNO055'2 and for the Pitot tube, the Mateksys ASPD-4525 13,

+ Acceleration: The IMMU assesses changes in the aircraft’s velocity over time, providing critical
information on acceleration and deceleration.

Yhttps://globalgpssystems.com/gnss/rtk-gps-understanding-real-time-kinematic-gps-technology/
"https://www.mateksys.com/?portfolio=m10q-5883
“https://eu.robotshop.com/products/bno055-9-dof-absolute-orientation-imu-fusion-breakout-board
Bhttps://www.mateksys.com/?portfolio=aspd-4525
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+ Orientation: The IMMU, along with an Angle of Attack (AoA) sensor, tracks the aircraft’s attitude,
including roll, pitch, yaw angles, and AoA. This information is crucial for maintaining stable flight and
executing precise manoeuvres. Unlike the other sensors, a COTS option for the AoA sensor is hard to
find for such small vehicle sizes. Instead, a custom, simple AoA vane will be made in-house and attached
to an angle position sensor. The preliminary choice for this sensor is the ams-OSRAM AS5048A 4.

State Awareness Monitoring the aircraft’s condition and performance parameters is essential for safe and
efficient operation. The following sensors provide critical state awareness data:

+ Air Pressure: A barometer monitors atmospheric pressure, aiding in altitude determination and weather
assessment. This data is crucial for maintaining the desired altitude and understanding environmental
conditions. The preliminary sensor used for this measurement is the Bosch BME280%°.

« Air Temperature: An external thermometer measures the air temperature, which is important for
assessing engine performance and conducting weather analysis. The same Bosch BME280 sensor can
also be used for this measurement.

4.5 DRONE CONTINGENT BEHAVIOUR

The drone swarm is expected to encounter a wide range of unforeseen circumstances due to its mission of
surveilling high-risk areas. Mitigation of risks in these situations is required for a fast certification process and
easy integration with existing firefighting procedures.

The first behaviour considered is obstacles on the UAV surveillance path. The UAVs should be sufficiently able
to avoid static obstacles within the search area. This autonomous obstacle avoidance is readily demonstrated
in literature [67, 68], so implementing these procedures should sufficiently mitigate this risk. Similarly, UAV
collisions with emergency air traffic should be avoided. In this case, when the emergency air traffic (like a
firefighting aircraft) communicates the passage through the search area to the GCU, all UAVs in the sectors
which cross paths with the aircraft should remain in holding mode for the duration of the aircraft’s passage.
This way, the aircraft will sufficiently avoid each other, even if UAVs temporarily lose communication with the
GCU during their holding pattern.

Secondly, a situation where UAV collisions may arise is when the search areas of the UAVs are redefined. This
is mitigated by putting all UAVs in a holding pattern and moving the UAVs to their new sectors one by one.
This way, collisions can be avoided even when communications to some UAVs are temporarily lost.

Finally, a consideration of the risk of a UAV losing communication with the GCU for an extended period of
time is made. This is mitigated by setting a maximum duration for which a UAV may lose communications
with the GCU, which is to be determined based on the frequency of temporary communication loss and the
risk associated with a permanent communication loss. An arbitrary time limit of 2 minutes has been set for
the purposes of this discussion but will need to be investigated further in further research.

4.6 SWARM SIZING

A drone swarm consists of various drones working together; for further design and analysis, it is important to
specify the number of drones the swarm will use. The number of drones per swarm, N, is determined using

“https://ams-osram.com/products/sensors/position-sensors/ams-as5048a-high-resolution-position-sensor
Bhttps://www.bosch-sensortec.com/products/environmental-sensors/humidity-sensors—bme280/
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the following formula:
Ald

N=_1%
chtcycle

()
In Equation 5, A is the search area in [m?], d is the cell width in [m], V, is the drone cruise speed and Leyele
is the required cycle time, the time an individual drone takes to visit the same cell twice. To restrict the
variability in these parameters, a few assumptions can be made:

« The standard search area per swarm will be set at 1000 square kilometres, based on user requirements
REQ-STK-FB-1.1. In the situation where a customer requires a larger or smaller area to be observed,
the swarm size will scale linearly with the area size according to N = N, stdAAS-

+ The cruise speed is assumed to be 30 [m/s]. From initial sizing, as reported in the midterm report [53],
the cruise speed was estimated to be around 34 [m/s]. At this stage, a lower, safer value of 30 [m/s]
accounts for future parameter variations.

« The cell area width d can be assumed to be equal to the ground resolution corresponding to the most
narrow FOV among the chosen sensors, which in this case is 1.5 [m].

The aforementioned assumptions then constrain the swarm size to the cycle time requirements. Three deciding
factors have been identified to determine the minimum required cycle time:

1. Risk divergence The cycle time shall be less than the time it takes for any variable involved in the risk
analysis function to change by 5%.

2. Spread prediction divergence The cycle time shall be less than the time it takes for the fire spread
model to divert more than 10% from the actual fire state for any and all model output variables.

3. Detection Time Optimisation The cycle time shall be chosen to optimise the average detection time
to the number of drones.

Do note that the estimates made in this chapter are based on limited data; the absence of a continuous wildfire
monitoring system with frequent measurements has led to many unknowns regarding fire ignition and spread
during the initial stages. Therefore, the following section provided an initial swarm sizing. It is recommended
that the data gathered over the first years of system operations be used to optimise the sizing further.

First, the most restraining variable is found for Risk divergence, and the respective cycle time is calculated.
It should be noted that these variable changes are for continuous, dry conditions.

Vegetation & Soil Moisture Fine, flashy fuels have the largest change in vegetation moisture throughout the
calendar day and are principally responsible for diurnal changes in fire danger. These dried herbaceous
plants or round wood less than 1/4” in diameter have a time lag of one hour, meaning it takes one hour for
the vegetation to reach the 63% equilibrium point between its initial moisture state and the environment
moisture [69]. Therefore, the vegetation moisture can be assumed to follow the soil moisture rate of
change at a reduced speed, making the soil moisture more constraining for cycle time.

The rate of change in soil moisture is a complex problem that affects several factors. The most important
of these factors and their relative importance is shown in Figure 9. In the scope of this report, the
analysis is limited to soil temperature and humidity, as all other factors’ relative importance is less than
10 per cent. However, as described in subsection humidity, the change in humidity on a 30-minute
interval is extrapolatable and can therefore be considered negligible.

From Figure 10, it can be seen that soil and air temperature change at an almost linear relation. Since
the lag between the two can be ignored when calculating the required cycle time, the assumption is that
the cycle time needed for soil and air temperatures is equal.
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Figure 9: Factors affecting the soil moisture content. [70]
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Figure 10: Daily air temperature range (DTR) and its relationship with soil DTR under different vegetation covers and soil
moisture states. MD, MW = Medium dry and medium wet soil moisture conditions, respectively. [70]

Humidity The change in humidity on a minute timescale during wildfire climates is a research topic not
well documented. However, Table 9 shows the challenges of averaging relative humidity over different
time intervals. It highlights that most data points are within 1% of each other for half-hour and hourly
intervals, but longer intervals show more significant errors. This suggests that even though the humidity
varies significantly, it does not put a stringent requirement on the cycle time of the swarm, as the data

can be extrapolated from previous measurements.

Table 9: Comparison of Difference Between Simple Average and Averaging Vapor Pressures [71]

Interval Minimum | 2.5 percentile | 25 percentile | Mean | 75 percentile | 97.5 percentile | Maximum
Half hour -0.210 -0.015 0.001 0.056 | 0.052 0.393 5.153
Hour -0.430 -0.016 0.006 0.126 | 0.140 0.782 5.663
Three hour | -1.026 -0.032 0.057 0.495 | 0.651 2.369 7.065
Daily -0.937 -0.128 2.270 5.164 | 8.033 11.277 14.829

Air & Soil Temperature The previous subsections have described how air and soil temperature are the most
restricting variables as these change the quickest. However, the change rate depends on many factors,
including geo-dependent factors. Therefore, for this analysis, inland Spain is chosen as the area of
interest as this area is a high-risk area in Europe. Figure 11 shows the locations where the soil and air
temperature measurements were taken. The most restricting area is the Parapunos (Spain) region during
dry conditions. Here the daily temperature change is roughly 20 degrees Celsius, with a minimum of 25
degrees Celsius. This gives an estimated minimum cycle time of 45 minutes to maintain a maximum 5%
temperature deviation between measurements.

Note that ground wind speed is not considered as it does not influence the probability of a fire igniting but
rather influences the spread of fires.

Bhttps://en.wikipedia.org/wiki/Wildfire_modeling
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Spread prediction divergence The CAWFE model
for fire spread prediction has not been widely tested,
and thus, values for specific 5% deviation times are
not available. However, according to the NASA
paper publishing the model, "Sequences of 1-2 day
CAWFEE simulations combined with fire detection
data can be applied to predict fire growth from first
detection until containment accurately”.[72] This
suggests that the model is constructed to be accurate
on a timescale far larger than 45 minutes. Therefore,
it is assumed for now that this is not a constraining
factor. However, this might change as the model is
tested more. Using Equation 5, a required swarm
size of 8 drones is found.

Detection time optimisation Fires spread quickly;
thus, the drone swarm must detect new fires quickly.
The average detection time is inversely related to
the number of drones. However, this relationship
approaches an asymptote at 0 detection time. Hence,
the benefit of adding a drone decreases with the
number of drones. Therefore, this subsection
analyses the average fire size upon detection vs
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the number of drones by running Monte Carlo Figure 11: Locations of the measurements taken for air and soil

simulations for different swarm sizes.
simulations, the following assumptions are made:
The drones have an observation width of 1500
meters, fly at a cruise speed of 34.2 meters, fly a
simple zig-zag pattern, turn instantaneously, detect
all connected fires if one is detected, and spread fires
at a rate of 2.5 m/s to all adjacent cells in perfect
square sectors where fires ignite randomly.

Figure 12 shows the results of the simulations. The
criteria “Fires detected” might give the illusion that
a higher score is preferable. However, one must
remember that no matter the drone size, all fires
will eventually be detected. However, as the average
detection time increases, the fire spreads, and thus,
more “fires” are created and therefore detected. In
summary, a low number of fires detected shows that
the drone swarm did not allow fires to spread to
large sizes. The simulations suggest an ideal drone
size of 20 drones, excluding the communication
relay. This is the most limiting amount so far;
therefore, this will be the swarm size. The ratio
of the relay to observation drones is 1:4. Thus, the
required number of drones is 25. The path planning
algorithm is refined and optimised in chapter 5. The
Dynamic sector division is also introduced. After
this optimisation is included, the swarm sizing is
performed again.
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PART 5

SwWARM DESIGN

This chapter presents the design and operational framework of the UAV swarm that will be used for wildfire
detection and monitoring. Firstly, section 5.1 discusses the general operational framework of the swarm and
how this flows from the mission requirements. Then, section 5.2 will focus on specifying the methods used to
make the swarm perform the mission within the previously defined framework. This includes selecting and
analysing sector generation algorithms and UAV path-finding algorithms. Finally, section 5.3 is dedicated to
validating the swarm’s wildfire detection performance and comparing this performance to alternative wildfire
monitoring solutions.

5.1 DEFINITION OF SWARM FRAMEWORK

This section discusses the method by which UAVs search for wildfires in the area of interest. The optimisation
of the spatial and temporal distribution of the drones is crucial for the successful operation of the swarm to
minimise the risk of a wildfire going undetected and becoming too large to control [73, 74].

For the mission’s swarm planning framework, it is crucial that the UAVs do not crash into each other or
other air traffic (REQ-SYS-CON-SFT-1.1) while also guaranteeing a mean wildfire detection time of at most
15 minutes (REQ-SYS-TEC-SWM-1.1). The strict requirement on no possibility of UAV collisions excludes
automata-based methods [75, 76], where each UAV operates on an individual set of rules like avoiding other
UAVs and moving in the direction of the least surveyed cell. This is unsafe for the application since N?
continuous communication links must always be operational for a swarm of N UAVs. A single link failure
opens up the possibility of a UAV collision, which could cause a wildfire [77]. Likewise, a single UAV losing
communication also threatens potential emergency aerial vehicles in the area. These vehicles could be hit
at any moment by a UAV flying an unknown trajectory, which poses a high risk for firefighting operations.
To summarise, the swarm framework should be made such that the approximate location of the UAV can be
pinpointed even when all outside communication with it is lost.

The requirement for the mean fire detection time not exceeding 15 minutes also further restricts the swarm
planning framework. For this requirement to be verifiable, there must be a deterministic upper bound on the
detection time. On the contrary, many swarm surveillance methods use stochastic paths for route planning,
which can only provide statistical upper bounds on detection time [78]. Because the path the UAVs follow is
determined by randomness, there is a non-zero chance that some part of the search area stays unexplored for
the entire mission. To eliminate this risk, pre-determined paths will be used as waypoints for the UAVs. This
ensures that the total coverage of the search area within a given amount of time can be verified.

Taking all this into account, a swarm planning framework can be formulated such that it complies with these
constraints. To then comply with REQ-SYS-TEC-SWM-1.2, the search area in the chosen swarm framework is
divided into square grid cells of dimension d X d at the start of the mission. The size of the cells is determined by
the sensor’s footprint, which has the lowest field of view in the cruise. Each cell remains uniquely identifiable
throughout the mission to have consistency in measured parameters for different UAVs [78]. At a certain
time, each UAV in the swarm is allotted a particular set of grid cells called its sector. All cells in the search
area are assigned a sector; each cell may belong to only one sector. The UAV then defines a cyclical path
through its sector, which it traces until its battery runs low or until the sectors are redefined. The sectors
are redefined when every UAV has completed at least one cycle in their sector, or a UAV returns to the base
without a replacement on the way. This sector redefinition happens because the risk information may change
in accordance with the newly gathered data by the UAVs, which may demand a different spatial distribution of
the UAVs [79]. Note that this redefinition constitutes the only situation with a potential risk of UAV collisions
if communication with a UAV is lost while sectors are redefined. This can be prevented by delaying sector
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redefinition if some communication links are not responding. To conclude, this swarm planning framework
was chosen because it ensures that the UAVs may avoid collisions even when communication is lost and
ensures that the entire search area is consistently covered (Figure 13).

I
Search area Grid cells Sectors

Figure 13: Definition of Search area, grid cells, sectors and paths of the drone swarm.

5.2 SECTOR GENERATION & PATH-FINDING METHODS

The main design decisions concerning the swarm framework are defining the procedure which decides how
the sectors are divided, and defining the procedure which generates the paths within the sectors. This section
focuses on discussing these procedures. It is designed to comply to the risk: R-T-45 in section 3.6.

Sector generation method

Two viable methods are considered for dividing the sectors of the search area, which define each UAV’s airspace
during the surveillance period. The Voronoi and Rectangular sector methods are considered (Figure 14).

Voronoi sectors Rectangular sectors
Figure 14: Definition of Voronoi sectors and rectangular sectors.

The Voronoi sectors are defined by a Voronoi tessellation process generated by a set of random points on
the search area [80]. The Voronoi tessellation enforces that every cell in the ith sector is closest to the ith
generator point. This tessellation method has also seen applications in patrol planning of emergency services
and swarm positioning [81, 82]. While in these traditional algorithms, the generator points are uniformly
distributed, in the project’s application, the empirical risk map can be used as a sampling distribution by
using inverse transform sampling [83]. This means that in high-risk regions, the generator points are closer
together, resulting in smaller sectors and leading to earlier detection times in those regions. This method
has the advantage of rapidly adapting the sectors to new risk information at the cost of using more complex
path-generation algorithms within each sector due to the irregular shapes of the resulting sectors.

Alternatively, rectangular sectors are defined by recursively bisecting the search area with horizontal and
vertical cuts, such that the aggregated empirical risk on the two halves is equal [84]. The main advantage of this
method is that the path generation algorithms are far less complex than Voronoi sectors and that the sectors
are deterministic, so they are not based on random sampling like Voronoi sectors. The main disadvantages
are that the method is more computationally intensive, less versatile, and much more difficult to implement
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than Voronoi sectors. After further analysis, the Rectangular sectoring method was discarded because the
algorithm had many rare edge cases, which added excessive complexity and made the results very unreliable.
Thus, the Voronoi sector method is selected for this analysis, but the rectangular sector method is still viable
for future work.

The objective of the sector generation method is to divide the cells of the search area C; € () into K sectors
So, 51, ..., Sk € S such that the aggregated risk is the most evenly distributed over the sectors. The objective
function is mathematically defined in Equation 6.

2
1
S0,51, ..., Sk =argmin¢ > | > R(C)) — = Y R(Cy)
S s; €S C]'ESZ' CeQ
= argmin Z (Rsi — EQ)Z (6)
S $;ES

Where R : Q — [0, 1] is the empirical risk map, R, is the cumulative risk of sector s; and Ry, is the average
cumulative risk of the whole search area. For the scope of the project, it is concluded that the objective function
is computationally intractable for the generation of sectors since there is no available meta-heuristic available
in the literature for this optimisation problem [85]. Instead, the function is used as a performance metric for
evaluating the best sector division from a limited number of generated sector divisions. In practice, this will
amount to the Voronoi sector algorithm generating multiple tessellations and then selecting the one where the
variance of the sector risks is minimised. A post-processing pass of the final tessellation will also be performed
to ensure that the sectors are physically traversable. This includes ensuring no cells have zero neighbours
of the same sector. Moreover, the post-processing pass also ensures that the sectors can be traversed with
minimal backtracking, such that there are no cells with fewer than 2 neighbours of the same sector (in sectors
with more than one cell). These post-processing steps are shown in Figure 15.

Fewer than 1 neighbour Fewer than 2 neighbours

& sector larger than 1 cell

A
B
Figure 15: Sector post-processing.
Pathfinding method

Every UAV in the swarm must generate a path through its assigned sector. The path must cover every cell in
the sector in a cyclic manner. The pathfinding methods considered are a horizontal zig-zag pattern, a vertical
zig-zag pattern and a near-Hamiltonian pattern (Figure 16). The horizontal and vertical zig-zag patterns cover
the search area by performing horizontal or vertical sweeps across the length of the sector. This method is
widely used in aerial photogrammetry [86, 87]. On the other hand, the near-Hamiltonian algorithm tries to
find a cyclic path with the least self-crossings in a given sector using additive Monte Carlo generation of
cyclic Brownian paths. This entails that the algorithm starts at a random cell in the sector and then tries to
create a closed loop by tracing a path to random adjacent cells (without crossings) until it either returns to the
starting cell or runs into a dead end. When a closed loop is formed, it is very likely not to be a total coverage
of the sector (a total coverage without crossings is proven not always possible [88]). Therefore, this closed
cycle is extended by starting on a random point in the cycle with at least 2 free neighbours and then tracing a
path (again without crossings) to a cell adjacent to the starting point. After no points on the cycle with 2 free
neighbours are left, the remaining untraversed cells are filled in by moving to that cell and then returning by
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backtracking. Although this method is likely to see an increase in pathfinding performance, it was disregarded
due to its computational intensity, complexity of implementation and lack of available literature, but it remains
a valid approach for future research. The objective of the pathfinding algorithm is to minimise the wildfire
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Figure 16: Voronoi sector pathfinding algorithms.

detection risk, which is defined as the risk that a wildfire goes undetected for a certain time. Mathematically,
the optimal path p,,, which consists of a sequence of T’ cells from sector S, is defined as in Equation 7.

Dopt = argmin Z T, R(C;) (7)
pesT Ciep

Where 7; is the maximum time between passes of cell C; and R(C}) is the risk of cell C;. During the validation
procedure, it was concluded that the optimal path could be selected sufficiently accurately by minimising the
path length (Equation 8).

Dot ~ argmin {|p|} (®)

peST

In practice, this will amount to the UAV generating the horizontal zig-zag and the vertical zig-zag path through
its sector and then choosing which path to pick based on Equation 8. Furthermore, it is noted from the literature
that some surveillance UAVs use gimballing cameras to increase their lateral range [87], which lends itself well
to the zig-zag surveying pattern chosen. This would allow for each UAV to cover a much vaster area in a short
amount of time. However, due to current incompatibility with the chosen swarm framework and difficulty
of implementation, this method is currently discarded for this design feasibility project but remains a viable
technique for further research.

5.3 SwWARM PERFORMANCE & COMPARISON

This section will validate the swarm’s fire detection performance and compare it to alternative solutions after
selecting the sector generation and pathfinding methods in section 5.2.

Simulation Procedure

The validation procedure aims to arrive at a preliminary estimate of the swarm’s ability to detect wildfires.
This is done by defining a square search area of 22x22 cells of 1.5x 1.5 [km?] each, containing a total area of
1089 [km?]. Each cell in this area has a certain risk of wildfire ignition, defined by a risk map. This risk map is
generated from a truncated 2D Fourier series with randomised amplitudes to mimic the smoothly varying risk
factors like air humidity and soil moisture. The risk map randomly creates a wildfire at a certain cell according
to its ignition risk. This fire then spreads to adjacent cells with an average speed of 2.5 [m/s] (as discussed in
section 4.6).The swarm uses the risk map to generate the Voronoi sectors for the UAVs..Then, the horizontal
and vertical zig-zag paths are generated for every sector, and the shortest path for each is chosen. When the
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simulation starts, the UAVs follow the assigned path until one detects a fire. The detection location and time
are recorded, and a new simulation starts.

Risk map

Figure 17: Generated risk map of the search area (left) and produced sectors and paths in the search area (right).

Simulation Results

This simulation procedure can be used to gain insights into the detection behaviour and performance of
the swarm (Figure 18). Firstly, a parameter sweep on the number of UAVs in the swarm is run, and their
mean detection times are to verify that the swarm size of 20 UAVs (as estimated in section 4.6) complies with
REQ-SYS-TEC-SWM-1.2. The results of which are shown in Figure 18a, which indeed validates that 20 UAVs
can detect wildfires with an average detection time of 15.3 minutes. It is also noteworthy that there are steep
diminishing returns in increasing the number of UAVs. Decreasing the detection time from 20 to 15 minutes
requires only 5 more UAVs, while decreasing from 15 to 10 minutes requires 10 more UAVs.

Furthermore, a simulation of a swarm of 20 UAVs with the same risk map was run 30000 times to give the
results displayed in Figure 18. From these plots, it can be concluded that the Voronoi sector algorithm, along
with the zig-zag paths, is indeed successful in efficiently detecting wildfires because it consistently detects
the fires in the highest risk areas the quickest (Figure 18c and Figure 18d). This is corroborated by Figure 18b,
which shows that the detection time probabilities are skewed towards lower values, meaning that most fires
are detected very quickly. Even in the worst 5% of cases, the fire is still detected within 33 minutes, which is a
massive improvement over alternative methods, as will be explained in the next subsection.

Performance Comparison

Because the swarm occupies a novel technological niche with its ability to rapidly detect and communicate the
location of wildfires locally, it is difficult to compare the swarm’s performance to other available technologies
directly. Therefore, to demonstrate the superior performance of the swarm over alternative solutions, we
compare the swarm’s performance with that of a single general aviation aircraft performing the same mission.
The mission is assessed on three key metrics: cost, detection time, and ground resolution (Figure 19a).

The alternative aircraft considered to perform the mission is the Beechcraft King Air 350, operating 450 flight
hours per year. The average upfront cost of this aircraft is $ 3.6MM [89, 90]. The annual operating costs are
approximately $ 250k for maintenance and storage, $ 200k for fuel and $ 150k for crew and insurance, making
a total of $ 600k, which is a bit higher than the swarm’s cost profile (as discussed in Table 11.1.1).

The aircraft is equipped with the Hensoldt ARGOS-II HD infrared camera [91]. To match the swarm’s ground
resolution of 3 [m], the aircraft is limited to a cruise altitude of 5600 [m], resulting in a ground footprint of 3.2
[km] (a 10x10 grid of cells). At this altitude, the aircraft’s speed is limited to 185 KIAS (96 [m/s]), giving a
mean detection time of 54.8 minutes, as shown in Figure 19b. This detection performance is worse than that of
the swarm, which has a 5% worst detection time of 33 minutes. Conversely, to match the swarm’s detection
time of 15 minutes, the aircraft needs to fly at its maximum cruise speed of 310 KIAS (159 [m/s]) at an altitude
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Fire detection time vs. Swarm size

Detection time distribution over a 1000 km2 search area for 20 UAVs
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Figure 18: Swarm performance simulation results.
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(a) The three key performance aspects of the mission are cost,
detection time, and ground resolution. (b) Fire detection time distribution of a single aircraft, showing
mean, 5%, and 95% quantiles.

Figure 19: Comparison of mission performance aspects and fire detection time distribution.

of 8500 [m]. At this altitude, the aircraft will have an average detection time of 14.24 minutes but with a ground
resolution is 14.4 [m]. To conclude, if the aircraft is configured to match the ground resolution of the swarm, it
will have worse detection performance, and if it matches the detection performance, the ground resolution
will be worse.
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PART 6

COMMUNICATIONS ARCHITECTURE

Communication systems for wildfire drone swarms are critical for enhancing the efficiency and effectiveness
of wildfire monitoring, management, and mitigation. Efficient and reliable communication architecture is a
crucial aspect of drone swarms, especially for those operating in hazardous conditions. Reliability is vital to
prevent control loss, reduced effectiveness and environmental damage. The following chapter discusses the
design of the communication subsystem and the communication architecture of the swarm and provides a
general overview of the approach taken.

6.1 BACKGROUND INFORMATION

From the previous section on mission logistics and operations, it is expected that the drone will partake in pre-,
active and post-fire situations and will have to operate with high reliability. Furthermore, it was identified that
the drone swarm will operate in remote locations with limited population density. Considering these factors,
the challenges faced by the communications subsystem can be reduced to the following points: fire/smoke
attenuation and limited infrastructure.

6.1.1 Smoke / Fire attenuation

When designing the system, a major concern that was communicated was whether or not the drone would
be capable of maintaining communications during active fires, given the fire and smoke attenuation. Losses
concerning these factors have proven to be quite significant. This was notably true for the communication
bands between 380 - 400 [MHz], which are commonly used by emergency services globally [92]. Over the
distance of 20 meters, signals at this frequency were noted to experience a power loss ranging from 10 to
15 [dB] due to fire attenuation [93]. The influence of smoke is also significant, with power losses ranging
from 8 to 11 [dB] over the distance of two meters for the same frequency [94]. These losses are expected
to be even more severe for longer propagation distances. That said, the relationship between fire/smoke
and signal behaviour is a complex one, and, as of now, research on it has not yet been conclusive. After an
extensive literature review, it was determined that quality literature on the topic had proven to be sparse.
Multiple experiments have been conducted to measure smoke and fire losses [92][93] [94][95], however,
the underlying mechanisms behind these losses have yet to be fully understood and quantified. From the
literature analysed, the mechanisms influencing signal attenuation include absorption, scattering, reflection
and refraction [95]. From these mechanisms, fire and smoke attenuate signals differently based on a set of local
properties, including, but not limited to, temperature, chemical composition, smoke density, signal frequency,
signal polarization and more.

The research found that a numerical method that quantifies the combined effect of these losses does not
exist yet. Instead, values are obtained experimentally by simulating fire environments on a limited scale.
For preliminary analysis, data from experiments which were conducted in a wildfire like conditions were
extrapolated to be used for the link budget. Details regarding this methodology will be further elaborated on
in subsubsection 6.5.

6.1.2 Limited Infrastructure

Many wildfires occur in remote locations where communication infrastructure may be limited or unavailable
due to the lack of financial incentive to cover the area. Typical Long Term Evolution (LTE) networks used for
high data rate telecommunications in urban areas cannot be used for that reason, and satellite communication,
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whilst capable of covering regions of high wildfire risk, has uncertainty as to whether it can provide consistent
link given the effects of smoke and fire during an active wildfire.

This issue is critical to the mission, as neglecting this could result in the ground control station being unable to
receive drone data or transmit instructions to the drones. To make a drone swarm effective in monitoring and
managing wildfires, ensuring robust communications through self-sufficiency was deemed the most viable
method moving forward.

6.2 SYSTEM RISKS & REQUIREMENTS

Before starting the design phase, the risks and requirements were generated to ensure coherence. The relevant
risks are:

« R-T-31: Emergency command is not received

+ R-T-48: Drone fails to communicate

+ R-T-49: Communication is not fast enough
The relevant requirements are:
« REQ-SYS-TEC-UNI-4: The communication system shall always ensure communication between the

ground station and active UAV units.

« REQ-SYS-TEC-UNI-4.1: The communication system shall relay signals from firefighters during active
fire scenarios.

« REQ-SYS-TEC-UNI-4.2: The communication system shall require no more than 30 [W] of power.
« REQ-SYS-TEC-UNI-4.3: The communication system shall have a mass of no more than 5 [kg].

« REQ-SYS-TEC-UNI-4.4: The communication network should be able to relay critical payload data at
all times with a margin of 50%.

« REQ-SYS-TEC-UNI-4.5: The link margin for the system shall be greater than 5 dB

« REQ-SYS-CON-SFT-1.3: The unit shall be able to relay its GCS position following an emergency
landing.

The rationale for these requirements are listed in Table 50 (in Appendix A).

6.3 ASSUMPTIONS

ASMP-COMMS-01: Atmospheric absorption losses are minimal and can be excluded from the link budget. These
losses are mainly dictated by the power absorption of atmospheric gases such as oxygen and water, which
causes noticeable attenuation from 10 [GHz] onwards. Figure 25b Given that the operational frequencies are
around 440 [MHz] and 2.4 [GHz], atmospheric absorption losses will be lower than 0.01 [dB/km] and can be
neglected. This assumption will not significantly impact the accuracy of the results.

ASMP-COMM-02: Smoke attenuation loss can be modelled using an inverse power relation. Alternative
functions, such as inverse exponential and inverse logarithmic functions, have also been tried, but the one
used by the team was deemed to produce the most reasonable results. Smoke attenuation is a complex topic,
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and this assumption can potentially affect the outcome of the link budget greatly. This potentially significantly
impacts the results and thus will need to be validated.

ASMP-COMM-03: Pointing losses can be assumed to be low, given the inclusion of an RTK GPS. Given that
the distances between drones are not particularly large, the pointing accuracy of the system did not have to be
particularly accurate. However, given that smoke attenuation could potentially be quite severe, there were
concerns regarding the accuracy of the measured positional location of individual UAVs. The inclusion of the
RTK GPS aims to minimise this concern by decreasing the uncertainty of drone position.

ASMP-COMM-04: The system noise temperature of the UAV is at 290 [K]. This value was chosen by referring
to the UAV reader. However, during actual operations, this value could differ quite significantly. However,
given that measurements were conducted in Kelvin, a difference of +- 30 [deg] would not substantially impact
the results, and the noise power would only vary by +- 0.5 [dB] at most.

ASMP-COMM-05: Spreading implementation losses do not need to be included, given that the information
sent is not particularly sensitive and security is not a concern. This assumption will not impact the result’s
accuracy.

6.4 DESIGN

The design phase of the communication subsystems is a crticial step that ensures robust, reliable, and efficient
data exchange between the UAV and its control station. This phase involves a comprehensive analysis of the

data rate requirements, communication architecture, antenna selection and sizing and link budget calculations.

6.4.1 Data Rate Estimation

Before designing the communication system, a rough approximation of the transferred data rate needs to be
calculated. Calculations for the data rate determine the approximate scale of information the swarm would
handle preceding the architectural decision. Table 10 details sensor image and video resolutions and the
employed compression and modulation techniques.

Table 10: Observational Drone Data Rate

Images Video
Visual NIR IR Visual NIR IR
Initial Resolution 1280x720 | 1280x720 | 640x480 Initial Resolution | 640x480 640x480 | 640x480
Pixels (px) 921600 921600 307200 FPS 30 30 30
Bit Color Depth (bits) | 12 10 14 Color Depth (bit) | 10 10 10
Compression Compressed JPG 100% 24bit/pixel Compression H.265 (Good Video Quality)
Comp. File Size (MB) | 0.19 0.19 0.06 Data Rate (Mbps) | 0.31 0.31 0.31
Comp. File Size (Mb) | 1.52 1.5 0.5 Data Rate (Mbps) | 0.47 0.47 0.47
Comp. File Size (Mb) | 1.9 1.9 0.6
Lower Higher
Lower Higher DR _video (Mbps) | 0.31 0.47
DR_img (Mb/image) | 3.5 4.4
Seconds per image 12.5 12.5 Command and Control (2C)
FPS (image/sec) 0.08 0.08 Data Rate | 0.013
FPS margin (-) 30% 30%
SM (image) 1.25
| DR_img (Mbps) | 0.37 0.46 \ SM (video) 15
2C 1.5

It should be noted that JPEG compression was chosen given its ubiquity and effectiveness in the context of
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Table 11: Total Swarm Data Rate

Total Swarm Calculation
Prefire Active Fire Post Fire
Low \ Upper | Low \ Upper | Low \ Upper

Drones sending live image 24 24 24
Images [Mbps] 9 |1 9 |11 9 |11
Drones sending live video 12 6 12
Video [Mbps] 4 |6 2 |3 4 s
Drones receiving controls 24 24 24
Command and Control [Mbps] | 0.31 | 0.39 0.31 | 0.39 0.31 | 0.39
Total DR [Mbps] 13 17 11 14 13 17

image compression. The H.265 video compression was chosen given its improved efficiency over its widely
adopted, less computationally demanding predecessor, H.264.

The seconds per image value was decided based on the operational speed and camera coverage. The 12.5
seconds per image requirement was chosen to reduce the overlap between the images taken and ensure
effective use of the data transmitted.

The upper bound values provided in the calculations were calculated by applying a scale factor to the lower
bound values that were found experimentally. This value was validated by taking an image of similar resolution,
adding a 50% noise filter in Photoshop, and compressing it to observe the difference in file size. The difference
was less substantial than originally thought and was measured to be < 10%. Nonetheless, a scale factor of
1.25 was used as a safety margin. The same was done for the video, this was one in After Effects instead. The
difference was measured to be < 30%), and a scale factor of 1.5 was applied. As for the command and controls
(C2), given the importance of receiving controls, a scale factor of 2 was used. The data rate for C2 was obtained
by summing the individual data rates in the avionics section.

To minimise the data rate requirements of the system, it was decided that a limit would be imposed on the
amount of UAVs sending live video. These values were created because the operator did not have to monitor all
drones at all times. Half of the swarm broadcast video was sufficient for the operator to have good situational
awareness. This value was further reduced during a wildfire situation to minimise the bandwidth required and
alleviate the SNR drop that occurs during an active wildfire scenario. Lower values could be chosen, but these
values serve to determine the system’s upper limits.

6.4.2 Communications architecture

Based on the aforementioned challenges, an investigation was conducted on the general communication
architecture of the swarm. From the previous section on operations, the operational altitude of the drones was
defined as 850 meters. At this height, achieving line-of-sight communication will not always be possible as the
local environment may get in the way. This problem was solved by implementing a distributed-decentralised
communication network (Figure 20), which involves adding a high-altitude relay drone operating at around 4
kilometres. This will be used to establish a communication link between four smaller monitoring UAVs. This
architecture satisfies the requirement REQ-SYS-TEC-UNI-1.

The combination of a distributed network offers minimal system complexity and high network path redundancy.
Network path redundancy is defined by the available alternative routes the information can take to get from
the UAV to the GCU and vice versa.

High path redundancy ensures that information will not be lost if a communication path is unavailable due to

"Medium. URL: https://medium.com/delta-exchange/centralized-vs-decentralized-vs-distributed-41d92d463868
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drone malfunction or environmental factors. This feature is unavailable for the centralised communication
system, which directly relays information to GCU.

System complexity refers to the complexity level needed

to send information across the network. This value

was quantified by the number of paths it takes for

information to get from one to another. Minimising

this value improves system reliability by reducing the

number of ways the system could fail. One example of

systemic failure is a broadcast storm, where several
communication packets are transmitted in a loop

due to network misconfiguration, causing congestion, L
degradation of network performance and sometimes sen
network failure. The less complex the architecture is,
the lower the probability of systemic failure.

Figure 20: Communication architectures A: Centralised,
B: Decentralised, C: Distributed. !

As for the communication technology and frequency used, it was decided that RF communication technology
would be used at a frequency of 2.4 [GHz]. This was deemed the typical frequency used for UAV video
broadcasting as the frequency in this band allowed for efficient modulation techniques to be used while
minimally impacted by environmental attenuation [96]. This decision satisfies the requirement REQ-SYS-
TEC-UNI-1.1.

With that, the system functions as follows. Operating
at an altitude of 850 [m], the individual UAVs will

gather data and firefighter RF communications which e — = = — = Tl

are then sent to the relay drone above that operates at /// \\ \ — e
an altitude of 4000 [m]. The data collected will then be L T, e
propagated through the network via the relay drones / \

until it reaches the GCU. As for the RF communications, A

the information will be sent to the individual UAVs ,jé"<wﬁ == |

through the relays to broadcast to any firefighters

within the range of the UAV swarm.
Figure 21: Communication architecture breakdown

The swarm itself requires a complex communication architecture in order to provide reliability and extend
range as far as possible. As seen on Figure 21 of the smaller vehicles have a direct link with each other
to provide spatial location information and each relay has an established link with other relays around to
provide redundancy in the case the direct link to GCU is interrupted. This approach is a mix of distributed and
decentralised swarm architecture.

6.4.3 Antenna Selection

Based on the research conducted on smoke attenuation, the conclusion was that high-gain antennas and
receivers were both needed. Smoke attenuation proved to be quite severe and generated a loss of -27 [dB].
Combined with the free space losses, this greatly increased the required SNR. The selection of the decentralised-
distributed network meant that the antenna selection had to be done for two sets of drones, namely the
low-flying surveillance drones and the high-flying relay drones.
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Blade Antennas

An omnidirectional blade antenna, specifically the UVW-0430, was chosen to communicate with first responders
and neighbouring UAVs. The component can be seen in Figure 22b. The ability to attach the antenna outside of
the UAV improves its ability to detect incoming signals and the shape of its profile results in minimal drag
being generated.

.
(a) Kyocera 2.4GHz Patch Antenna
[97] (b) UVW 0430 Blade Antenna [98] (c) Phased array system [99]

Figure 22: Blade, Patch and Phased Array

Phased Array Antenna

The phased array antenna comprises an array of smaller antenna elements that can be electronically steered
by controlling the phase shift of each antenna such that the combined wavefront forms a directional plane
wave. Adjusting the delay in the phase shift changes the orientation of the propagated wave. With careful
spacing of the individual elements, the sidelobes of the radiation pattern can also be reduced, which improves
the system’s energy efficiency.

To communicate with the relay drone, the selected antenna must be directional and provide high gain to
communicate through smoke. On a more macro level, factors such as antenna size, weight, operational
frequency, power consumption and the mechanical complexity of the pointing mechanism also had to be
considered. For that reason, a phased array antenna system was also selected. This system has a minimal
profile and weight and can be adapted for the 2.4 [GHz] operational frequency, is power efficient, and can be
electronically steered via software. This decision satisfies the requirement REQ-SYS-TEC-UNI-1.2.

The selected antenna elements are the Kyocera Ceramic Patch 2.4 [GHz] Antenna. Weighing in at 4.8 grams
per unit, the small patch antennas have a moderate peak gain at 3.83 [dB] and have a spatial dimension of 18 x
18 x 4 [mm]. Given its compact form factor, it was decided that a 6 by 6 array of these antenna elements would
be used to create the phased array system.

Phased Array Sizing

To the size the phased array, the phased array system toolbox from Matlab was used to simulate the directivity
gain of the antenna system. From there, to model the array interaction of patch antennas, a uniform rectangular
array (URA) made from N by N elements were generated, each following a cosine radiation pattern. Gaussian
and isotropic patterns were also considered but were not selected as they do not represent the radiation pattern
of patch antennas as accurately. The spacing between each element was chosen to be at half the wavelength of
the signal (6.25 cm) in order to minimise the grating lobes. The following visuals display the antenna array as
well as its results. Figure 23b shows the power distribution of the antenna using a normalised power scale,
with one being the largest and representing the maximum power. Figure 23c display the same graph but is
scaled in decibels.
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(a) Antenna elements in Matlab

(b) 3D Response Pattern [-]

Figure 23: Blade, Patch and Phased Array

30 Diewctuity Patern
24 G Smring

(¢) 3D Directivity Pattern [dB]

During the investigation, it was noted that adjusting the direction of the beam also caused sensor gains to
decrease, and after 60 degrees the array directivity noticed a significant drop in power. For a 5 by 5 URA, from
50 to 60 degrees, this drop was 0.4 [dB] but from 60 to 70 degrees, this drop was 1.2 [dB]. It was for this reason,
the results the steering angle of the array was limited to 60 degrees in elevation and azimuth. From there, the

following results were generated.

Array Size 9x9 8x8 7x7 6x6 5x5 4x4  3x3 2x2
Array Directivity for Az = 0, El = 0 [dBi] 24.23 2322 221 2078 19.27 1738 151 @ 11.72
Array Directivity for Az = 30, E1 = 30 [dBi] | 23.04 22.01 21.07 19.03 18.13 16.3 14.72  11.04
Array Directivity for Az = 45, E1 = 45 [dBi] | 21.4 2043 19.32 18.04 16.64 147 12.26 8.67
Array Directivity for Az = 60, E1 = 60 [dBi] | 17.85 16.74 1548 13.99 12.19 9.92  6.95 2.81
HPBW for Az = 0, E1 = 0 (AZ) [deg] 11.28 12.68 145 16.92 203 254 33.86 50.6
HPBW for Az = 0, El = 0 (EL) [deg] 12 14 16 18 22 26 34 52
Array Directivity for Az = 60, E1 = 60 [dB] | 20 18.89 17.63 16.14 14.34 12.07 9.1 4.96
Element Gain [dB] 5.98

Total Phased Array Gain [dB] 2598 24.87 23.61 22.12 2032 18.05 15.08 10.94
Length / Width [mm] 50.0 438 375 313 250 18.8 12.5 6.3
Space Used [me] 2500 1914 1406 977 625 352 156 39

Based on the preliminary size constraints imposed by the structures department (0.7 x 0.25 x 2 mm [L x W x
H]) the following phased array sizes were chosen.

Final Array Selection | Array Size | Gain
Observational to Relay | 5x5 18.17
Relay to Observational | 5x5 18.17
Relay to Relay 9x4 24.05

Final Selection

Based on that, the final configuration of antennas for the observational and relay drone is depicted by the

following diagram.

The link budget is then used to verify that antenna selection will provide sufficient gain for the system to

operate.
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Phased Array x1 Observational
(Directional) Drone
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Blade Antenna x1
(Omnidirectional)

Figure 24: Final Antenna Configuration

Relay Drone
Phased Array x2

(Directional)

Phased Array x2
(Directional)

6.5 LINK BUDGET CALCULATION

To identify the antennas and power required, a link budget was made to calculate the gains required for a
functional communication system. The link budget was completed for different communication scenarios:
UAV to UAV, UAV to Relay, Relay to Relay and Relay to the GCU. These can be referred to in Figure 4. During
the link budget calculations, the following factors were considered.

Antenna Gain

The main form of gain in a link budget occurs in selecting the antenna used for transmission and receiving.
The antenna selection section above refers to the gains used for each link budget.

Free Space Loss

Free space loss (FSL) refers to the reduction in signal strength as an electromagnetic wave propagates through
free space. The loss occurs due to the spreading out of the wave as it travels further away from the transmitter.
FSL follows the inverse square law where signal power density decreases proportionally to the square of
the distance from the source. It also depends on frequency, as higher frequencies have shorter wavelengths,
causing the wavefront to spread more rapidly. Thus, this loss can be described by the following equation:

4
FSL = 20logio (d) + 20log1o (f) + 20log1o <:> 9)

where d is distance given by meters, f is the frequency given in Hz and c is the speed of light.

Atmospheric Loss

Atmospheric loss of transmitted signals is mainly driven by water vapour and diatomic oxygen absorption.
Water vapour content is mainly driven by relative humidity, whilst the concentration of diatomic oxygen
is mainly a function of altitude. A conservative estimate of this value can be obtained by analysing the
atmospheric absorption at sea level, where atmospheric absorption per km is the greatest [44].

Given that the drone will operate in areas where wildfires are highly risky, water vapour concentration is
expected to be minimal. Furthermore, the system will use frequencies below 10 [GHz] and will have a range of
less than 50 [km], making atmospheric losses negligible.
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(a) Methodology used to measure smoke attenuation [95] (b) Atmospheric attenuation at sea level[44]

Smoke Attenuation Losses

To simplify the problem regarding fire-related attenuation losses, only based on a report conducted on signal
losses for UAVs being obscured by indoor fires, a 7.7 [dB] loss was measured over a distance of 10 meters [94].
This was then converted into a non-dimension value, which was then extrapolated using the inverse power
relation to obtain the losses for the required distances.

Other functions, such as inverse exponential and inverse logarithmic functions, were used to model this
relation but yielded loss values that were too large or too small to be considered. At distances of 850 meters
and 4000 meters, the losses due to smoke were calculated to be around 22 [dB] and 27.7 [dB], respectively.
Face validity was used to confirm the values, and technical experts were consulted to ensure that the used
values were reasonable.

Pointing Loss

Pointing losses refer to the decrease in signal strength when a directional antenna is not accurately aligned
with the intended target. This value depends on the accuracy of the pointing mechanism and the accuracy of
the positional knowledge of the target. Omnidirectional antennas have negligible pointing losses in azimuth,
whilst directional, high-gain antennas have higher pointing losses given their smaller beam width. This loss
can range from -1 to -3 [dB] for directional antennas, while for omnidirectional antennas, this will be closer to
0 [dB] [44].

Radome Loss

Given the challenging environments the UAV will be operating in, antenna protection against wind, dust
and temperature will be needed. Radomes are environmental barriers that are largely electromagnetically
transparent and allow signals to be transmitted and received by antennas. However, radomes are not perfectly
dielectric, so there are losses. Based on the literature, these losses vary between -0.5 and -1 [dB] depending on
the manufacturing approach and system characteristics [44].

Component Line Loss

Component line loss refers to the decrease in signal strength between the transceiver radio and antenna. To
reduce this effect, short, low-loss coaxial cables are typically used to connect communication devices, given
their effective shielding against electromagnetic interference (EMI) and radio interference (RFI). These losses
are dependent on the cable composition, length and operational frequency. Based on the existing market
products, for a frequency of 2.4 [GHz], these losses range from -1 to -2 decibels per meter.
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Noise

In electronic systems, noise is an unavoidable phenomenon that can significantly impact the performance and
sensitivity of devices, particularly in high-precision applications such as those involving Unmanned Aerial
Vehicles (UAVs). This section delves into the various aspects of noise, focusing on two critical types: thermal
noise power and noise figure.

Thermal Noise Power

Thermal noise power is a measure of noise that is inherent in all electrical circuits due to their temperature
and is a fundamental limit to the sensitivity of electronic systems. The following equation was used to quantify
this.

PTN[dBm] = 10log10<k’3 . T) + 10log10B + 30 (10)

Given the elevated operational altitudes of the UAV, the internal temperature used for this calculation was
estimated to be about 290 [K], which is the value used for preliminary sizing as described by the UAV design
reader. The bandwidth was calculated in the previous section about the data rate. This was calculated at -114
[dBm] [44].

Noise Figure

The noise figure is a relative measure indicating how much additional noise a device contributes compared to
an ideal, noiseless one. It is usually calculated experimentally by measuring the SNR as a signal passes through
a component. Combining the noise figures of all components connected in series gives the system’s noise
figure as a whole.

Obtaining this value through simulation was out of the question given the lack of detail in the design; thus, to
simplify this, the team referred to the UAV design reader [44] and obtained a representative noise figure of -8
[dB] for a system operating in the X-band (8.0-12.0 [GHz]) [44]. This is higher than the operational frequency,
given that the noise figure rises with increasing frequency, but this value is a conservative estimate of the
actual system noise figure.

6.5.1 Discussion of Results

For all link budgets, the resulting link margin was higher than the 5 [dB] specified by REQ-SYS-TEC-UNI-4.5,
which is a good indicator that the communication system will be suitable for its operational environment. It
should be noted that 10 [W] of power was used for relay to relay communication in order to ensure a sufficient
margin. From discussions with Prof. Speretta, using power above 30 [dBm] or 1 [W] will require the system to
certified. This will need to be taken into account in the future.

For the relay to ground downlink, the signal margin was much greater than expected, sitting at 26.4 [dB].
This can mainly be attributed to the large antenna and receiver gains obtained from the phased array antenna
as well as the low data rate requirement from controls. Power can be reduced for transmission in that case
and used for other systems. The previous reasons would also explain the disparity between the uplink and
downlink as the uplink only has a signal margin of 10 [dB].
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6.6 VERIFICATION AND VALIDATION

To ensure that the values obtained were correctly calculated and representative of the real world, verification
and validation procedures were enforced throughout the design phase to ensure the results were up to standard.
The table structure is explained in subsection 7.1.1

6.6.1 Verification

Given its simplicity and versatility, Excel was the main calculation tool. Matlab was also used but was
specifically used for phased array simulations.

Table 12: Unit tests

Block Tested Inputs Outputs Tests Confidence

DR Calculation  Instruments used, Drone Count  DRprone; DRswarm  Analysis High

Phased Antenna Array Size Array Gain Analysis Medium

Calc.

Required SNR Modulation Technique, Bit Error SN R, cquired Analysis High
Rate Required

Link  Budget Gains, Losses, Noise Link Margin Analysis Medium

(Obs. to Obs.)

Link  Budget Gains, Losses, Noise Link Margin Analysis Medium

(Obs. to Relay)

Link Budget (Re- Gains, Losses, Noise Link Margin Analysis Medium

lay to Relay)

Link Budget (Re- Gains, Losses, Noise Link Margin Analysis Low

lay to Ground)

6.6.2 Validation

Comparison to other models Values for the data rate calculations were compared to other DSE projects
to ensure that values used were in the correct order of magnitude. The FLOWS project, which focused on
designing a single drone with visual capabilities, also had video and and image data rates lower than 1 Mbps.

As for the link budget, the final tables generated by the team were compared to the example used by the UAV
design book [44]. The calculated link margins were all within the acceptable ranges as designated by the reader.
Some values were lower than what was preferred, but that will be discussed in more detail in the section on
further recommendations.

Extreme value testing A wide range of values were tested for the smoke attenuation model to ensure the
values were correct. This form of validation allowed the team to identify models and assumptions that were
grossly incorrect easily and allowed for the types of functions used to be narrowed down significantly. Linear
functions could not be used for modelling losses as they inevitably go negative, whilst exponential functions
decrease too rapidly to be considered for modelling smoke attenuation.

Face Validity This was a critical form of validation, as it gave the group more certainty in areas where
expertise was limited. During the preliminary estimation of values used in the link budget, Prof. Speretta,
a domain specialist in the field of command and data handling systems, was able to provide the team with
great insight into the order of magnitude of values as well as the technical advice as to sizing antenna systems.
Ronald van Gent, the tutor for this project, also provided valuable information contributing to the smoke
attenuation model.
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6.7 FURTHER RECOMMENDATIONS

After an extensive review of the research conducted, it was concluded that further work needs to be done to
ensure that the communication system will perform up to standards in a real wildfire scenario.

First, more research will need to be conducted on wildfire behaviour to understand the operational boundaries
of the drone better. Such behaviours differ for each environment, as factors such as fuel type and composition
vary significantly between regions. From there, additional research must be done to quantify fire and smoke
attenuation better. As previously stated, quality research on this domain is currently sparse, and there is no
definitive relation between signal attenuation and fire and smoke properties.

Given the complexity of the phased array system, further research and simulations will need to be conducted
to understand its limitations and capabilities better. Optimally, the system is constructed in real life to be
tested to validate the simulation results. Further research is also needed to find a suitable radio interface device
capable of supporting the extensive array of elements used for the phased array.

Connecting the antennas to the rest of the electronics system is also an area that needs further investigation.
Experimental system testing would also be recommended for the link budget to validate the values being used.
This is especially true for the noise figure and thermal noise power, as the team suspects that the values may
have been underestimated.

Adaptive modulation techniques should also be investigated to improve the bandwidth usage of the system.
By increasing modulation complexity when the signal margin is sufficiently high, higher data rates can be
accommodated and high quality pictures and video can be transmitted.

To counter smoke attenuation, adaptive frequencies can also be employed to test which frequencies get the
least attenuated to local conditions. This may require an re-evaluation of the existing antennas though, as the
current patch antennas do not support a wide range of frequencies.
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PART 7

UAV DESIGN

The following chapter is dedicated to the design of the UAV, its physical systems and subsystems. The design
process has been roughly subdivided into departments corresponding to different aspects and subsystems of
the UAV. Because each subsystem is interconnected through input and output variables, an integration strategy
must be devised. Additionally, an optimisation strategy is also necessary to ensure that the final result is not
over-designed.

This chapter is structured as follows. First, in section 7.1, the design methodology is described. This involves
a description of the iterative process that has been applied to size each of the UAV subsystems. Then, in
section 7.2-subsection 7.9.5 the methods used for sizing each individual subsystem are described and discussed.
Finally, in section 7.10 the results of the design process are presented, together with the sensitivity study on
the input design parameters and the convergence study on the design parameters involved in the iteration
process.

7.1 DESIGN METHODOLOGY & INTEGRATION

The design of a UAV from the ground up involves a wide variety of parameters, linked together by an
equally wide variety of estimation functions. Moreover, several functions are interdependent, meaning the
inputs/outputs involved are linked to each other in a cyclic manner.

This poses two constraints to the design process:

1. The integration between all of the estimation functions must be ensured, meaning that parameters and
quantities must be consistently updated and carried over in between estimations and designs related to
different subsystems; this ensures compatibility between the subsystems in the final design [100].

2. The parameters shall be optimised or iterated upon to ensure that the resulting UAV is not overdesigned.
This means that no element in the design shall be excessively massive, costly or power-hungry unless
this is strictly necessary in order to meet all system and subsystem requirements. In other words, an
optimal design is the cheapest, lightest and least power-consuming configuration that can still fully
achieve the mission objectives.

To overcome these two challenges, the design work for the UAV was subdivided into 10 different departments
divided into two parallel lines of work based on the degree of interdependency between the inputs/outputs
of one department and the rest of the design. In the first line of work those departments were included in
which the design process can be carried out independently from the rest, meaning the only outputs that
are contributing to the rest of the design are the Mass and Power estimations. These departments include
Communications, Avionics & Electrical, and Ballistic Recovery System (BRS).

The second line of work includes those departments where the inputs and outputs involved are highly
interlinked; these are Weight Estimation, Flight Performance, Aerodynamics, Stability & Control, Propulsion &
Power, and Structures. For instance, weight estimation provides loading inputs for wing sizing in aerodynamics.
Then, the selected wing geometry dictates the structural sizing, which in turn affects the weight estimation.
For the sole reason of their high level of interdependency, these departments will be referred to as ”critical”,
while the ones involved in the first line of work will be referred to as "non-critical”. This division results in
the design workflow showcased in Figure 26. Here, the non-critical departments carry out their respective
design work independently, then their output is combined with a set of initial guesses to form the input for an
iterative process that ties together the five critical subsystems.
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Figure 26: Design methodology. Please note that the Aerodynamics and the Stability & Control departments have been merged

together.

More specifically, the iterative process is described as
follows. The process starts at the innermost loop, the
Weight Estimation. Each loop includes one or more
estimation functions that output updated values for
some design parameters. The estimation is repeated as
long as the difference between the updated parameters
and their previously known value (from a previous
iteration or the initial values provided to the iterator)
is above a threshold of 0.01%. This threshold ensures
that the iterator stops when the error falls below a
negligible threshold, thereby preventing unnecessary
computations that do not significantly affect the
outcome. When the error is found to have decreased
below this threshold, the estimation moves to the
next outer loop in the sequence. If, at any point, an
estimation produces a parameter which differs from its
predecessor by more than the threshold, the iteration
restarts from the innermost loop.

The pseudo-code for the iterator is shown in Algorithm
27. Dijpit is the dataset made of initial parameters,
while D is the working dataset that is changed at every
iteration, and D is the local copy of the updated dataset
from the current loop. L is the loss estimation function,
which calculates the loss L according to Equation 11.

A~

r—x

(11)

(z,2)e(D,D)

Where L is initialised at infinity, and every loop is
broken either if L has decreased below a certain ¢
threshold, or if the current loop repeats a number 1,45
of times. Lastly, the functions f, g, h,p and ¢ in the
algorithm are the modules containing all estimation
functions for Weight, Performance, Aerodynamics,
Propulsion and Structures, respectively.
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Algorithm 1 Design iteration algorithm.

D+ Dmit
L+ o
while i € [0, nyoz] A L > 2 do:
while j € [0, ftpas| A L > 2 do:
while £ € [0, iz | A L > & do:
while u € [0, niypae| A L = £ do:
while v € [0, 1y,02] A L > £ do
D+ [(D) #Weight estimation
L+ L(D,D)
D« D
end while
D+ g(D) #Performance
L+ L(D,D)
D+ D
E_!’l('l while
D+ h (D) #Aerodynamics
L+ £(D,D)
D+ D
end while
D« p (D) #Propulsion
L+ £(D,D)
D+ D
end while
D+yq (D) #Structures
L « £(D,D)
D+D
end while

Dﬁnal +~D

Figure 27: Pseudo-code for the iterator code.
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A more detailed representation of the structure of the iterator (Figure 26) is provided by the N2 chart in
Figure 28. This chart fully maps all interdependencies between the values used and shared by the critical
departments. Note that the actual working of the methods used in each department is fully discussed in the
other sections in this chapter.

Figure 28 features a 5x5 array at its core, with the five critical departments interconnected through their
outputs and inputs, distributed respectively along the rows and columns of the array. It should be noted,
however, that the chart shown is not a simple N2 chart. The variables visible in the chart are subdivided in
top-level inputs, iterables and top-level outputs. Top level means that the variable is not iterated upon by the
estimations, but is only given as an input or obtained as an output (not both); iterables, on the other hand,
are both inputs and outputs of different departments. Top-level inputs and iterables need to be initialised
with a guessed value, while top-level outputs do not. In the chart, the top-left corner contains a preliminary,
Class II Weight Estimation that is not included in the loop, but is only used to generate initial guesses for part
of the variables involved in the loops. The variables used by the Class II Weight Estimation are listed in the
leftmost block. The remaining top level inputs are showcased in the bottom row, where they are subdivided by
department according to the five different columns. Similarly, top-level outputs are shown on the rightmost
column. Finally, all the variables found in the 5x5 core (Figure 28) are the iterables.

In conclusion, the aim of the iterative process is not only to ensure consistency between the different
departments by fully integrating them with each other: by constantly updating mass, power, geometry
and performance values, the iterator has the possibility to simulate the so called “snowball effect”: a reduction
in the mass of one subsystem alleviates the requirements on the other subsystems, which in turn allow the
mass to be reduced even more. This means that, conventionally, even small savings can lead to rather large
reductions in mass, power and cost of the overall system. Finally, by defining in advance how and through
which parameters each department influences every other department, regardless of whether it is critical or
not, each critical department can develop their estimations with foresight for the coming integration within
the larger iterator code.

7.1.1 Verification & Validation Methods

The Iterator is verified and validated at the end of this chapter, in section 7.10. In addition, the code and
calculations used in each department are verified using code tests, described in a Verification Table at the end
of each Department section. An example of a Verification Table is included below.

Table 13: Example Verification Table

Block Tested Inputs Outputs Tests Confidence
Block 1 <block 1 inputs> <block 1 outputs> test description high/low
Block 2

As can be seen in Table 13, the procedures used in each department are split into Blocks, corresponding to the
functions used in the actual code. The code itself is not included for brevity, however it is available on request.
Each block is assigned a row in the Verification table, then in the second and third columns the inputs and
outputs are listed. The tests used for the verification of the block are described in the fourth column and finally,
the fifth column indicates the Confidence Level. The Confidence level is used as a semi-subjective metric, given
by the tester, of how much “confidence” the test gives in the assessment of the function/block in question. If
a block passes a test that has High confidence, the code within the block is likely to be fully verified and to
work as expected. This is the case, for example, for one-line code tests. If a test has Low confidence, more than
one test might be required to ensure that the referenced code is verified and works as expected. This can be
the case when a block contains calls to other functions or python modules. Please note that these labels are
assigned based on the tester’s opinion, and are only to be used as a rough indication for the test’s reliability.

In the following sections, the methods used for sizing and designing each subsystem, regardless of whether it
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Figure 28: N2 Chart showcasing the flow of parameters in between the interconnected estimation functions. The top-level

inputs are the parameters that are not iterated upon. Some of which are input into the class Il weight estimation, the others

are direct inputs to the other estimation methods. The top-level outputs are the outputs of the estimation methods which are

not used as an input of any estimation method.
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is included in the iterator or not, are discussed by each department. The results of the iteration process are
then showcased, discussed and verified with a convergence study and a sensitivity analysis, both included in
section 7.10.

7.2 WEIGHT ESTIMATION

Before any vehicle analysis can take place, a class I mass estimation based on statistics must take place to
provide an initial estimate of the vehicle size and mass that can then be passed through a more detailed system
analysis to converge to a final design. Unfortunately due to a relatively young age of UAV technology and
a great variety in types and sizes, there are few methods to accurately estimate drone mass. The approach
presented below has been proposed by Gundlach [44] and is based on statistical mass estimation methods
derived for manned sailplanes, which have been previously shown to be valid for fixed wing electrically
propelled drones under the assumption that no wing sweep is present.

The main goal of class II weight estimation method is to estimate the MTOM as accurately as possible, thus
including as many components as possible into the analysis.

MTOM = OEM + Myayioad (12)

OEM = Mstruct + MLG + MEPS + Mavionics + MBRS + Mcomms (13)

The specific commercial off the shelf components’ masses used in the vehicle can simply be sourced from the
manufacturers, however the structural mass requires statistical relationships presented below:

Mstruct = Mying + Mpyselage + Memp (14)

Muying = 0.0038(1mae MTOM) AR 5020 (14 1)1 (¢/c)* ™ (15)

M puselage = 0.23845(3.280841 yserage) 7% (2.20462 Mypayioadnimaz ) 4203 (1.943844V,,)%%  (16)
Memp = Miqit + 2Mpooms (17)

Mgt = 3128 empt skinp (18)

Mpooms = 0.141p Myl (19)

The electrical power system mass estimation depends mainly on the cruise conditions, with the power required
in cruise having a significant impact.

ME‘PS = MGear + MESC + Mmotor + Mbattery + Mprop (20)
Mecear = 0.00005443104 P, yise (21)
Mgsc = 0.00003628736 P.pyise (22)
P .
Myrop = 0.03Nprops Nijaies S (23)

d 70
pTop (1000Np7‘0ps)0’782

Since most of the mass estimation methods have been derived in the imperial unit system, the aforementioned
equations have been updated with the conversion factors to the SI system.

The aforementioned equations are used once for Class-II mass estimation, which is an input to the iterative
design process. After further analysis, the required parameters flow out as the process outputs and are again
inputted into the mass estimation to receive final detailed mass values.
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7.2.1 Verification

The verification of the coding and functions used in the Weight Estimation department is done through the
code tests showcased in the table below. The table structure is explained in subsection 7.1.1.

Table 14: Block Tests used for Weight Estimation Verification

Block Tested Inputs Outputs Tests Confidence
MTOM & OEM  Mying, M yselages MTOM, OEM Compare Outputs with High
Memp, Mra, MEps, hand calculations using
M vionics Mpggs, Equations 12-14
M eomms
Wing Mass Esti- MTOM, n40, AR, Mying Compare output with High
mation Sws A tws Croot hand calculation using
Equation 15
Fuselage Mass [fyseiages  Mpayloads M fuselage Compare output with High
Estimation Nomazs Ver hand calculation using
Equation 16
Empennage Svs Shs tskins P> ln Miait, Mpooms, Memp — Compare output with hand  High
Mass Estimation calculation using Equations
17-19
EPS Mass Esti- FPer, Nprops: Noiadess MEPS Compare output with High
mation dprop M otor hand calculation using
Myattery Equations20-23.

7.3 FLIGHT PERFORMANCE

Understanding the principles of flight performance is essential in the design and operation of UAVs. It
determines the performance point of the UAVs during flight; defining the loads and capabilities they must be
designed around. The design done here can largely constrain or free the design of other subsystems. This
section analyses the key parameters influencing flight performance, subdivided into four areas: the loading
diagram, wing and power loading, optimal cruise and optimal climb conditions. All the equations presented
and analysed in this subsection outside of the loading diagram are sourced from or derived using Ruijgrok

[101].

7.3.1 Subsystem Risks & Requirements

This subsystem is constrained by the requirements:

« RSK-SYS-TEC-UNI-1.5:The unit shall be able to cruise at 850[m] above sea level.

« RSK-SYS-TEC-UNI-1.6: The unit shall have a stall speed of 20[mn/s] or less.

« RSK-SYS-CON-SFT-1.2: The system shall be able to operate in adverse weather conditions.

7.3.2 Assumptions

Certain assumptions have been made to analyse and design the flight performance of the UAV units. These
are listed below, along with their identifiers and a short rationale expanding upon their validity and expected

impact.
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« ASMP-FLPR-01: The optimal cruise conditions of the UAV flight are defined to be steady-state flight
conditions, excluding transient effects and dynamic manoeuvres that are not expected in nominal
operations [101].

« ASMP-FLPR-02: Altitude and temperature variations adhere to the International Standard Atmosphere
(ISA) model, staying consistent with international standards [102].

« ASMP-FLPR-03: The structurally limiting load factor in the manoeuvring envelope is assumed to be 3 in
the loading diagram from Gundlach [44].

« ASMP-FLPR-04: The dive speed is assumed to be 1.25 times the cruise speed from Roskam [103].

7.3.3 Design

Wing and Power Loading

Wing loading (1W/S) and power loading (W/ P) are crucial parameters that represent the surface area required
to support the weight of the UAV and the power necessary to propel the UAV. These parameters can be
calculated using Equation 24 and Equation 28. For the maximum wing loading case, the limiting case occurs at

stall. - )
(S) = ipVSQtallCLmaz (24)

Power loading (W/P) is critical for assessing the power-to-weight ratio required for different flight regimes.
The equations for maximum power loading in cruise, rate of climb (ROC), and climb gradient are as follows:

3
A Z
K — Thot po (25) K — Tprop (26)
P maZTcruise - CDO pVg'uise 2% P maZclimb, ROC 2%
” oW wAepVeruise ROC + 7 372 N
s \/— CL,climb
ro D, climb

w 1 CD limb 2
(P) = Nprop | ——= <tan(7) +a — o (27)
MAZelimb, gradient /% Lclimb POV L,climb

With the equations for wing loading (W/S) and power

loading (W/P), a power vs wing loading diagram s Power vs Wing Loading
(Figure 29) can be constructed to illustrate the UAV’s - Cue
flight regime. From Figure 29, Equation 28 can be P30 — Cradent SR
derived. 02s |
5 o020 :
= i
=k 015
W . W W 0.10
- =min | — —
P MAT climb PCZZmb,ROC’ Pclimb,gradient 0.05
(28) 0.00

1] 50 100 150 200 250 300 350 400
¥ twm?]

The wing loading should ideally fall within the green
area as illustrated inFigure 29. Therefore, a design
decision was made to use 90% of this calculated value Figure 29: Power Loading vs Wing Loading of the Final
to maintain adequate safety and performance margins. Surveillance UAV
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Cruise

Flying at optimal cruise conditions is essential for UAVs to maximise energy efficiency and extend their
operational range. This approach minimises energy consumption by balancing speed and altitude, allowing
UAVs to undertake longer missions and cover greater areas. The decision to optimise for the range was driven by
an endurance requirement (REQ-SYS-REC-UNI-1.2). The specific cruise velocity and altitude are determined
by operational requirements, namely REQ-SYS-REC-UNI-1.1 and REQ-SYS-REC-UNI-1.5, ensuring the
UAV operates within design parameters, thus enhancing safety and reliability.

The optimal lift coefficient and cruise velocity can be calculated using the following equations:

w21
0p S 0C;

Due to the known cruise velocity, the optimal aspect ratio can be calculated accordingly. These calculations
ensure that the UAV maintains the required minimum endurance (REQ-SYS-REC-UNI-1.2). During the cruise
phase, the thrust required is equal to the drag.

Climb

During ascent, a UAV needs extra energy primarily to counteract gravitational force. The UAV must increase
thrust from its engines or motors as it climbs to overcome gravity, which pulls it downwards. This additional
energy is crucial for achieving altitude and maintaining a steady climbing rate, directly impacting the efficiency
and endurance of UAV operations.

To reduce the energy needed for climbing, optimal flight speed can be determined using Equation 30 and
Equation 31.

CLopt. = /7mCp,ARe (31)

With the optimal climb speed, the optimal rate of climb and climb angle can be obtained using Equation 32
while maintaining a constant equivalent airspeed (Vgas). According to Ruijgrok [101], this method represents
the most efficient climb strategy after using energy height. However, since this scenario does not involve
a straight climb, it was concluded that the most suitable approach would be to keep Vg5 constant. Only
straight climbing methods are allowed, as the UAV must be able to climb in any environment.

ROC, P,—P. (T—-DV
—_— 32 = =
d( pTO ( ) ROC, (33)
dh

ROC = Vsin(y) =

vz
1+g

Equation 34 was derived based on the relationships d (\/ %0)
defined in the International Standard Atmosphere (ISA) dh
[102]. Finally, the climb time can be calculated using

Equation 35. hah h+ VTQ ( %0 — 1)
tclimb _/
0

= 0.00004(1—22.558-1070R) 312795 (34)

ROC ROC, (35)
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Loading Diagram

All necessary manoeuvres and gusts are considered when constructing the loading diagram. Following the
approach of Gundlach [44], maximum bounds were placed on the manoeuvre load factors based on typical
values for UAVS: Npax = 3, Nmin = —1.The curves for the manoeuvres and gusts were then plotted based on
the method outlined by Roskam [104].

The gust speeds typically used in aircraft design (see
14 CFR 23 [105] and 25 [106]) are not applicable in 3¢

most part due to the relatively low flight altitude of 2 /
850[m]. Hence, specific data from wildfire operations
collected by Kamran et. al. [107] was used, leading
to an expected maximum gust loading of 1.5 [g]. The

diagram can be constructed with this information, stall, 2 | | .
cruise and dive speed information, and lift coefficient .| S

and wing loading (W/S) data. o I I R i
b '5 lIO 1'5 2‘0 2‘5 3’0 3‘5
Airspeed [m/s]

Load factor [-]
5
\

The loading diagram (Figure 30) has been constructed
with the values from subsection 7.10.1. Figure 30: V — n loading diagram

7.3.4 Verification & Validation

Verification of the methods and code used in the Flight Performance department has been performed through
the block tests showcased in Table 15. The table structure is explained in subsection 7.1.1.

Table 15: Block Tests used for Performance Verification

Block Tested Inputs Outputs Tests Confidence
Wing Loading h, Vstait, CLpas w/Ss Compare output with man- High
ual calculation using Equa-
tion 24
Power Loading A, 1, Nprop, Cpy> Cr.,,  (W/P)er, (W/P)¢ Compare outputs with man- High
Cp,» Ve, Ver, 7 ual calculation using Equa-
W/S, AR, e tions 25-28
Optimal Cruise AR, e, Cp,, W/S Cr...Cp,. Compare outputs with man- High
ual calculation using Equa-
tions 29, 30
Climb Time Ve, by vy ROC, t Compare outputs with man- High
ual calculation using Equa-
tion 31
Optimal Climb AR, e, Cp,, W/S CL.ims» CDus Vel Compare with manual cal- High
culation using Equations 32-
35

7.3.5 Further Recommendations

For further work, a look should be taken at the loading diagram for different manoeuvres. With this a better
understanding of the maximum load factor can be obtained.
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7.4 AERODYNAMICS

The aerodynamic analysis addresses the fundamental aerodynamic forces and moments that affect UAVs in
flight. It comprises an airfoil selection, wing geometry generation, and a lift and drag coefficient calculation.
The analysis takes the variables found in Figure 28 as inputs and outputs. Note that there are no requirements
and risks associated with this subsystem since the aerodynamic analysis only generates the wing geometry
and calculates the aerodynamic coefficients. While no requirements are explicitly stated, the aerodynamic
design should satisfy the wing and power loading from the flight performance design.

7.4.1 Assumptions

« ASMP-AERO-01: The units are flying in incompressible flow. Given the flight speed of 30 [m/s] at
an altitude of 850 [m] from the midterm report [53], the Mach number is less than 0.3, allowing the
assumption to hold since the density of the flow changes less than 5% [108].

+ ASMP-AERO-02: The atmospheric parameters are calculated based on the international standard
atmosphere; staying consistent with international standards [102].

« ASMP-AERO-03: The lift of the empennage is negligible. This is justified by estimating the lift of the
horizontal tailplane at cruise. To do this, the deflection of the horizontal tailplane must be calculated.
Given the deflection of the tailplane for moment equilibrium during cruise is expressed as:

-1

J =
Cm&e

(CmO + Cma (05 - Oéo)) (36)

where C),5. is the change at the moment coefficient of the UAV with respect to the change in the
horizontal tailplane deflection, C;,,o is the moment coefficient of the UAV at the angle of attack where
there is no lift generated. C),, is the change in moment coefficient with respect to the change in angle
of attack, « is the angle of attack, and « is the angle of attack where there is no lift generated [109].
Calculating the deflection of the control surface results in a deflection of § = 0.188[deg]. Examining the
lift coefficient of the horizontal tailplane at this angle of attack in Xflr5 returns a lift coefficient of 0.014.
Compared to the calculated lift of the entire uav: 0.658, the horizontal tailplane generates an additional
lift of 2[%)]. This contribution has been assumed to be negligible for the lift and lift-induced drag of the
UAV.

« ASMP-AERO-04: The lift and drag generated by the tail booms are negligible. The tail boom has an
estimated diameter between four and five centimetres and a length of 0.62 (section 7.8 ). This results in a
drag coefficient of 1.75e — 5. These contribute to the drag and lift coefficients by less than one percent.
Therefore, this contribution has been assumed to be negligible.

« ASMP-AERO-05: The aerodynamic estimation methods by Roskam [110] are applicable to the design of
the UAVs. Given the lack of designing guidelines for UAVSs, the sizing methods established are assumed
to be relevant to the design, following the precedent set in the book: Designing Unmanned Systems by
Gundlach [44].

« ASMP-AERO-06: The cruise flight is simulated without sudden sideslip, roll, or pitching moments. For
the simplicity of the analysis conditions, the UAV is assumed not to experience any sudden moments
caused by turbulence or perturbations.
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7.4.2 Design

This can be used in structural analysis to find the size
of the wing and loads the UAV must sustain and in

propulsion subsystem design to calculate the amount of 150 ] //‘\
drag it must counter. The single largest design choice e
related to this is the airfoil selection. Inspecting the — ***] -

CL — « curves of the airfoil options reveals that the 100
NACA23015 airfoil provides the best solution due to
its high maximum lift coefficient as seen in Figure 31.
While the E216 generates a similar lift coefficient, the ~ **°]
NACA 23015 is favoured due to the higher angle of 525
attack at which stall is encountered, which allows for
manoeuvres at higher angles of attack if necessary.
Furthermore, The E216, with its lower thickness-to- —%2° v T 5 e "
chord ratio, is undesirable for its capability to sustain alpha [deg)

structural loads, analysed in section 7.8.
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Figure 31: Airfoil Performance

With the airfoil selected, the geometry of the wing can be generated. Given the inputted wing area, aspect
ratio from flight performance considerations, and quarter chord wing sweep, Equation 37 finds the span, mean
aerodynamic chord, taper ratio, root, tip, and mean geometric chords. The quarter chord wing sweep is decided
to be zero, because wing sweep is primarily employed to delay the onset of drag divergence at transonic flight
[111].

b=VAR-S, mac=S/b, \=02(2+ AE&)

25 Croot + Cti
Croot = ma Ctip = ACroot, MYC = w (37)

c(y) = croot — y(tan(ALg) + tan(Arg))

Where ) is the wing taper ratio, ¢(y) is the chord length at span location y, A 2 is the wing sweep at the quarter
chord point, Az g is the wing sweep at the leading edge, Arg is the wing sweep at the trailing edge, AR is the
aspect ratio, S is the wing surface area, b is the wing span, mac is the mean aerodynamic chord, mgc is the
mean geometric chord, ¢, is the root chord, ¢, is the tip chord. With the complete wing geometry, the lift
coefficient of the entire UAV can be estimated as the linear equation in Equation 38, calculated with estimation
methods defined by Roskam [110].

Cr = aCra + Cra=o (38)

Where (', represents the linear section of the lift curve, C',, is the lift curve slope, and Cp,—g is the lift
coefficient at zero angle of attack. C'1,—¢ of the UAV can be described as a function of the lift curve of the
wing, which in turn is related to the lift curve of the airfoil. to The lift curve characteristics of the wing in
Equation 40 were found through analysing the wing in Xflr5.

Cl,a'irfoil = Cla,airfoila + ClO,airfoil (39)
Cl,wing = Cla,winga + ClO,w’ing (40)
Furthermore, the lift curve of the UAV (Equation 38) can be found with Equation 41.

CLa = wala,winga CLazO = (zw - aL:O)CLa (41)

CLmax = CLmax,winga Umaz;, = Omazp,wing — tw

58



Design Synthesis Exercise AE3200

Note, K, is the wing-fuselage interference factor (see Equation 42), and i,, is the wing incidence angle, the
angle of the wing chord line relative to the fuselage. Once the lift coefficient of the UAV has been calculated,
the drag coefficient can be found:

Kyp =1+ 0.025(df /b) — 0.25(df /b)? (42)

Cp =Cpo+Cpr (43)

where b is the wingspan, C'pg is the profile drag, which can be split into three components: the wing, the
fuselage, and the empennage, as seen in Equation 44.

CYDO = CDO,wing + CDD,fuselage + CYDO,emp (44)

Each component is expressed as seen in Equation 45, Equation 46, and Equation 47, from Roskam’s estimation
methods [110].

S,
Cpowing = Cfuw(l+ Ly(t/c) + 100(t/c)4)% (45)
_ 60 Sfuselagewet
C’DO,fuselage = Cffuselage(l + W + 00025(lf/df))f + CDbfus (46)
Sem
Cpo,emp = C femp(1 + Lemp(t/c) + 100(t/0)4) ;Mt (47)

Where: C'fu, C fruselages C femp is the turbulent flat plate friction coefficient of the wing, fuselage, and
empennage, found from Figure 32. Ly, Lem, is the airfoil thickness location parameter of the wing and
empennage, found from Figure 33a. S,,,,., is the wetted surface area of the wing. .S is the surface area of the
wing. t/c is the thickness-to-chord ratio defined at the mean geometric chord of the wing or empennage.
Lf/df is the ratio of fuselage length and fuselage diameter. S'tyseiage,e; aNd Semp,., is the wetted fuselage and
empennage area. C' Dy, is the fuselage base drag coefficient. The lift induced drag coeflicient is calculated

similarly by components in Equation 48.

C’DL = CDL,w'mg + CDL,fuselage + CDL,emp (48)

Where each of the components are calculated as seen in Equation 49, based on Roskam’s estimations methods
[110].

2
L,wing
CDL,wing = TAe C’DL,emp =0

(49)
= QCLZM + T]Cd CL3M

CDL,fuselage g S

Note Cpr, emp is zero due to ASMP-AERO-04 in subsection 7.4.1. A is the wing aspect ratio, e is the Oswald
efficiency factor, Sy, fyseiage i the cross-sectional area of the end of the fuselage, a is the fuselage angle of
attack, 7 is the ratio of the drag of a finite cylinder to the drag of an infinite cylinder (found in Figure 33b), Cy,
is experimental steady-state cross-flow drag, and Sy, fuseiage is the fuselage planform area.

Once finding the drag coefficient, the drag of the UAV can be found with Equation 50.

D= %pVQCDS (50)
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7.4.3 Verification & Validation

The linearisation of the airfoil lift curve is verified by calculating the R-squared value of the fitted equation.
In the analysis, the linearisation is performed for the airfoil and wing lift curve for angles of attack between
—3|[deg| and 11[deg]. This results in a satisfactory R-squared value of 0.981 and 0.992 [—]. Therefore, the
linearised curve expressed in Equation 39 is justified.

Furthermore, the drag estimation of the aerodynamic analysis tool is verified using a preliminary computational
fluid dynamic analysis conducted in Xflr5. It is strongly recommended that this verification be redone with a
more reputable tool such as Ansys Fluent or Star CCM+. The fidelity of 3D CFD analysis using Xflr5 is dubious
because it is not validated with wind tunnel data. This is supported by the documentation of the Xflr5 tool,
which states: All methods (of 3D CFD) tend to underestimate the drag” [112]. This tendency is reflected in the
verification conducted. Nevertheless, a verification was attempted. The verification consists of simulating the
UAV under cruise and climb conditions and comparing the drag coefficients from the analysis tool and X{flr5.

This results in Table 16, in which Xflr5 underestimates
the drag coefficients by approximately 30 [%]. Given the
lack of validation of Xflr5, this discrepancy cannot be ‘ Xflr5  Analysis tool
correctly interpreted for now. This will be solved once Climb | 0.037 0.055
a proper analysis is conducted with validated tools. Cruise | 0.028 0.043

Table 16: Drag coefficients
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Table 17: Unit tests used for Aerodynamics Verification

Block Tested Inputs Outputs Tests Confidence

Wing Geometry UAV object, Swuing, bw, Croots MAC, A, Manual calculation of ge- High
MTOM, AR, CL¢, by, cp, Sp, MGC, ometry using Equation 37

CYLcl lh’ AC'lwinglets
Alelaperons

Wing Lift Calcu- airfoil, Clying(a), Comparison with CFD gen- High
lation wing_geometry, Qwing(CLuying) erated lift curve

@
UAV Lift Calcu- Clying(a), by, CL(a), a(Cr) Comparison with CFD gen- Low
lation d fuselages tws O erated lift curve
UAV Drag Esti- MTOM, V, o, CDg, CD¢ryises Comparison with manual Low
mation wing_geometry, CD . imp calculation of drag with

fuselage_geometry, Equation 47, 46, 45, 49.

7.4.4 Further Recommendations

It is recommended to reconduct the verification for the aerodynamics subsystem. The 30% discrepancy has
been accepted as a conservative design for this report, but the source must be identified. This can be done with
reliable CFD tools or wind tunnel testing.

7.5 StABILITY @ CONTROL

Stability and control are essential for ensuring the safety and efficiency of a UAV. These attributes determine
the aircraft’s response to pilot inputs and external disturbances, maintaining a balanced and predictable flight
path. The design of stability and control systems involves integrating various aerodynamic surfaces and control
mechanisms that collectively influence the aircraft’s behaviour and handling qualities. This section addresses
two critical components integral to stability and control: the flaperons and empennage. Each of these elements
will be examined in detail in their respective subsections, focusing on their design. This is then followed by an
analysis of the dynamic stability of the unit, which will ensure that the unit returns to its equilibrium state
after being disturbed.

7.5.1 Subsystem Risks & Requirements

The necessity to correctly design this subsystem stems directly from the risk R-T-39 - Drone provides
insufficient stability. As mentioned previously in Table 3, this risk, when not addressed can result in insufficient
data quality, affecting the effectiveness of the system as a whole. For this reason, the stability and control
system of the UAV unit was analysed and the lifting surfaces were sized, with the aim to fulfil the following
system and subsystem requirements.

« REQ-SYS-TEC-UNI-2 - The flight control & stability performance of the unit shall be able to sustain all
flight operations.

REQ-SYS-TEC-UNI-2.1: The unit shall demonstrate longitudinal static stability.
REQ-SYS-TEC-UNI-2.2: The unit shall demonstrate longitudinal dynamic stability.
REQ-SYS-TEC-UNI-2.3: The unit shall maintain a longitudinal stability margin of 5%.
REQ-SYS-TEC-UNI-2.4: The unit shall demonstrate lateral static stability.
REQ-SYS-TEC-UNI-2.5: The unit shall demonstrate lateral dynamic stability.
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7.5.2 Assumptions

To effectively analyse the stability of the UAV and design the control surfaces to meet the aforementioned
requirements, assumptions were made. These concern the designing of the flaperons and the sizing of the
empennage and are presented below together with their rationale. The following analysis of the dynamic
stability of the unit and the assumptions used for the theory and calculations within it are presented further
below in subsection 7.5.5.

ASMP-SBCS-01: Integrating flaps and ailerons into flaperons simplifies the overall design and reduces weight,
implying benefits in aerodynamic efficiency and controls.

ASMP-SBCS-02: Flaperons provide the same functions as ailerons by mitigating adverse yaw and aileron
reversal, thereby enhancing control stability and safety throughout various flight phases.

ASMP-SBCS-03: Flaperons serve the same purposes as flaps by increasing lift, enhancing flight efficiency, and
reducing stall speeds.

ASMP-SBCS-04: The streamlined wing design of flaperons reduces weight, comparable to the combined use of
flaps and ailerons, thereby significantly enhancing overall aircraft performance.

ASMP-SBCS-05: The aircraft operates under steady flight conditions, assuming stable aerodynamic forces and
moments.

ASMP-SBCS-06: Linear relationships between the lift coefficient, moment coeflicients, and control surface
deflections are assumed, indicating small deviations from steady-state conditions.

ASMP-SBCS-07: The aircraft maintains static stability, ensuring that disturbances induce forces that return the
aircraft to its original flight condition without requiring any intervention.

ASMP-SBCS-08: Compressibility effects are disregarded because the flight speeds remain below Mach 0.3,
thereby eliminating supersonic airflow over the wing,.

ASMP-SBCS-09: There is no downwash effect on the tail from the wing due to the usage of an inverted
U-boom-shaped tail. Therefore, tail performance and stability are oversimplified.

ASMP-SBCS-10:The weight of the battery remains constant regardless of its state of charge. This simplifies the
calculations related to the aircraft’s centre of gravity.

Furthermore, many assumptions were considered in the dynamic stability analysis, to allow for a simplified yet
valid analysis of the flight responses of the aircraft. These assumptions are listed further below in Methodology,
together with the theory that stems from them.

In the following sections, these assumptions are used to design and size this subsystem with the aim of fulfilling
the previously mentioned requirements.

7.5.3 Design

Flaperons

Flaperons combine the roles of flaps and ailerons. They enhance aircraft control and efficiency by mitigating
the drawbacks associated with conventional ailerons. Traditional ailerons often induce adverse yaw and aileron
reversal, thereby complicating control mechanisms and compromising safety. Flaperons address these issues
by reducing adverse yaw and minimising aileron reversal by preventing wing twists. Moreover, flaperons
enhance aerodynamic efficiency by consolidating control surfaces, leading to a reduction in weight and the
streamlining of wing design [103].

Flaps and ailerons are essential aerodynamic components situated on an aircraft’s wings, each fulfilling distinct
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yet vital roles. Flaps, also referred to as High Lift Devices (HLDs), primarily serve to augment lift during
take-off and landing, thereby enhancing flight efficiency. Extending the flaps increases the wing’s curvature,
improving its lift characteristics at lower speeds and facilitating aircraft operation at reduced velocities during
take-off and landing. Additionally, flaps aid in lowering the stall speed, a critical factor during crucial flight
phases. Various flap types are depicted in Figure 34.

e —_——

| Fe S m R
q“" LT AF SLOTTED FLAP L \

) 1 Spli . o H.lnglg’ slotted flap. (d} Fowler “ﬂ]'}.
(a) Plain flap. (b) Split flap. (c) ¢ Hap ‘

Figure 34: Different Flap Types [103].

In contrast, ailerons are positioned on the wings’ trailing edges and are chiefly responsible for governing
the aircraft’s roll along its longitudinal axis, a fundamental aspect for stability and executing turns. Ailerons
modify the lift on each wing through deflection in opposing directions, inducing the aircraft to roll towards the
wing with decreased lift. This rolling motion enables efficient banking and directional changes, with precise
aileron control being imperative during manoeuvres and landings in crosswinds.

Positioning the flaperon between 10% and 90% of the half-wing span optimises aerodynamic efficiency and
enhances control and safety [113]. This strategic placement effectively combines the functionalities of flaps and
ailerons, resulting in streamlined wing design, reduced weight, and superior roll control, thereby enhancing
overall aircraft performance.

The flap’s functionality will be examined first for the flaperon’s analysis. Subsequently, the aileron functionality
will be assessed. The increase in maximum lift (AC7,, . ) can be calculated using Equation 51 [103].

S _
Sy Pwf _ o 1 _ m — "o
AC1. = 098C,,, 2 cos(pingeine) 61 g~ 7 T ANmEWDTERE @)

Here. AC,, . represents the increase in maximum lift for the specific type of flap used, with the value provided
in Figure 35a for different HLDs. The definition of the referenced wing flapped surface (S, ) is illustrated in
Figure 35b. The parameters 7y and 7; in Equation 52 denote the starting and ending positions of the flaps as a
percentage of the half wing span.

High lift device ACY, .. when fully deployed
TE devices (flaps)

Plain and split [ 0.9

Slotted 1.3

Fowler 1.3-d/e

Double slotted 1.6-¢' /e fuselage
Triple slotted 1.9-¢ /e

LE devices [

Fixed slot 0.2

Leading edge flap 0.3

Kruger flap 0.3

Slat 0.4-c/e

(a) ACy,, . For Different HLDs. [103] (b) Referenced Wing Flapped Surface.

Figure 35: Wing flap surface area and change in maximum lift coefficient.
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The choice was made to employ a plain flap due to its
simplicity of manufacture and its lightweight nature. )
Details regarding the geometry definitions can be
located in Figure 36. Here, ¢y = %f - ¢, where, as
per Roskam [103], for a plain flap, the relationship -
%f = 0.25 is applicable. Moreover, the maximum flap

deflection (f3) is set at 60°.

O
vy

ord line O N T l...

The only additional geometric flap parameters that need B
to be known are the flap span, and the deployed chord N
length (c’). These can be determined using Equation 53

Figure 36: Flap Geometry Definitions
and Equation 54 S P y Defi

C/

by = b — 1) (53 S =1-L—cos(8) (54

According to Roskam [103], the roll rate due to aileron deflections can be calculated using Equation 55.

Crs 2V
— by (2L 55
p Cr, < 2 ) (55)

In the given formula, &, denotes the mean aileron deflection, expressed as d, = 1 (0ay, + Gag,.,, )» Where,

as per Roskam [103], 6q,,,, = %5%1). Determining the maximum roll rate at a specific velocity involves
utilising the equivalence between the maximum flap deflection angle and the maximum aileron deflection
angle. Finally, the two aileron control derivatives (aileron effectiveness Cr; and roll damping C', ) are defined
in Equation 56 and Equation 57.

4G, + Cay)

20, 7 [t :
Cr;, = o2 /bo y - c(y)dy (56) Cr, = / P ely)dy  (57)
0

Srefb

» Spesb

Here, by and b; are defined as 7 - % and 7 - g.

0.4 : J_,/-""F’
With the aileron chord being equal to the flap chord, the - wxbeee i :
data presented in Figure 37 indicates that for %f = 0.25, 02 ' """""""""" A """""""""" S
a value of 7 ~ 0.46 can be obtained. ! | | : i

i1 02 03 o4 05 LN ] 0.7

Caontrol-gurface-lo-lifting-2urface-chard raho

Figure 37: Aileron Effectiveness as a function of aileron chord
to wing chord ratio.

Empennage

The empennage is an aircraft component that is pivotal in stability, control, and overall performance. It serves
several essential functions vital for safe and efficient flight. Firstly, the empennage provides stability to the
aircraft, ensuring it maintains a steady and level flight path. This is achieved through the vertical stabiliser,
which prevents side-to-side motion, known as yaw, and the horizontal stabiliser, which counters up-and-down
movement, known as pitch. Together, these stabilising surfaces help maintain the aircraft’s equilibrium during
flight. Additionally, the empennage houses control surfaces such as the rudder and elevator, which are integral
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for manoeuvring the aircraft. The rudder controls yaw, allowing the aircraft to turn left or right, while the
elevator controls pitch, enabling ascent or descent [114]. It is noteworthy that the chosen airfoil for the
empennage is the NACA0015.

Two important parameters for the empennage are the horizontal and vertical tail volume; these are defined in
equations 58 and 59, where, according to Kundu [113], a good value for V,, is 0.07. Also crucial are the aspect
ratios for both the vertical and horizontal stabilisers, which, as stated by Scholz [115], are approximately 0.95
and 4.0, respectively.

_ Shlp Syl

Vi =5z (58) Vo =g

(59)

The primary function of the horizontal stabiliser is to maintain the stability of the UAV, ensuring it flies in a
straight path. The centre of gravity (CG) and the neutral point (NP) are two critical parameters for achieving
this stability. The UAV will exhibit neutral stability if the centre of gravity coincides with the neutral point.
For a stable UAV configuration, it is necessary for the centre of gravity to be positioned such that z.;, < zy,,.
These parameters can be accurately determined using the two equations below. All the equations and figures
for the horizontal stabiliser are sourced from Oliviero, et al. [114] and Torenbeek [116]

(%)
da
60 Tnp = ~—HLV
( ) np acL h
do
Furthermore, the horizontal stabiliser counteracts any pitching moments caused by aerodynamic forces or
changes in thrust, ensuring the UAV maintains its intended flight path. Proper alignment of the centre of gravity
and the neutral point is essential not only for stability but also for the overall aerodynamic efficiency of the
UAV. Therefore, the horizontal stabiliser’s design and positioning are critical to the UAV’s overall performance
and control. By utilising Equation 62 it is ensured that the horizontal stabiliser is sufficiently sized to maintain

stability. Proper implementation of these parameters is essential for achieving optimal performance and safe
operation of the UAV.

B D Tegm

Teg = Zm

(61)

Azcg _ Tnp—=%Tceg Cmge _ Tnp=%ecg Cmae
Sh s c

o OLmaac — OLmaac (62)
o CLa ( — @) ) Vo 2 ln Cro  _ _Cu, 17y
CLO‘A—h da CLmaac 1% Cc CLO‘A—h CLmaac Cc

The use of electrical power does not affect the centre of gravity (CG). Thus, the change in the CG position,
denoted as Ax,g, is zero. Stability is maintained with an inverted U-shaped boom, ensuring that g—; ~ 0.

Moreover, the ratio of the horizontal tail volume to the total volume, %, equals one. This configuration
is crucial for maintaining aerodynamic stability and efficiency. According to Roskam [103], [;, is defined
as Teg — Teg, ~ 0.61¢. The total moment coefficient of the aircraft around the aerodynamic centre (Ciy,,,)
is defined as the sum of the moment coefficients around the aerodynamic centres of the wing, flaps, and
fuselage, assuming the empennage does not influence this moment. These can be calculated using Equation 63,

Equation 64, and Equation 65.

AR, cos? Az A
Crne = Oy, weos? (Ag ) = Cing,. <Rw> (63)
airfot ARw + 2COS <A§> airfoi ARw + 2
Lacy
Conaeypope = ACmg = Cr, (025 — 222 (64)
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C

ma‘cfus

~ 13 (1 _ 2.5bf) behj_clf CrL, (65)
Ly 4Se CLaA_h

The change in the moment around the quarter chord of the wing due to the flaps can be found using the
following equation aerodynamic centre’s position, a critical parameter in aircraft design, is calculated using
Equation 66.

.fl?acw o (%)xo + @ (66)
c  COpsin(a) — Cpcos(a) ¢

Furthermore, to analyse the effect of flap deployment on the wing’s aerodynamic characteristics, the change
in moment around the wing’s quarter chord can be determined using Equation 67. This provides insights
into how alterations in flap settings influence the aircraft’s stability and control. Such analyses are vital in
optimising aircraft performance and ensuring safe and efficient operation.

/ v 1 / /
s o (e (-5 ()
c S 8c \c

2
AR ) (67)

+0.7————u3ACyL,,.. tan(A
/ / /

= 2 (—MACLWC - (CL +ACE,. ( Sy ) (C _ 1>>>
c S J8c¢

Lo}

L]

ARy +2
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. ; . . b
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Figure 38: The effect of flap deployment on the wing’s aerodynamic characteristics.

As illustrated in Figures 1 and 2, the coefficients ;11 and p9 exhibit dependence on both flap geometry and
deflection angle. Consequently, a decision was made to optimise for maximum flap deflection. A linear
regression analysis was performed to achieve this, resulting in Equation 68 and Equation 69 for x; and po
respectively.

~ cry? YT _
i~ =2.087 ()" +3.637 (2 ) 1.258 () + 0307 (68)
br\?® br\? b
115 = 0.084 <bf> —0.999 <bf) +2.203 (;) — 0.409 (69)
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The rate of change of the lift coefficient concerning the angle of attack for both the wind and tail-less aircraft
can be determined utilising Equation 70 and Equation 71. Conversely, the lift coefficient of the tail can be
computed employing Equation 72.

Shet ™ ﬁ
S 28

b
Cro, = CLa, <1 + 2.15f>

/ (70)

2
Cr.., = ~ -z (71)

2 4+ \/4+ g (%)2 (1 +tan2(A§)52)

Compressibility effects may be disregarded as the maximum flight speed remains below Mach 0.3. Consequently,
supersonic airflow over the wing is absent, leading to an approximate value of 0 for 3.

1
Cr, = —0.35AR} (72)

Finally, according to Roskam [103], the chord lengths of the elevator and rudder can be calculated using
Equation 73 and Equation 74.

¢ c
Ce = —cC (73) ¢ =—c (74)
c c

In this context, Roskam [103] specifies that °« = 0.4 and <= = 0.4.

7.5.4 Verification

Verification of the methods and code used in the Flight Performance department has been performed through
the block tests showcased in Table 18. The table structure is explained in subsection 7.1.1.

Table 18: Block Tests used for Control Verification

Block Tested Inputs Outputs Tests Confidence
block name inputs outputs Test Method High/Low
Flaperons Ahingelines A M1, M2, b, ACL,..., Pmax, by Verifies that the returned High
B O Clay maximum roll rate and
ACYy,, .. are correct
Empennage Xegs Xnps & Chmges Vi, Vi, Uy, by, by, ¢y, Verifies that the values ob-  Low
ClLiaz> CLas CLa, ,» Cv-Ces Cr tained for the empennage
Cr,, Cmy, ARy, Cr, are correct
by, Crys hy, Ly, Cys
Xeg CQuing—group® Xeg Verifies that the centre of High
Xegtus—group’ gravity is calculated cor-
Mwingfgroupa reCtlY
Mfus.fgroup
Xae CL%’ Cr., Va Xnp Verifies that the neutral High

point is calculated correctly
7.5.5 Dynamic Stability Analysis

Finally, once the control surfaces of the unit have been designed, the dynamic stability of the vehicle was
analysed, to ensure that REQ-SYS-TEC-UNI-2.2 and REQ-SYS-TEC-UNI-2.5 were met.
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Dynamic stability is a critical aspect of aircraft design that ensures the aircraft can return to its equilibrium state
after being disturbed. This section delves into the dynamic stability analysis of the UAV in cruise. Unlike static
stability, which addresses the aircraft’s initial tendency to return to equilibrium, dynamic stability examines
the time-dependent response, capturing how the aircraft behaves over time following a disturbance.

This section first outlines the mathematical framework and assumptions in Methodology. Then, the acquisition
of stability and control derivatives is discussed in Parameter Identification. This has proven to be difficult
in absence of windtunnel or CFD data, therefore empirical methods are utilised. After which the dynamic
stability of an aircraft is analysed in Results.

Methodology

In conducting the dynamic stability analysis of the UAV, several key assumptions were made to simplify the
mathematical modeling and ensure tractability. These assumptions are based on [117]:

+ Body centered axis system is used: A right handed axis system is used where the x axis is defined
pointing forewards through the nose of the UAV, y is pointing towards the right wing, and the z axis
points down.

« Vehicle is a rigid body: The UAV is assumed to behave as a rigid body.
+ Vehicle’s mass is constant: The mass of the UAV is assumed to remain constant during flight.

+ Earth is non-rotating: For the purposes of this analysis, the rotation of the Earth is neglected,
simplifying the equations of motion.

« Earth is flat: The curvature of the Earth is neglected, assuming a flat Earth model which simplifies the
calculations of gravitational effects and the aircraft’s motion over the Earth’s surface.

+ Gravity field is constant: The gravitational field is assumed to be uniform and constant, providing a
consistent downward force throughout the UAV’s flight envelope.

+ Aircraft has a plane of symmetry and the body-fixed reference frame is chosen such that 7,
and /. are zero: The UAV is assumed to have a symmetric design, allowing the simplification that the
products of inertia I, and I, . are zero, thereby simplifying the inertial matrix.

. Effects of rotating masses are neglected: The gyroscopic effects of rotating masses, such as engines
or propellers, are neglected in this analysis.

« The resultant thrust vector lies in the symmetry plane and thus only affects the aerodynamic
forces X, Z and the aerodynamic moment ) : It is assumed that the thrust vector remains within
the plane of symmetry of the UAV, influencing only the longitudinal aerodynamic forces and moments.

These assumptions lead to the following equations of motion shown in Equation 75 to Equation 80:

F, = —-Wsinf+ X = m(d + quw — rv) (75)
Fy=WcosOsing +Y = m(0 + ru — pw) (76)
F, =Wcosfcosp+ Z =m(w+ pv— qu) (77)
My = L = Lpp + (L2 — Ly)qr — L2 (7 + pq) (78)
My =M = Iyq+ (Ipe — L2)rp + Ixz(p2 - 7”2) (79)
M, =N=1,.7+ (Iyy - Ixz)pq — I (p - TQ) (80)
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In these equations of motion, W = MTOW x g is the UAV weight, which is constant. X, Y &Z are the forces
along the axis. u, v, w, @, V& are the velocities and accelerations in the x, y and z directions. ¢, 0, 5, p, g&r
are the angles and angular velocities around the axis.

To simplify the analysis, the equations of motion are linearised around the equilibrium flight condition following
the methodology presented in [117]. This allows for neglecting the higher-order nonlinear terms and the
complicated dynamic coupling effects. The linearisation process involves assuming small perturbations around
the equilibrium state, leading to the small angle assumption where sin(f) ~ 6 and cos(f) =~ 1. Additionally,
the symmetric and asymmetric motions of the aircraft are assumed to be uncoupled. Therefore, the equations
are split into both cases. Now, all equations of motion can be linearised to Equation 81 and Equation 82:

Symmetric motion

—Wecosbo + Xyu+ Xyw+ Xqq + X506 + Xs,00 = ma
—Wsinbpf + Zyu+ Zyw + Zp + Zgq + Zs 0e + Zs, 00 = m(w — qV') (81)

Asymmetric motion

Weosbyp +Y0o+Yy0+Yp+Yer+Ys, 00+ Y56, =m(0+rV)
Lyv + Lpp + Lyr + Léa(sa =+ Lér(s’r = Ipap — Lot (82)
Nyv + Nyv + Npp + Nyr + Néa(sa + Nﬁr(sr =17 — I..p

Lastly, the equations are non-dimensionalised by dividing by % pV2S and the moments are also divided by
their characteristic length (chord in symmetric motions, wingspan in asymmetric motions). Full derivations
can be found in [117].

Symmetric motion

Czu — Q,U,CDC Czu CZO Cxq [ —CX5
Cz, Cz, +(Czy —2pc)De —Cx, Czy + 2pc a | _ | —Cz S (83)
0 0 —D. 1 0 | 0 ¢
Chm, Crmy + Crmy De 0 Cmy — 21K, De 1< —Clng
Asymmetric motion
Cy+(Cy —2m)Dy  CL Cy Cy — 4uyp B —Cy —Cs
0 —iD, 1 0 0 | 0 0
CZ 0 C[ — 4‘ubK§sz Cg —+ 4}1,mesz 21’75 - _Ce 611 + —C[ (51. (84)
Cn + Cn Db 0 Cn + 4,”4szsz Cn - 4ﬂsz2sz ;7 _Cn _Cn

Equation 83 and Equation 84 are utilised to analyse system behaviour. Because of the uncertainty in parameters,
which will be discussed in Parameter Identification, analysis is performed on randomly initialised datasets,
which fall within the bounds provided. This will allow not only for assessing stability of the system, it will
also help identify sensitive parameters, thereby providing a sensitivity analysis for stability. The results are
discussed in Results.
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Parameter Identification

In order to fully define the system, all parameters have to be defined. Dimensional data and weight are known
for the UAV as found in chapter 7, however most stability derivatives are yet to be determined. All previously
known parameters are shown in Table 19

Table 19: Known parameters after the design of the UAV

Parameter Value Parameter Value Parameter Value
h [m] 850 S}, [m?] 0.12 Vi)V [ 1

V [m/s] 30 I, [m] 0.45 ap [deg] -2.09
m [kg] 1241 mac [m] 025  Cpo [] 0.005
e [-] 0.66 b [m] 244 O, [deg™'] o0.1110
S [m?] 0.3646 by, [m] 0.65 Cpn,, [rad™!]  -0.0032

In determining the other stability derivatives it was found that no method of parameter determination available
is reliable for further analysis. XFLR provides some stability derivatives, but these were not found to be
representative when compared to statistical data. [118] encountered a similar problem, where they found the
semi-empirical data to be too unreliable for further analysis. Therefore they had to physically test their drone.
Because computational fluid dynamics simulations or test facilities are unavailable, the approach is taken that
stability derivative ranges are constructed based on experimental data of other drones [118, 119] and physical
interpretations of the derivatives [117]. All stability derivatives and their ranges are shown in Table 20

Table 20: Stability and Control derivatives

Parameter Value with Parameter Value with Parameter Value with
upper and upper and upper and
lower lower lower
bound bound bound
Cx, -0.1 to -0.05 Cy. -0.1 to -0.05 Cy, 0.7 to -0.2
Cx. 0.05 to 0.2 Cy. -6 to -4.5 Cy, -0.1to 0
Cx, -0.1 to -0.01 Cz, -5 to -2 Cy, 0.1t0 0.3
Cx,, -0.1 to -0.01 Cz,. -0.05 to 0 Cy, -0.15 to -0.05
Con, 0 Con., -0.032 Cy, -0.6 t0 -0.2
o -20 to -5 Cin, -2t0-0.5 C, -0.1t0 0.1
Cy,, -0.02 to 0.02 Chy 0.05 to 0.2 Crg, 0.05 to 0.2
Cléa -0.3 to -0.05 Cnp -0.1 to -0.02 Cy{sr 0.1to 0.5
Cnéa -0.1to 0.1 Ch, -0.5 to -0.05 Cl(sr -0.1to 0.1
Results

Because of the uncertainty in the stability and control derivatives (Table 20), a definite system response and
characteristic eigenvalues cannot be given. However, the behaviour of the total set of coefficients can be
analysed. To achieve this, 2500 sets of randomly generated parameters are initialised in the provided ranges.
For each, the eigenmodes and the stability are assessed, using a previously validated dynamic stability model
by E. Abbenhuis et al. [120]. An example of converging stability plots for both symmetric and asymmetric
perturbations is shown in Figure 39.

It can be seen that for dynamically stable UAVs, all states converge back to the equilibrium condition. The
analysis showed that 93.28 + 0.41% of the runs converged with confidence. Additionally, all experiments
showed stable phugoids, short periods, Dutch rolls and aperiodic rolls. Only the spiral was divergent in the
unstable runs. These eigenmodes will be analysed.

"This value is already determined
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Figure 39: Model Initial Responses. Seed=5

Symmetric Eigenmotions The eigenvalue plot for the phugoid mode, shown on the left, depicts a cluster
of eigenvalues distributed around the real part of approximately —1.5 - 104, The eigenvalues have small
imaginary parts, indicating the presence of oscillatory behaviour. The real parts of the eigenvalues are negative,
suggesting that the phugoid mode is stable. The clustering around —1.5 - 10~% indicates that the mode is
lightly damped, as the negative real part is relatively small. The imaginary parts, around +0.0002, indicate
that the phugoid oscillations have a low frequency. This is characteristic of the phugoid mode, which typically
involves long-period oscillations. The small damping ratio suggests that these oscillations will decay slowly
over time, making the UAV exhibit persistent, albeit diminishing, altitude changes following a disturbance.

The eigenvalue plot for the short period mode, shown on the right, displays a more complex distribution
with a wider range of real parts, extending from approximately —5 - 1072 to —2 - 10~. The imaginary parts
are also present but relatively small compared to the real ones. The real parts are more negative than those
of the phugoid mode, indicating that the short-period mode is more heavily damped. The damping ratios
range from 0.85 to 1. The range of real parts suggests a varying degree of damping across different cases. The
imaginary parts indicate the presence of oscillations, but the relatively large negative real parts suggest that
these oscillations will decay rapidly. The short-period mode primarily involves rapid changes in the angle
of attack and pitch rate, reflecting the UAV’s quick response to control inputs and disturbances in pitch. The
high damping indicates that these oscillations will quickly settle back to equilibrium, providing a stable and
responsive pitch behaviour.

Table 21: Ranges of Key Dynamic Stability Parameters for Symmetric Motions

Parameter ‘ Minimum Value Maximum Value Median Value
Phugoid Period [s] 100 400 207
Phugoid Damping Ratio [-] 0.2 1.0 0.52
Short Period Half Amplitude Time [s] 0.10 0.35 0.20
Short Period Damping Ratio [-] 0.85 1.0 0.97

Asymmetric Eigenmotions The eigenvalue plot for the Dutch roll mode, shown on the left in Figure 41,
depicts a cluster of eigenvalues with both real and imaginary parts. The real parts range from approximately
—2.4-107" to —0.3 - 107!, and the imaginary parts span from 4-0.6. The predominantly negative real parts
indicate stability in the Dutch roll mode, with moderate damping suggested by clustering around —1.0 - 10,
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Figure 40: Symmetric eigenvalues of randomly initialised UAVs. n=2500

The imaginary parts, ranging from 0.2 to 0.6 indicate high-frequency oscillations, characteristic of coupled
yaw and roll motions. The period of the Dutch roll is between 0.8 and 2.2 seconds, skewed towards the lower
end, indicating a relatively fast oscillatory behaviour.

The spiral mode, shown in the centre, displays eigenvalues that are entirely real, ranging from approximately
—8.0-1072 to 0. The predominantly negative real parts, close to zero, indicate that the spiral mode is marginally
stable or very slowly divergent. Table 22 shows that the spiral has a wide range of possible half amplitude times.
This is because UAVs with negative spiral eigenvalues close to 0, have a very slowly converging spiral. However,
the distribution is skewed towards lower half amplitude times with a median of 4.8. The zero imaginary parts
confirm the non-oscillatory nature of this mode, suggesting that any divergence would be very slow and the
UAV would maintain a steady bank angle.

The eigenvalue plot for the aperiodic roll mode, shown on the right, displays real eigenvalues ranging from
approximately —1.1 to —0.35. The negative real parts indicate stable behaviour with strong damping, leading to
rapid decay of the roll motion. No imaginary parts confirm the non-oscillatory nature of this mode, indicating
quick stabilisation of roll disturbances.
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Figure 41: Asymmetric eigenvalues of randomly initialised UAVs. n=2500

Table 22: Ranges of Key Dynamic Stability Parameters for Asymmetric Motions

Parameter ‘ Minimum Value Maximum Value Median Value
Dutch Roll Period [s] 0.88 2.23 1.13
Dutch Roll Damping Ratio [-] 0.06 0.69 0.26
Spiral Half Amplitude Time [s] 0.71 1768 4.80
Aperiodic Roll Half Amplitude Time [s] 0.05 0.16 0.08

Coeflicient Importance To investigate the factors contributing to asymmetric instability in various UAV
configurations, a random forest classifier was trained using a dataset of stability derivatives, labelled whether the
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configuration converges. The classifier achieved an accuracy of 96%, indicating its effectiveness in distinguishing
between stable and unstable configurations. By analysing the feature importance scores generated by the
classifier, the most critical stability derivatives influencing UAV stability were identified.

The random forest classifier’s feature importance analysis revealed that certain coefficients significantly impact
the UAV’s asymmetric stability. These include derivatives related to lateral and directional stability such as
Ch,. (yawing moment derivative with respect to yaw rate), C, (rolling moment derivative with respect to roll
rate), and C),; (yawing moment derivative with respect to sideslip angle). High feature importance scores for
these coefficients suggest that they contribute the most to the lateral instability of the UAV. Understanding the
influence of these key stability derivatives allows for targeted modifications and optimisations in the UAV design
to enhance stability. Further research and design of this problem is covered in the future recommendations.

Rolling moment w.r.t. roll rate C;, Yawing moment w.r.t. sideslip C, Yawing moment w.r.t. yaw rate Cp, Side force w.r.t. roll rate Cy,
549 12
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Figure 42: Distributions of Stability Derivatives for Stable and Unstable UAV Configurations

Verification & Validation

As the performance of the dynamic stability models have been previously verified and validated[120], this
section will not repeat these procedures, but rather discuss the applicability of the model to this analysis.
The conclusion of E. Abbenhuis et al. [120] was that the model can predict the dynamic responses of aircraft
accurately, but that one must be aware of the limitations of the model. The main limitations stem from the
amount of assumptions made in the model. These assumptions are identical to those made in Methodology.
Additionally, the model was designed for the Cessna Citation 520 and not for UAVs. However, none of the
assumptions made restrict the applicability to UAVs, and all stability and control coefficients are measurable
too, justifying the use of the dynamic model.

Further Recommendations

In the future, the dynamic analysis should be refined. As stated in Parameter Identification, the absence of
wind tunnel data and CFD simulations limit the accuracy of the control derivatives. It is suggested that these
parameters are refined by first simulating the model in CFD and, after a scale model has been built, test it in a
wind tunnel. Secondly, regarding the possible instability in the spiral eigenmode of the drones, two approaches
can be considered to address the identified instability issues. Firstly, it may be acceptable to acknowledge
that the UAV might exhibit instability in the spiral mode, which can be mitigated using a flight computer
to actively manage and correct the flight path. Alternatively, future improvements to the UAV design could
be implemented to push the stability derivative values into a more stable range. These improvements might
include adjustments to the aerodynamic surfaces, alterations to the mass distribution, or enhancements in
control surface effectiveness.

7.6 PROPULSION & POWER

The primary function of the Power & Propulsion subsystem is to ensure that the UAV has a constant and
sufficient power supply to ensure the continuous functioning of the payload and the propulsion source. This
follows from the system requirement REQ-SYS-TEC-UNI-1, which sets some of the performance requirements
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for the propulsion subsystem. Four key components were sized to achieve the performance needed: the
propeller, the electric motor, the Electronic Speed Controller and the battery. With the wide availability on
the market of many different models and types for each, the main factors that were prioritised and optimised
were the efficiency and weight of all the components so that the total unit weight could be minimised and the
required performance achieved.

7.6.1 Subsystem Risks & Requirements

From the risk analysis, there were three main risks surrounding the propulsion subsystem that were identified,
plus another risk that while not directly related to the subsystem, is still heavily reliant on it. The first ones
being R-T-36 - Run out of fuel, R-T-38 - Drone provides insufficient power to payload and R-T-47 - Fuel
system catches fire. All of these risks posed a high level of threat, in particular the first and third, as they both
would cause the possible loss of the unit, with the last posing a threat to the surrounding environment as
well. Furthermore, R-T-18 - System is too heavy to lift, which is a risk indirectly affected by the propulsion
subsystem. While this risk concerns the UAV unit as a whole, it is particularly relevant for the propulsion
subsystem, as the battery represents the single most massive element within the drone. Sizing it correctly will
thus be essential to ensure the risk is avoided. To ensure that these risks are thus mitigated properly while
still achieving the required performance, the following were the subsystem requirements that this subsystem
aimed to comply with.

The following technical requirements were set to ensure that the UAV units perform as required.

— REQ-SYS-TEC-UNI-1.1: The propulsion system of the units shall be able to achieve a ground
speed of no less than 30 m/s.

- REQ-SYS-TEC-UNI-1.2: The propulsion system of the unit shall achieve an endurance of no less
than 6 hrs.
— REQ-SYS-TEC-UNI-1.3: The propulsion system of the units shall be able to operate nominally at

temperatures between 0 and 45 °C.

- REQ-SYS-TEC-UNI-1.4: The battery shall provide a maximum power of 1 kW.

However, the following requirements were also followed when designing the propulsion subsystem to ensure
that the units can perform their operations within the mission constraints the stakeholders gave.

— REQ-SYS-CON-SFT-2.2: The system units shall be lighter than 25 kg.

— REQ-SYS-CON-SFT-3.1: All flammable substances within the units shall be encased in protective
casings.

— REQ-SYS-CON-SFT-3.2: The protective casings of flammable substances shall withstand loads
during all landing cases.

— REQ-SYS-CON-SFT-3.3: The protective casings of flammable substances shall contain the sub-
stance in case of ignition.

- REQ-SYS-CON-SFT-3.4: All toxic substances within the units shall be encased in protective
casings.

— REQ-SYS-CON-SFT-3.5: The protective casing of damaging substances shall withstand loads
during all operational cases.

- REQ-SYS-CON-STB-1.3: The system operations shall not produce more than 93.8 kg of CO2 per
year per system.

The first of these requirements is set to ensure that a single operator can safely lift and move the UAV on its
own, reducing the number of operators required to run the whole swarm, which stems from R-T-18 mentioned
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earlier. The following five safety requirements are set to ensure no leak or exposure to flammable and toxic
substances at any point, especially in an emergency landing. These requirements stem directly from R-T-47
and are important. Finally, the last requirement is one of the main findings of the sustainability strategy
generated in the Midterm Report [53], and it critically impacts the choice of propulsion type.

7.6.2 Assumptions

To properly calculate the required performance of the propulsion subsystem and find the most suitable
components from the current market, a few assumptions had to be made.

ASMP-PROP-01: The battery was based on the Amprius lithium-ion cell. This cell was used as it provides
450Wh/kg [121] of energy density while still being an independently validated product[122] and has already
been used in known projects, including the Airbus HAPS project Zephyr[123]. To safely size the battery pack,
only 80% of the energy is discharged at each cycle, as recommended by Amprius, and a packing ratio of 0.84
was used. This value was taken as it represents the state-of-the-art of battery packing in recent years. Despite
some packing ratios reaching values of up to 90% recently, a more conservative value of 84% was taken as a
reference, which was based on the one found in the Samsung 60Ah prismatic lithium-ion cell produced in
2013 [124]. Once both the depth of discharge constraint and the packing ratio factor are taken into account,
the effective energy efficiency of the full battery is reduced to 302.4 Wh/kg. This value is much lower than
the starting energy density, but it represents a much more realistic value for the current technology that is
available on the market, ensuring that REQ-SYS-CON-RSC-2.3 is still being complied with.

ASMP-PROP-02: The motor efficiency was taken from a database that tested the motor on a static stand. The
use of a static test has no effect on the values used, as the only data taken from it were the mechanical power
(torque x rot. speed) and the electrical value (voltage x current). Both of these measurements are not affected
by the correction from static to dynamic testing, as that one only affects the effective thrust.[125]

ASMP-PROP-03: For the climb drag, the air density was maintained the same as for the cruise drag. This was
done to simplify the calculations for the thrust requirements, as integrating the air density with altitude would
only have a marginal effect on the result, given that the air density at cruise height is only 92% of the air
density at sea level. Furthermore, this only affects the climb condition of the flight, which was calculated to be
only between 3 and 5% of the total energy requirement of the flight.

ASMP-PROP-04: For the propulsion type, only electric batteries and motors are considered. No combustion
engines, including those with SAF fuels, have been considered. This decision was taken to comply with
REQ-SYS-CON-STB-1.3, as it was calculated that a full 25-unit swarm would emit an estimated 502.75 [kg]
of CO; per year [53]. This overshoots the maximum emissions set by the sustainability strategy by a large
margin and thus fully eliminates the possibility of using this energy source.

Propeller Selection

The first component to size was the propeller. The central aspect that was considered is the output thrust that
it is expected to produce in both cruise and climbing flights. Like all other propulsion design choices, the
propeller selection is part of the design iterative loop, so all input variables used were initially kept in variable
form.

Preliminary analysis of the propeller types that would be considered indicated that for the expected cruise
speed of 0.10 Mach, a two-blade propeller was the most suitable [126]. Furthermore, given the small variation
in operating speeds and altitudes, the team opted for a simpler, lighter fixed-pitch propeller. Finally, following
Equation 85, the maximum value for the product of D and n, the blade diameter and rotational velocity of
the propeller, can be calculated. By adhering to this equation, the propeller tips do not reach speeds above
0.72 Mach, which is deemed to be the point where compressibility effects cause a drastic increase in noise and
efficiency loss.
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Done V/(0.72 -:)2 — V2 (85)

For a cruise altitude of 850 [m] above sea level and a cruise velocity of 30 [m/s], then D - n > 76.64. Thus, the
lower bound for the advance ratio, J, can be calculated and then used for the preliminary propeller search.

Vv
= ——=0.3914
J Don 0.39 (86)

With the minimum advance ratio known, a suitable set of propellers was sought. The main criteria considered
were the advance ratio, the thrust produced and at which airspeed, to ensure that the propeller could achieve
the thrust required at both cruise and climb conditions. The propeller database provided by APC Propellers
% included many different propellers, with different diameters and pitches, with many options that fit with
the preliminary J, thrust and velocity values. Once reformatted and included within the design iterative loop,
given the two different flight conditions, all the propellers that could achieve both conditions were considered,
and the one with the highest efficiency at cruise was selected. This was chosen due to the cruise accounting
for the majority of the energy spent throughout one sortie, as previously mentioned in ASMP-PROP-03. Once
the design was iterated, the final propeller model that was selected for the 8.8 N of thrust required for a cruise
was the APC Propeller 13.5x13.5. With a propeller efficiency of 81% at 5817 RPM, it generated the required
force to propel the UAV with the highest efficiency out of the propellers in the considered database.

Motor & ESC Selection

The following components to size were the electric motor and its ESC. Similarly to the method used to find
a suitable propeller, a database with performance parameters for different motors was found and analysed®.
This time the main criteria that were used to select the most suitable motor were the electric efficiency of
the motor and ESC combination for the specific mechanical power required to spin the previously selected
propeller at the required RPM. Given the substantial weight of some of the motors in the database, this criteria
was also minimised. Once again, both the climb and the cruise phases were considered, so to ensure that the
motor could indeed perform adequately in both flight conditions. The cruise phase was then used again as the
optimisation point, for the same reason as in the propeller selection. After the design iteration was performed,
the required electrical power required for the cruise phase was calculated to be 382.59 W, while the one for the
climb phase was 898.67 W. All the motors from the database that fit these requirements were then plotted in
Figure 44, showcasing the electrical efficiency at cruise and the motor mass of each option.

From Figure 44, the best motor and ESC choice for optimal efficiency at cruise is shown as a red cross, that
being the 5015 IPE V3.0 motor with the AMPX 60A 5-14S ESC by Mad Components “shown in Figure 43. This
motor and ESC combination gave the highest electric efficiency for the required mechanical power. When
producing the cruise power of 253.64 W, the motor runs with an efficiency of 81.8%, which in combination
with the 13.5x13.5 propeller, gives a total cruise propulsion efficiency of 66.3%. With a total propulsion mass of
361 grams, the combination of propeller, motor and ESC was deemed to be the most suitable for the expected
cruise parameters for the UAV unit. On top of this, the 5015 IPE V3.0 motor is rated to work nominally in
temperatures of up to 103[°C] [127], adhering with REQ-SYS-TEC-UNI-1.3.

*Performance Data - APC Propellers. URL: https://www.apcprop.com/technical-information/performance-data/
*Tyto Robotics Database. URL: https://database.tytorobotics.com/tests
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Figure 44: Motor electrical efficiency and mass for the
cruise power of 382.59 W

Battery Selection & Sizing

When selecting and sizing the battery for a UAV, ensuring ample power supply for its various components
is crucial. The engine, payload, avionics, and ballistic recovery system (BRS) all contribute significantly to
determining the appropriate battery configuration.

The engine’s specific voltage and current requirements necessitate a battery capable of delivering adequate
power for seamless operation. Similarly, the combined power demands of the payload, avionics, and BRS must
also be considered in selecting the battery. All components of the UAV are interconnected in parallel, requiring
the battery to supply sufficient voltage and current collectively.

Calculating the minimum battery capacity (Cyq¢) is crucial, determined by Equation 87. Furthermore, the
number of cells wired in series (Ngeries) and parallel (Npqraiier) can be computed using Equation 88 and
Equation 8&9.

‘/bat Cbat
Cbat = Ibatt (87) Nseries = @ (88) Nparallel = W (89)

Here, Depth of Discharge (DoD) indicates how much the battery is discharged in each cycle. Finally, the total
battery mass and power can be determined using Equation 90 and Equation 91.

Mpat = Nserieszamllechell = NiotMeenl (90) Pyor = 1BatViat (91)

While designing the full battery architecture was deemed beyond the scope of this project, an initial sizing can
already be estimated. By taking the industry-proven SIMAXX” M 450Wh/kg battery from Amprius, which
gives an effective energy density of the battery pack of 302.4 [Wh/kg], as expanded upon in ASMP-PROP-01,
the battery mass was calculated. However, given these constraints to the battery, the required battery mass to
support an endurance of 6 hours, as required in REQ-SYS-TEC-UNI-1.2, would have been too large and would
have pushed the total mass of the units to an unacceptable level. Instead, a new endurance of 5 hours was
selected. This was acceptable from an operational point of view, as the units’ downtime has been significantly
reduced by including redundant batteries. For this new endurance, the calculated required battery capacity
was found to be 2.151 kWh, and as a result, the total battery mass was estimated to be 7.11 kg. This battery was
split into 4 separate batteries fitted within the fuselage of the unit and were allocated to allow for the quick
swapping upon recovery, to allow for minimum downtime. For this reason, two sets of batteries for each unit
will be included in the swarm components so that every unit may be launched again immediately instead of

*MAD COMPONENTS - 5015 IPE V3.0. URL: https://www.mad-motor.com/products/mad-components-5015-ipe-v3.
html?VariantsId=10470
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having to wait for the battery to be recharged. Finally, to ensure that REQ-SYS-TEC-UNI-1.4 is met, the team
recommends that in future research, if the battery architecture is developed, the composition of cells in series
and in parallel should be made so that a maximum of 1 kW can be outputted, as this is the expected power
requirement for the climb phase. This is expected to be a reasonable requirement to achieve, as the achievable
voltage and current give a larger possible power output.

To uphold the requirements REQ-SYS-CON-SFT-3.1 up until REQ-SYS-CON-SFT-3.5, it is necessary to
include a protection and containment system for the battery to avoid the packs from being pierced or damaged
and in preparation for the outbreak of a battery fire. This can be caused during emergency landings, by the
battery overheating or being damaged in otherways during the operation. A battery fire can reach more than
1000 [°C'] and is volatile to conventional firefighting methods such as water. Therefore, it is necessary to use
fire suppression material designed especially for battery fire suppression. A preliminary mass, size, and cost
analysis is conducted based on available market options. The material chosen is a mix of Kevlar and carbon
fibre, treated to be corrosion resistant; used in the Heavy Duty Lithium-Ion Battery Fire Containment Blanket
offered by Brimstone Fire Protection [128]. The product properties in Table 23 are found based on their 5x6
square feet product.

From this, the specific mass and cost of the material is estimated

Table 23: Product Properties to be 2.05 [kg/m?] and 321.5 [$/m?]. With the sized battery,
the cost and mass of the fire suppression lining can be estimated
Category Value Unit with Equation 92.
Size 147 x 180 [cm X cm] Cliner = 321,55
Cost 855 (%] (92)

Mass 5.44 (kg] Miiner = 2.055

Where C;per 1s the cost of the liner, my;,,., is the mass of the

liner, and S is the necessary surface area of the liner. It is
recommended to revisit this analysis and deepen the understanding of the liner since it was not explored fully
at this point in the design.

7.6.3 Verification

Verification of the methods and code used in the Propulsion & Power department has been performed through
the block tests showcased in Table 24. The table structure is explained in subsection 7.1.1.

Table 24: Block Tests used for Propulsion & Power Verification

Block Tested Inputs Outputs Tests Confidence
Thrust Calcula- MTOM, Cp,, Cp,,, Ter, Ty
tor Ver, Vers b, Sw, v
Propeller Selec- Vi, Ty, Ver, Tor prop_model, dprop, Check that selected pro- Low
tion Myrop, RPM,,, peller meets the Thrust re-
RPM,, Nproper> quirements
Tprope,
Motor Selection Vi, 1., Ve, 1., motor_model, Check that selected pro- Low
Tpropers Tprop ESC_model, 7, 7, peller meets the Thrust re-
P.., Py, Py,,., P,,, quirements
MmotorJrESC
Battery Mass Egensity Peomms:  Ereqs Myattery Compare outputs with man- High
Povionicss  Prpayloads ual calculation using Equa-
tetimbs teruises Pelcra tions 87-91

Pe

lcl
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7.7 AVIONICS & ELECTRICAL SYSTEMS

The electronics and avionics subsystems are crucial components of a UAV, serving as the backbone for its
navigation, communication, control, and data acquisition functions. This section of the report provides a
detailed overview of the electronic and avionics architecture designed for the UAV, outlining the integration and
selection criteria of all relevant components identified at this stage of the design. Please note that verification
has not been performed in this section because no calculations have been performed that require verification.
Validation of the results obtained is deferred for future developments.

7.7.1 Subsystem Risks & Requirements

From the risk analysis in section 3.6, the avionics subsystem has the risk: R-T-01: Collision with terrain,
R-T-04: Collision with birds, and R-T-36: Avionics fail to detect fuel depletion.

From the requirement generation in section 3.7, the Avionics subsystem must satisfy: REQ-SYS-OPS-AVI-1:
Each unit shall be able to measure all the state data required to allow for automatic flight.

7.7.2 Assumptions

The subsystem is designed with the following assumptions:

« ASMP-AVIO-01: The flight control software is assumed to be an adaptation of the linearised state-space
model detailed by Mulder et. al. in their Flight Dynamics lecture notes [109]. This is a reasonable
assumption as per the indication of the authors, so long as the representative flight conditions are taken
into account during the linearisation of the equations of motion.

« ASMP-AVIO-02: The design of electronics systems typically has a large portion related to appropriate
component selection. Since this is too detailed for the present report, it is assumed that the functionality
required from this system is achievable by COTS components. This is validated through a preliminary
survey of available market options as shown in section 7.7; however, a detailed investigation in the
future must precede a final verdict on the matter.

« ASMP-AVIO-03: The chosen sensors capabilities are assumed to be sufficient for ensuring all successful
flight operations. The data rates mentioned in section 7.7 correspond to measurement frequencies in
excess of 20Hz, which, compared to a study by Horssen et. al., are at least twice as high as what is
required by a manned operation of the Cessna Citation II [129].

7.7.3 Design

The general outline of the hardware is shown in Figure 45 for the drones, with all top-level interconnections
between the hardware and the software shown in Figure 46.

First, the electrical system is described in Electrical system, followed by the communication and data handling
architecture shown in Communication and Command Data Handling.

Electrical system

A general overview of the electrical system of the UAV can be summarised by the following block diagram. It
includes all the generic components used by both the observational and relay drone, but excludes additional
payload elements such as the lidar camera.

To minimise noise and chance for error, control and command instructions are sent as a digital signal and
decoded at the receiving end. For motors, the digital signals are decoded as PWM signals are then used to
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Figure 45: Hardware Diagram of the Drones. The blocks in gray indicate that the payload consists of either the sensors or a
radio interface device, depending on whether the drone in question is a survey or relay one, respectively.
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Figure 46: Software Diagram.

control the relevant motors. For instruments, UART was chosen as the preferred method of communication
given its simplicity and reliability for straightforward communication. As for servo control, I2C was chosen
given its capability of managing multiple devices on a single bus. It is also often used when managing more
complex servo tasks.

For the actuators, RC servo motors are used, as they should provide sufficient torque to combat typical control
surface hinge moments. In a similar manner to the stability and control derivatives discussed in subsection 7.5.5,
the hinge moment coefficients necessary for computing the control surface hinge moments are hard to obtain
without experimental data [109]. While semi-empirical methods based on airliner data can be employed, such
as the ones developed by Roskam [110], it would be difficult to evaluate their applicability to the system at
hand and are therefore not considered at this stage.

80



Design Synthesis Exercise AE3200

@ Power Supply Line 5V USB
Avionics

RTK GPS DC/DC Converter 3.3V UART
|4 Component . 3.3VI2C
Smart Sensor Barometer AOA sensor Pitot Tube Compass —— Optimal Routing . 3.3VPWM

|
1
|
Visual Camera  NIR Camera IR Camera 1
|
- - - Backup Routing @ Data (Othen)
|

|
|
GNSS & !
|
|
1

I communications

«P—

18V Converter

|

I

Radio !
»  Interface 1
|

I

1

3.3V 1
N
Flight Controller «—» ¥ Ethernet
<\ Main Controller 1 L—‘{lﬁ;l
; I
: I

5V Converter

Batteries

8V Converter AntennaSet 1 Antenna Set 2

12C to PWM PDB Backup

1 1 I |
| | > 1
+ I | Controller |
“——» BC —p Motors : I & | I 2 RVd :
adio
! VWY I ! i — I
! 1 Arresting I | SpareBattery 1
1 | Flaperon Rudder Elevator Mechanicsm | i i |
. 1
| PropuI5|on 1 ! + $ $ $ 1 Emergency Locator 1
1 1 Transmitter Antenna
L m === - = = = Flaperon Rudder | 1
1 |
1 1
I Controls : I Emergency |
=

Figure 47: Electrical Block Diagram

Instead, highest estimates for other aircraft is used to obtain an upper limit on the required torque. As such,
using values for the Cessna Citation II [130], Cessna 172S [131] and a compilation of 2- and 3-D airfoil data
from NACA [132], a maximum hinge moment of 5.7[Nm)] is obtained by means of Equation 93 [109].

CHmax = CHa O'max + CHée 6emax (93)
Here, Cp, and Cp;, are -0.333 and -0.06, respectively.

The maximum value for the deflection is taken as the maximum flaperon deflection possible at take-off
mentioned in section 7.5. Suitable servo motors for such hinge moments are supplied by RC plane component
manufacturers and sellers, such as the Spektrum A6350°, which is the current preliminary choice for the UAV.

Finally, the central component responsible for all computations, data mapping and actuation, the microcon-
trollers. The main design parameters of interest are the number of GPIO pins for data in- and output, the
baud rate for serial communication between components, the processor clock speed and the flash memory
size. While this is an important choice, it is not made at this stage of the design, mainly due to (1) the wide
availability of options on the market that would satisfy all the needs of the system as designed at the moment
and (2) the lack of a detailed flight software design. Notable mentions of options that were surveyed thus far:
the STMicroelectronics 32F4 family of microcontrollers® or the Texas Instruments MSP4307, Arm-Cortex M0+3
or M4° microcontrollers. For a first prototype it is expected that a Raspberry Pi integrated board will be used,
such as the Raspberry Pi v5 1,

*https://www.horizonhobby.com/product/a6350-ultra-torque-high-speed-brushless-hv-servo/SPMSA6350.
html

*https://www.st.com/en/microcontrollers-microprocessors/stm32f4-series.html

"https://www.ti.com/microcontrollers-mcus-processors/msp430-microcontrollers/overview.html

Shttps://www.ti.com/microcontrollers-mcus-processors/arm-based-microcontrollers/arm-cortex-m0-mcus/
overview.html

*https://www.ti.com/microcontrollers-mcus-processors/arm-based-microcontrollers/arm-cortex-m4-mcus/
overview.html

Yhttps://www.raspberrystore.nl/PrestaShop/nl/raspberry-pi-v5
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Communication and Command Data Handling

The communication system design and infrastructure is presented in chapter 6. Here, the communication is
coupled with data handling and the intersection between the two is shown.
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Figure 48: Communication and Data Handling Diagram.

As seen from Figure 48, the flow of information can follow a payload link, control link or radio communications
link with the last one being used exclusively as a relay link between firefighting groups on ground. Since the
swarm has an ability to relay information through other UAVs the diagram presents alternative paths to other
vehicles with identical architecture indicated by the three dots and a green path.

As for the data handling, two separate controllers were used for the avionics and actuation on one hand, and for
the payload cameras management on the other. The flight controller is the processor responsible for collecting
the sensor data, processing it and feeding it to an autonomous flying program embedded in the processor. The
flight control program is a linearised model as outlined by Mulder et. al. [109]. The model would be linearised
around two distinct points, climb and cruise, and outputs the necessary control surface deflections for stable
flying. After the data is processed, it is sent to the UAV “black box”, which stores it for post-flight investigations.
This black box is an SD card with a minimum capacity of 40 [GB], as it must accommodate the large amounts
of image sensor data in addition to the avionics data. Moreover, it must accommodate a maximum write speed
of 15 [Mb/s] coming from the cameras. Such SD cards are widely available on the market today ! and are
easily integrable with the system.

7.7.4 Further Recommendations

Currently, the avionics and electric subsystems are only briefly outlined based on their requirements. In the
future, a detail design leading up to flight and main controller schematics would be desirable. This would
require a more thorough research into components and their datasheets, ensuring proper compatibility and
functionality. Besides the hardware part, the processor software required to control all components on a board
will need to be written and debugged. This code would contain both flight control logic (flight controller), as
well as actuation, read and write capabilities for the sensors (main controller).

"SanDisk Extreme PRO SDXC UHS-II Card: https://www.westerndigital.com/products/memory-cards/
sandisk-extreme-pro-sd-uhs-ii-v60?sku=SDSDXEP-064G-GN4IN
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7.8 STRUCTURES

The UAV’s structure is a subsystem enabling the proper functioning of all other subsystems: it houses all
necessary components and maintains the desired shape throughout all design flight conditions. In order to
account for possible changes and lack of inclusion of fasteners and other components, the safety factor of two
has been included in the following analysis. Aviation factors of safety have historically been in the range of
1.5 [133], with lower values being introduced as more advanced materials came into use. However, following
the recommended practices of ESA, the safety factor is increased to 2 in order to account for the immaturity of
the project and the early stage of design [134].

This preliminary UAV structural design focuses on the following: (1) flight conditions and load determination,
(2) wing box analysis, (3) fuselage skin analysis and (4) arresting gear hook analysis. Each section will include
all relevant assumptions made during the analysis with their expected impacts on the final result.

7.8.1 Subsystem Risks & Requirements

The relevant requirements from Table 50 are:

« REQ-SYS-TEC-UNI-5.1: The structure of the unit shall provide an interface infrastructure for all other
unit subsystems.

« REQ-SYS-TEC-UNI-5.2: The structure shall provide the main load-carrying capability of the unit.
« REQ-SYS-TEC-UNI-5.3: The structure shall withstand a maximum static load factor of 3.

« REQ-SYS-TEC-UNI-5.4: The structure shall be able to withstand thermal loads due to temperatures
between 0 and 45 °C.

+ REQ-SYS-TEC-UNI-5.5: The structure shall withstand shock loads of 6.5 G.

« REQ-SYS-CON-STB-1.2: The structure of the system shall not include any components composed of
toxic materials.

7.8.2 Assumptions

« ASMP-STRC-01: Lift is assumed to be elliptically distributed along the span. This is a conservative
assumption since the actual lift is expected to be lower than the ideal elliptical case. Indeed, a simple
comparison with the results of XFLRS5 for an accurately modelled wing shows that the elliptical lift is
slightly greater than the true wing distribution. The discrepancy between the two lift values is depicted
in Figure 49.

« ASMP-STRC-02: The fuselage is modelled as a thin-walled structure. Typically, a thin-walled structure
has a thickness in the order of 100 times smaller than any other relevant dimension. This is indeed the
expectation when taking values from the midterm report [53].

+ ASMP-STRC-03: The fuselage is modelled as a cylinder of constant diameter, which is the maximum
diameter expected of the structure for housing all the necessary components. This is conservative due to
the increase in both normal and shear stresses with distance from the neutral lines, which are aligned
with the cylinder’s axes for a symmetric loading case. Therefore, a larger cylinder would accumulate
larger stresses within its walls.

« ASMP-STRC-03: The fuselage weight is assumed to be a constant distributed force distributed along its
length. In reality, the fuselage would have an uneven distribution according to the chosen aerodynamic
shape.
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« ASMP-STRC-04: The wingbox is assumed to have the same diameter at the root as at the tip. This is
conservative, as the stress magnitude increases with the distance from the neutral line(s) to the skin,
which is higher for a larger diameter beam.

« ASMP-STRC-05: No flutter analysis is performed for any of the structures. This is a fair assumption, as
aircraft with low aspect ratio wings flying at low speeds typically do not encounter this issue, as per
NACA TN4197 [135]. This can be quickly checked by using a simplified formula for the critical flutter
velocity, Vy, found in Equation 94.

°

0.8

G
(1.337AR3P(>\+1))

=
Vf =a (94) 5
t 3 Eos
Q(AR + 2) E é
While this is checked again with the final design values, ~ §-: T
using preliminary estimates from the midterm report =, —— Actual lift distribution
[53] lead to a flutter velocity of around 700 [m/s], which T T iom ot Halbevan Loation 1
is much higher than anything in the realm of what is

expected of a UAV of this size. Fligu;je 42: True lift distributim? (blue) and _simpliﬁ_ed elliptic
distribution (orange) as fractions of maximum lift plotted

against the location along the span as fractions of the half-
span.

7.8.3 Design

Load determination

In order to satisfy REQ-SYS-TEC-UNI-5.2, the loads on the structure must first be defined. The loads on the
aircraft are the lift, drag, weight and thrust. To identify the most straining loading condition, the maximum
load factor of 3 must be used as per the load diagram (preliminary one in Figure 30), which was the generated
REQ-SYS-TEC-UNI-5.3. The loads are modelled as follows:

« Lift has an elliptic distribution acting on the line of airfoil centres of pressure, perpendicular to the chord.

« Drag is proportional to lift following the lift-to-drag ratio, so it is also elliptically acting at the centres of
pressure perpendicular to the lift.

« Wing weight is a distributed force varying span-wise proportional to the length of the chord, while
fuselage weight is a constant distributed load.

« For the fuselage analysis, the wing’s lift is considered a point load acting at the wing mean aerodynamic
chord’s aerodynamic centre. In order to maintain static equilibrium, the tail also produces a little
lift to prevent the pitching motion of the UAV. Moreover, due to the shock load requirement REQ-
SYS-TEC-UNI-5.5, an appropriate normal concentrated load was applied at the location of the BRS
attachment.

The loads on the fuselage and wing are shown in Figure 51, Figure 50 respectively. With the loads identified,
static stability analysis has been performed. From the known weights of each component and their locations
along the length of the vehicle, the required wing and tail lift have been calculated for the equilibrium situation.

The vehicle has been split into three structure groups: the fuselage, boom and empennage. Each one of these
groups has been analysed for internal shear and bending forces based on the static analysis conducted earlier.
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Figure 50: Forces acting on the wing of the preliminary UAV concept
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Figure 51: Forces acting on the fuselage of the preliminary design.

The internal loading diagram for the fuselage is presented in Figure 52. As seen from the diagrams, the
component’s weights have a much higher impact on the internal forces than the structural weight itself, with
the maximum force peaking at 430 [N]. Similarly, for the moment loading, the biggest influence is induced by
the weights and spacing of the internal components, with the most drastic change at the wing location. The
moment values peak at 82 [Nm].
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Figure 52: Internal shear and moment diagrams for the fuselage

Similarly to the fuselage loading, the boom internal loading diagrams are visible in Figure 53. Clearly, the
loading of the booms is more straightforward than the fuselage itself. Compromising just the weight of the
booms, empennage and the tail lift, the plot is linear, peaking at around 62 [N]. Similarly, the internal bending
diagram peaks at 45 [Nm] and follows a quadratic function that reaches zero at the end of the boom.
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To obtain the internal loads of the wing,
first, the external loads have to be
calculated. The contributions to the wing
loading are the drag and lift force, which
results in moments along all three axes.
The aerodynamic forces are spread and
differ along the length’s span and chord.
For this analysis, the assumption is made
that the resultant force acts at the centre
of the pressure of the chosen airfoil at
cruise speed, although this point moves
slightly throughout the flight regime.
Furthermore, the spanwise lift distribution
for a tapered wing can be estimated as a
parabolic curve, where the wingtip has 0 Figure 53: Internal shear and moment diagrams for the booms of the UAV.
[N] lift and drag.

Bend Moment [Nm] Shear Load [N]
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As can be seen in Figure 54a, the main contribution to drag at low speeds is the lift-induced drag.Thus, to
simplify the analysis, the drag is assumed to be the same shape as the lift but scaled down by the inverse of the
lift-to-drag ratio. Note that the total drag force does consider the parasitic drag; it is merely the distribution
that is affected by this simplification. Furthermore, the contribution of the horizontal force to the lateral
moment is neglected due to the small moment arm.

To find the lift distribution, first, the peak load per unit span at the root is calculated using Equation 95, which
is then used in Equation 96 to find the lift distribution, following the definition of elliptical lift distribution
provided by Anderson [136].

To find the lift distribution, first, the peak load per unit ALtotal
span at the root is calculated using Equation 95, which 0= Theo s(A) (95)
is then used in Equation 96 to find the lift distribution, 52
following the definition of elliptical lift distribution Ly = LoCy /1 — 2y * cos(A) (96)
provided by Anderson [136]. Where Cy is the chord b
distribution given by Equation 97. Furthermore, the 2yl
weight of the wing is assumed to be proportional to the Cy = Croo(1 = (1 = A) (T)) (©7)
chord length, calculated using Equation 98. Mying - g - Cy
The results are shown in Figure 54b. Wy = —4—=——— (98)
Jo Cy dy
T?ED 0.‘0 O:Z 014 0.‘6 spanmise Ioca“g.‘:y - 1:0 l.‘Z 1.‘4
parasitic dmg//// - lift-induced drag s 70:2
flight velocity fg :0 o
(a) Relation between parasitic and lift- " ooe
induced drag over the flight regime. o o o s o o o "

spanwise location y (m)

(b) Vertical and horizontal loads along the half span.

Figure 54: Comparison of parasitic drag and wing loads.

Using the results in Figure 54b, the moments acting along the wing are found using the scipy.integrate.cumtrapz
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library in Python. The results are shown in Figure 55
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Figure 55: Longitudinal, lateral, and directional moment along the half span.

Material properties

The chosen material for the UAV design is 6082

aluminium alloy. It is one of the strongest commonly  Table 25: Material properties of Aluminium 6082. [137]
used aluminium alloys in the aerospace industry,

offering high strength and ductility. While not as Property Value Unit
performant as the 7000 series alloys, it is around 80% Density 2.7 g/ cm?
cheaper!?, which is a very important consideration Yield Strength 250 MPa
for a new product. The detailed material properties Ultimate Strength 290 MPa
of aluminium 6082 are presented in Table 25. These E-modulus 70 GPa
properties have been used throughout the design Shear Strength 210 MPa
process for vehicle sizing. Shear Modulus 26 GPa
Wing Analysis

The wing analysis was approached using a circular thin, walled beam resembling the wing box as a stiffening
load-bearing element of the wing structure. This approach enables structural analysis of a wing as a cantilever
beam subjected to predetermined loads. Moreover, the circular cross-section allows freedom in airfoil choice
shape as a more complex wing box would depend on greater detail on specific airfoil geometry.

The wingbox analysis began with bending stress analysis using the equation presented below [138].

O, = (Mxlyy _ Mylxy)y i (]\%Iajx _ Mxlxy)flf — %y -+ %x (99)
Toalyy — I3, Iow Lyy

Due to the symmetry of the circular cross-section, the bending stress equation can be simplified. The above-

mentioned equations were used to calculate the axial stresses experienced by the wing box under bending
loading determined in subsubsection 7.8.3.

The presence of bending also implies significant shear stress in the structure. The shear stress has been split
into the stress resulting directly from torsion applied to the wings and the stress resulting from forces acting
in the plane aligned with the cross-section of the stiffening element.

126082 sample price: https://www.gemmel-metalle.de/aluminium/bleche/6082/1.html, 7075 sample price: https://www.
gemmel-metalle.de/aluminium/bleche/7075/1 . html
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Skin panel Idealized skin panel

Figure 56: Visualisation of structure idealisation used in fuselage analysis [44]

The stress due to torsion was calculated using the following equation [138]:

T
= = A, =7(d/2—t/2)? 100
For the purpose of calculating the shear stresses resulting directly from the shear forces, the moments of area
and inertia has been calculated as shown below [138]:

td? td?
1= % (101) Q= WT (102)
With that estimation, the shear stress was estimated using the following equation:
Vy,Q
= 2= 103
TS= g (103)

Having collected the axial and shear stresses, the von Mises failure criterion shown in Equation 104 can be
used to check whether the structure is failing [139].

Oom = /02 + 3(rr + 75)% < 0, - FOS (104)

Other than the yield criterion, the thin-walled structure of the wing box is expected to be susceptible to
buckling. The buckling analysis of the wing structure has two aspects: bending and torsion/shear. For bending,
the critical axial stress at which the skin buckles is given by Equation 105 as per NASA’s Astronautics Structures
Manual [140].
Gop = —VouinD (105)
Twing\/3(1 — 2)

where 7 is an empirical correction factor that depends on the thickness-to-radius ratio. On the other hand, the
shear stress at which the skin buckles in pure shear/torsional loading is given by Equation 106.

Ter = ks (106)

L wing twing

Here, ks is the non-dimensional buckling coefficient, dependent on the so-called curvature parameter Z =
L2, /(rt)y/1 — v2 according to graphs shown in the NASA Astronautic Structures Manual [140].

wing

Fuselage analysis

The fuselage analysis was carried out following the Boom-Web method explained by Gundlach [44]. The
method models the load-bearing skin as stiffening elements (booms) that carry only axial loads and the skin
element that only carries shear. An example of the idealisation is presented in Figure 56.

With the idealisation performed, the simplified structure was analysed for resistance to bending and shear
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using the data determined earlier and presented in Figure 52.

Tail boom analysis

The tail booms geometry was chosen using the same von Mises criterion approach. The booms were modelled
as thin-walled circular beams loaded as presented in Figure 53. The results of the analysis are presented in
Figure 57. For the rest of the iterative process, the tail boom is modelled as a part of the empennage.

0.070

0.065

—, 0.060

n Mises Stress [MPa]

—
5]
S

H
o
3

O

m=0.52kg
m=0.53 kg

0.030
0.00100 0.00125 0.00150 0.00175 0.00200 0.00225 0.00250 0.00275 0.00300
Wall thickness [m]

Figure 57: Tail boom maximum von Mises stress as a function of cross-section diameter and skin thickness. Highlighted in
white is the yield strength threshold, including a safety factor of 2. For some points along this threshold, an indicative mass of
one of the booms is shown, including the empennage, assuming a density of 2700 [kg/m>].

7.8.4 Verification & Validation

Verification of the methods and code used in the Structures department has been performed through the block
tests showcased in Table 26. The table structure is explained in subsection 7.1.1.

7.8.5 Further Recommendations

The structural analysis can be improved by refining parts of the model, as well as by performing more detailed
verification activities. In general, the structural design shown in this report is strength-based, while stiffness-
related considerations are neglected — these could be explored in future works. The wing model can be
improved by representing the wing geometry more accurately, instead of a cylindrical wingbox with constant
diameter. Additionally, other options for the wingbox geometry can be considered, which have the potential to
reduce weight (e.g. leading edge with one spar forming an enclosed “wingbox”). For the fuselage, an analysis
of an orthogonally stiffened structure could be beneficial, as this would be more representative of typical
real-world structures (even the inclusion of mounting plates would influence the directional properties of the
structure). As for the booms, the most important recommendation regarding future investigations relates to its
analysis as a 3D frame rather than a 2D cantilever beam. This would incorporate asymmetric effects, such as
the torsion caused by the tail lift during a turn.

7.9 BALLISTIC RECOVERY SYSTEM

The ballistic recovery system (BRS) is an element meant to ensure the proper operability of the vehicle in
adverse conditions. More specifically, the BRS is responsible for ensuring a safe landing in case of loss of
control or of malfunctioning of various components, such as the battery, motor, control surface actuating servo
motors, etc.

7.9.1 Subsystem Risks & Requirements

The relevant risks from section 3.6 are:
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Table 26: Unit tests used for Structures Verification

Block Tested Inputs Outputs Tests Confidence
Boom Geometry 1y, dfyseiages C (Z,Y)nodes Compares with hand calculated boom High
locations
Fuselage Stress (2, Y)nodess My, My, ijm, O'CJ;; £f Compares with hand calculated stress Low
My, Fy, Fy, B, 0maz, as per Equation 104
Tmazs Ls ps SF
Wing Stresses My, My, T, Vy twings Opms O if Compares with hand calculated stress Low
twb> Omazxs> Tmaz> OF as per Equation 104
Wing Chord Dis-  Croot, A, by c(y) Compares with hand calculated chord High
tribution lengths for a low no. of spanwise
locations
Wing Lift Distri- ¢(y), Lo, by, A L(y) Compares with hand calculated lift High
bution values as per Equation 95 through 97
for a low no. of spanwise locations
Wing Drag Dis- ¢(y), Do, by, A D(y) Compares with hand calculated drag High
tribution values for a low no. of spanwise
locations
Wing  Weight  ¢(y), Muwing, bw, A W (y) Compares with hand calculated weight High
Distribution values as per Equation 97 through 98
for a low no. of spanwise locations
Fuselage Load L fyseiages zrE, Vy(z), Compares with hand calculated values High
Distributions MTOM, npaz M, (x) as per methods outlined in [141]
following the loads in Figure 51.
Wing Sizing Odiff» Auwbs buw, p tws Mwing  Checks if, given the thickness of the Low
wing and the loading, the difference be-
tween allowable and maximum stress
is minimal but positive.
Fuselage Sizing o0y, L ¢yselages  Tskin Checks if, given the thickness of the Low
U rpeatiages 0 M ¢yselage  Wing and the loading, the difference be-

« R-T-33: Parachute doesn’t deploy when necessary.

« R-T-35: The UAV is damaged during landing.

« R-T-51: Parachute deploys prematurely.

The relevant requirements from Table 50 are:

tween allowable and maximum stress
is minimal but positive.

« REQ-SYS-TEC-UNI-3.1: The BRS deployment shall minimise damage to the unit.

« REQ-SYS-TEC-UNI-3.2: The BRS landing shall minimise damage to the environment surrounding the

unit.

« REQ-SYS-TEC-UNI-3.3: The BRS shall ensure a landing velocity of 5 m/s.

« REQ-SYS-TEC-UNI-3.4: The BRS shall withstand shock loads of 6.5 G upon deployment.

« REQ-SYS-TEC-UNI-3.5: The BRS shall be fireproof.
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7.9.2 Assumptions

The BRS system is designed under the assumptions:

« ASMP-BRFS-01: The BRS system is assumed to be deployed in conditions of maximum mass and airspeed.
This is an appropriate assumption for an emergency system, as one desires it to be operable in any
condition.

o ASMP-BRFS-02: It is assumed that the maximum allowable impact velocity is 5[m/s], as indicated by
data from companies dealing in UAV decelerators!®. As shown in subsection 7.9.5, an even lower impact
velocity of around 3.7[m/s] is acceptable based on the parachute opening loads. Such a low impact
velocity would have potential effects on the size and mass of the decelerator, which could have an
undesirable positive mass snowballing effect.

7.9.3 Design

The BRS consists of a decelerator with its gores and riser, a deployment system and a Command and Data
Handling (C&DH) unit responsible for the automatic activation of the deployment. The most fundamental
aspect of the decelerator is the drag it produces, which must be at least equal to the MTOW of the UAV in
order to ensure its recoverability in any situation. A key parameter of interest is the so-called drag area, Cp S,
which characterises a decelerator and is given by Equation 107:

2 - MTOM
CpS = —F—. (107)
%%

and

It is immediately clear from the equation that the landing velocity is an important parameter in determining
the drag area. Further information about the geometry and the drag coefficient can then yield a value for the
required diameter. After satisfying the drag requirement, another important consideration is the deployment
load. For a first estimate, Knacke [142] uses Equation 108:

where C; is the opening force coefficient and X is
the force reduction factor. A range of empirical values
for these two can be found in Knacke’s [142] work.
By combining Equation 107 and 108, one can obtain
a relationship between the opening load and the two
characteristic velocities: deployment airspeed and
impact velocity. This relationship is shown in Figure 58.
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Since the deceleration can be quite powerful, it was _ H
limited to the maximum acceleration generated during

take-off, namely 6.5 [G] [53]. This would allow the impact velocity [m/s]

same supporting structure to carry both the loads of Figure 58 Parachute opening force as a function of opening

the BRS deployment as well as, of the take-off and the airspeed and impact velocity. The white line highlights the
landing. Figure 58 also confirms that a 5 [m/s] impact maximum allowable 6.5[G] deceleration.

velocity with deployment at maximum airspeed as
per REQ-SYS-TEC-UNI-3.6 is comfortably achievable
while limiting the deceleration.

Bhttps://www.skycat.pro/, https://fruitychutes.com/
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7.9.4 Verification & Validation

Verification of the methods and code used in the BRS sizing has been performed through the block tests
showcased in Table 27. The table structure is explained in subsection 7.1.1.

Table 27: Unit tests

Block Tested Inputs Outputs Tests Confidence
Drag Area MTOM, patms Viand CpS Checked with hand calcula- High
tion as per Equation 107
Deployment CpS, p, Vopen» Cor Fopen Checked with hand calcula- High
Load X4 tion as per Equation 108

7.9.5 Further Recommendations

Currently, the BRS is deemed to have too high a design complexity for its priority in the overall system and
is therefore outsourced. The greatest improvement in this subsystem is then to perform a complete sizing
and set up procedures for in-house manufacturing. This would allow the production of the system to be
independent of decelerator companies, as well as tailor the subsystem to the specific requirements of the UAV.
As previously mentioned both in this section and in Knacke’s work [142], in order to perform such a detailed
sizing, experimental data is paramount. Hence, an experimental investigation of prototypes and continuous
iteration would be necessary.

7.10 DESIGN RESULTS

After having described the working of all the subsystem estimation methods, this section focuses on achieving
the final design values by iterating on these estimation methods. First, the final design values are presented,
and the UAV architecture is visualised. Then, the convergence behaviour of the iterator is discussed, and a
sensitivity study is conducted to analyse how stable the design point is with respect to several key parameters.
After the convergence study, the iterator code is verified and validated against an existing UAV design. Finally,
a mass and power budget is generated. This mass budget is used to verify the compliance to the risk mitigation
of risk: R-T-18 (section 3.6).

7.10.1 Final Design Parameters

The values obtained from the iterative process are computed and presented in Table 28. This table provides a
comprehensive overview of the final design parameters for the surveillance drone.

Table 28: Final Design Parameters Surveillance Drone

Parameter Value Parameter Value

MTOM 14.59 [kg] Mass propeller 0.07 [kg]

OEM 14.09 [kg] Motor model 5015 IPE V3.0 14
Fuselage Mass 0.91 [kg] Battery Energy 2151.43 []]
Wing Mass 1.95 [kg] Climb power 527.46 [W]
Empennage Mass 0.56 [kg] Cruise power 253.64 [W]
Payload Mass 0.5 [kg] Cruise Prop. Eff. 0.66 [-]

Misc. Mass 3.3 [kg] Climb Propulsive Efficiency  0.59 [-]
Fuselage Diameter 0.25 [m] Propeller Diameter 0.34 [m]

45015 IPE V3.0: https://wuw.mad-motor. com/products/mad-components-5015-ipe-v3.HTML?VariantsId=10470
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Table 28 — continued from previous page

Parameter Value Parameter Value
Fuselage Length 0.75 [m] Propeller Model PER3 13.5x13.5 1°
Climb IAS 24.71 [m/s] Wing area 0.43 [m?]
Cruise Thrust 8.81 [N] Wing Aspect Ratio 13.13 []
Climb Thrust 21.35 [N] Leading edge mac loc. 0.42 [m]
Climb time 394.85 [s] Wing mac 0.18 [m]
Climb RPM 6987 [-] Wing span 2.37 [m]
Cruise RPM 5817 [-] Average wing thickness 3.87e-02 [m]
Mass battery 7.11 [kg] Wing taper ratio 0.4 [-]

Mass motor 0.29 [kg] Centre of gravity loc. 0.49 [m]
Span horizontal tail 0.57 [m] Tail length 0.75 [m]
Thickness horizontal tail 2.16e-02 [m] Vertical tail area 0.08 [m?]
Cruise AoA 5.54 [deg] Horizontal tail area 0.09 [m?]
CL max 1.48 [-] Horizontal tail chord 0.14 [m]

CL cruise 0.71 [-] Vertical tail chord 0.30 [m]

CL climb 0.89 [-] Vertical tail span 0.30 [m]

CD climb 5.54e-02 [-] Vertical tail thickness 4.74e-02 [m]
CD cruise 4.39e-02 [-] Climb AoA 7.68 [deg]
CL alpha 8.36e-02 [-] CL/CD cruise 16.24 [-]
Oswald factor 0.67 [-] CL/CD climb 12.89 [-]
Elevator chord 0.05 [m] Rudder chord 0.13 [m]

Total iterations

499067

Figure 59a shows a render of the drone designed according to the final parameters. The engine is put in
the front of the fuselage for compatibility with the launch rail. Furthermore, the BRS is pointed backwards
horizontally. Since the attachment point is behind the centre of gravity, the drone will tend to land its nose
down. Therefore, to avoid the parachute line and horizontal tail colliding, the parachute deploys underneath
the horizontal tail. The BRS is connected directly to the wing box so that no moment is created. Furthermore,
a large stress peak will occur during parachute deployment, so it is beneficial to connect these loads directly to
the strongest point of the drone. The same goes for the hook that will connect to the arrestor wire. This hook
is also directly connected to the wing box and points downwards at an angle. The hook extends from its base
to allow for a larger flight altitude margin during the landing approach. In the renders, the hook is shown in
its extended state. Directly behind the hook base is the fin antenna to minimise aerodynamic drag.

Figure 59b shows a render of the drone with a transparent hull such that the internal structure is visible. For
clarity, the main elements are outlined and named. The technical drawing of the final UAV design is then
shown in Figure 60

7.10.2 Convergence Study & Conclusions on Code Robustness

The convergence behaviour of the iterator can give insight into the sensitivity of key parameters and whether
the system is over/under-designed. In Figure 61, the evolution of the key mass parameters of the UAV are
plotted against the number of iterations. From this plot, it can concluded that the mass first >snowballs up” at
the start, then makes small adjustments down, until a large drop in motor mass eventually makes the MTOM
settle at a mass of 14.6 [kg].

In addition to running the iterator normally, a few, relatively straightforward test can be performed as
verification of the code robustness. These are showcased in Table 29. The results obtained from these tests
allow to draw the conclusion that the iterator code is robust, given that a sufficient 1,4, is selected. This

PER3 13.5x13.5: https://www.apcprop. com/product/13-5x13-5/
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(b) Rendition of the UAV with a transparent hull, large
(a) Isometric view of the UAV. internal structures are outlined and named.

Figure 59: Rendition of the UAV based on the final design values.
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Figure 60: Technical drawing of the final UAV design.

number was not found, although it was found that it is smaller than the used value of 1,4, = 100. This
means that for the current results, the code is deemed as robust. As a recommendation for future work, the
team suggests to integrate the iterator in a larger loop that tests it at more different values of 1,4, to further
analyze the robustness of the process.
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Estimated MTOM vs iterations, 499067 iterations

Estimated M_battery vs iterations, 499067 iterations

Estimated M_motor vs iterations, 499067 iterations

M_battery [kg]
s B IS

0 100000 200000

M_motor [kg]

1.0

°
®

°
o

0.4

300000 400000 500000

# Iterations

(a) MTOM [kg] vs. iterations.

Figure 61: Convergence of key mass parameters of the UAV.
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Table 29: Iterator Tests
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Actual Result

Rationale

Use the iterator
results listed in
section 7.10 as
initial guesses
for new
iterator run.

a

Expected Result
Iterator outputs
should be equal,

or almost equal, to
inputs.

Refer to Figure 62a. Test is
passed, however the initial
spike in mass parameters
indicated that the Class-
IT weight estimation used
in the first loop drastically
overestimates the mass of
the UAV components.

As it is made to simulate the snowball
effect and only stop whenever there is
no more room for extra increases/de-
creases in mass, the iterator should
converge quickly once it is given,
as inputs, values that is has already

converged to in another run.

Compare  the
iterator results
with 7ae
10,20,100 and
200

At low n,,4., the it-
erator should give in-
consistent results that
change with changing
TNmaz- 1his should not
occur at higher values
of Nypaz. The total
amount of iterations
ran should increase
more slowly as nyqz
is raised.
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At low 7Nyez, each inner loop in
the iterator code is stopped before
convergence, and its results are passed
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happens repeatedly, the overall results
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propagation.

Above a certain n,

however, (almost) all loops achieve
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number of iterations ran does not
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Figure 62: MTOM results with varying maximum iterations
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7.10.3 Sensitivity Study & Conclusions on Design Robustness

In addition to studying the convergence behaviour of

the iterator, it is also important to gain insight into how - -
Oz Oz [eiry
sensitive the final design parameters are to the initial Wi lx, 1 lx, 1 |,
inputs. Oz Oz Ozyp
. . . . . _ | Ou2 |y Oya |y Y2 |4
To analyse this, a Jacobian matrix with the partial J|x=x, = 0 0 o| (109)
derivatives of all the outputs yo, y1, - . . , Ym cOncerning
all the inputs xg, x1, . . ., £, as entries, evaluated on the Oy Oz Oz
| Oym X0 OYym X0 OYm xo

final design point x( (Equation 109) can be constructed.

Due to the high complexity and slight numerical instability of the iterator, arriving at consistent estimates for
the partial derivatives proves challenging and computationally intensive. Therefore, the key input parameters
Veruises Vstall> teruises Mcomms> Peommss Pbatterys lfuselaga Peruise and Yerimp and the keY output parameters
MTOM and Sying are chosen for the analysis. For every input, the percentage change in the output is
plotted against a 2% change in every input parameter. This way, a qualitative intuition can be gathered on
the sensitivity of a positive and negative change of the inputs. The sensitivity of the M T'OM is shown in
Figure 63a and the sensitivity of Syng is shown in Figure 63b.
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cruise_time 94.19% 98.49% 100.00% 105.12% 106.89% 110.0§ cruise_time 93.99% 95.06% 100.00% 95.98% 100.89%
g wemms| 10651%  10670%  10000% | 107.07%  107.26% 1075? § Meonmsy 10053%  10072%  10000%  10190%  10232% mg
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(a) Sensitivity of the maximum take-off mass to design (b) Sensitivity of the wing area to design variables.
variables.

Figure 63: Sensitivity analysis of design variables.

As can be seen in Figure 63, the most noteworthy top-level inputs are the stall and cruise speeds, the endurance
and the battery density. This is logical, as these inputs are linked with wing area and battery mass, the two
greatest contributors to the weight. Another observation is that the figures suggest that the MT'OM is nearly
in a local minimum concerning the selected input parameters, while the .Sy;,4 is nearly in a local maximum.
The results suggest that some top-level inputs are of especially high importance, namely the stall speed, cruise
speed, cruise time and battery density.

In order to assess the robustness of the design w.r.t. the inputs, two questions must be asked: (1) are the
input intervals considered representative of real, possible input values, and (2) can the design always fulfil the
mission given the variability in inputs? For the former, the small nudging performed in the sensitivity analysis
means that the effects on the design are assessed at comparable design configurations. For the latter, even
with a maximum increase in MTOM of 15% for a 2% lower Vi, the design remains within the 25 [kg] bound
specified by REC-SYS-CON-SFT-2.2. More generally, the design is expected to stay within the requirement
for any decrease less than 20% in the stall speed — the most restrictive input.

7.10.4 Mass and Power Budget

This subsection explores the creation of a detailed mass budget alongside two distinct power budgets: one
designated for cruise and another for climb. This aims to clarify the distribution of the mass and power along
its components. The mass budget is presented first, followed by the power budgets for the climb and cruise
phases.
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Mass Budget

The preliminary mass allocation of the developed UAV is a pivotal phase in the design process, outlining
mass distribution among its diverse components. These components comprise Avionics, Battery, BRS, Com-
munications, Empennage, Fuselage, Miscellaneous, Motor Payload, Propeller, and Wing. The Miscellaneous
category incorporates wiring, arresting gear hooks, and actuators. For a detailed breakdown of these masses,
see Table 30. Meanwhile, the mass distribution of sensors, payload, and avionics collectively is specified in
Table 31.

Table 31: Sensors Mass Breakdown

Table 30: Miscellaneous Mass Breakdown Component Mass Relative
[kg] Mass [%]
Component Mass Il\lllelatlve IR. Camera 75 7 59
[&] ass [%] VIS. Camera 10 10%
Wiring 50 10.6% NIR Camera 30 30%
Arresting 335 71.3% GPS 3 3%
Gear Hook IMMU 3 3%
Actuators 85 18.1% AoA 10 10%
Total 470 100% B.arometer 12 10%
Pitot Tube 24.5 24.5%
Total 100 100%

The comprehensive mass distribution is detailed in Table 32. Additionally, a pie chart illustrating this breakdown
is presented in Figure 64. From subsection 7.10.3, an uncertainty in the total mass of 95% to 115% is derived
for an input uncertainty of +2%. When normalised, this results in a total mass uncertainty of 97.5% to 107.5%.
Consequently, the uncertainty in the mass of each component can be determined and is highlighted in Table 32
within braces. Furthermore, from this table it is confirmed that the mass of the UAV is indeed maintained below
the 25 [kg] mark, thus complying with REQ-SYS-CON-SFT-2.2 and also making REQ-SYS-CON-STB-1.5b
no longer relevant for the design. Instead, REQ-SYS-CON-STB-1.5a is followed, and also complied with,
given that the UAVs are going to be cruising at a higher altitude than 600 [m]. This cruise altitude also results
in REQ-SYS-CON-STB-3.1 being met.

Table 32: UAV Mass Breakdown

Component Mass [kg] Relative Mass Budget
Mass [%] 3.2% 6.2%

= Fuselage
Avionics 0.5 (0.49 - 0.54) 3.4% < Wing
Battery 7.11 (6.91 - 7.64 48.7% « Empennage
BRS 0.73 (0.71 - 0.78) 5.0% « Payload
Comms. 1.5 (1.46 - 1.61) 10.3% = BRS
Empennage  0.56 (0.54 - 0.6) 3.8% ‘m = Propelier
Fuselage 0.91 (0.88 - 0.98) 6.2% \\0;‘/’% * Battery
Misc. 0.47 (0.46 - 0.51) 3.2% o toter

= Avionics
Motor 0.29 (0.28 - 0.31) 2.0% A
Payload 0.5 (0.49 - 0.54) 3.4% '
Propeller 0.07 (0.07 - 0.08) 0.5% ' _
Wing 1.95 (1.9 - 2.1) 13.47% Figure 64: Pie Chart of the Mass Budget
Total 14.59 (14.18 - 15.68 100%
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Power Budgets

The power budgets for cruise and climb stages are pivotal in the UAV design process, delineating the allocation
of power among critical components to ensure efficient operation during different flight phases. These
components include Avionics, Communications, Motor and Payload. For a detailed breakdown of payload
power, see Table 30. Meanwhile, the power distribution of avionics is specified in Table 31.

Table 34: Avionics P Budget
Table 33: Payload Power Budget avte viomies Fower Budse

Component Power Relative
Component Power Relative P

w P %
(W] Power [%] [W] ower [%]
IR. Camera 0.5 9.1% IMMU 0.04 28.9%
AoA 0.08 48.9%
VIS. Camera 2.5 45.5%
NIR Camera 2.5 455 Barometer 0.01 6.0%
: i Pitot Tube 0.03 16.3%
Total 5.5 100%
o Total 0.15 100%

During climb, it’s noteworthy that the Payload component is not utilised, thus requiring no power allocation.
Detailed breakdowns for both cruise and climb power budgets are presented in Table 35 and Table 36 respectively.
Moreover, to visualise the distribution comprehensively, pie charts illustrating these breakdowns can be found
in Figure 65 and Figure 66.

Power Budget for Cruise
Table 35: UAV Power Breakdown for Cruise

2.0%

Component Power Relative

[W] Power [%] » Motor
= Avionics.
Avionics 4 1.4% u Comms.
Comms. 18 6.4% » Payload
Motor 253.6 90.2% 90.2%
Payload 5.5 2.0%
Total 281.1 100%

Figure 65: Cruise Power Budget

Table 36: UAV Power Breakdown for Climb Power Budget for Climb

0.8% 0.2%

Component Power Relative

(W] Power [%]
M Engine
Avionics 4 0.2% = Motor
Comms. 18 0.8% m Avionics.
Motor 21514 99.0% 99.0%
Payload 5.5 0.0%
Total 2173.4 100%

Figure 66: Climb Power Budget
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7.10.5 Additional Designs

There have been several variations on the UAV architecture proposed in previous parts of the report. These
variations include a LiDAR drone which maps the search area with a LiDAR sensor at the start of the mission,
as mentioned in section 4.4, along with a relay drone which is primarily used for relaying the transmissions of
the surveilling UAVs, as mentioned in subsection 6.4.2. The architecture of these designs will now briefly be
discussed.

LiDAR Drone The LiDAR drone differs from the surveillance drone in the payload mass, which is a 2.7 [kg]
LiDAR camera instead of a 0.5 [kg] sensor package. Since the LiDAR drone flies only once per mission, it is
favorable to reuse the surveillance drone design in the interest of budget. Therefore, the increase in payload
mass can be compensated for with a decrease in battery mass. The battery mass can be changed from 7.11 [kg]
to 4.91 [kg], which reduces the endurance from 5 hours to 3.5 hours. Since covering the entire 1000 [km?]
search area takes 5.5 hours, 2 LiDAR drones are required to map the entire search area in 2.8 hours. These
drones can then be repurposed as surveillance drones during the mission.

Relay Drone The relay drone differs from the surveillance drone in its flight regime, cruising at a 4000 [m]
altitude instead of 850 [m] altitude. This regime change requires a modified architecture. The design iteration
method presented in section 7.1 has been used to size this UAV as well. Preliminary results showed that this
UAV will have a MTOM of 17.4 [kg], a battery mass of 8.67 [kg], a wing area of 0.71 [m?] and a wingspan of
3.0 [m]. Though these parameters are preliminary estimations, these architectures will have to be studied in
detail in further research.
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PART 8

GROUND SYSTEMS

The swarm requires several support systems on the ground that are vital to succeed in the mission objectives.
This section describes these systems and shows the ground system’s transport and deployed state.

8.1 SUBSYSTEM RisKS & REQUIREMENTS

The relevant risks from section 3.6 are: R-T-15: Drone is too damaged to be safely transported, and R-T-16:
system is damaged during transportation.

The relevant requirements from Table 50 are:
« REQ-SYS-TEC-GRD-1.1: The system shall ensure that 25 units are airborne at all times during
operations.
+ REQ-SYS-TEC-GRD-1.2: The launcher system shall be able to accelerate the UAV units up to 20 m/s.

+ REQ-SYS-TEC-GRD-1.3: The launcher and recovery system shall not exact load of more than 6.5 G to
the units during launch and recovery.

« REQ-SYS-TEC-GRD-1.4:The recovery system shall guarantee that the unit is brought to a full stop in
the recovery area.

« REQ-SYS-TEC-GRD-1.5: The recovery system shall guarantee that the unit is recovered with mini-
mal/no damage.

« REQ-SYS-TEC-GRD-1.6: The entire ground system shall be transportable by semi-truck.

« REQ-SYS-TEC-GRD-1.7: The units shall be stored such that they are not damaged.

8.2 ASSUMPTIONS

Once again, the assumptions that were made within the designing of this subsystem are listed below.

ASMP-TOAL-01: At the low speeds associated with UAV takeoff, drag can be neglected. This simplifies the
equations of motion by eliminating the quadratic velocity term, potentially underestimating the required
launch rail length. This leads to an easier derived analytical solution.

ASMP-TOAL-02: Based on existing launcher designs, similar UAVs can withstand accelerations of up to
8.5g. This assumption ensures that the UAV structure can withstand accelerations between 5g and 6g for a
conservative preliminary sizing.

ASMP-TOAL-03: The operational normal stresses on the wire do not exceed the yield strength of the wire
material. This prevents the wire from yielding or failing under operational conditions, ensuring the reliability
and safety of the launch and arresting systems.

ASMP-TOAL-04: The operational normal stresses on the poles do not exceed the yield strength of the wire
material. This prevents the poles from yielding or failing under operational conditions, ensuring the reliability
and safety of the launch system.
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ASMP-TOAL-05: Normal stress calculations ensure the wire and poles can withstand operational forces. This
prevents the wire and poles from yielding or failing under operational conditions, ensuring the reliability and
safety of the arresting system.

ASMP-TOAL-06: The deflection angle of the poles will not exceed 1 degree. This ensures the structural integrity
and reliability of the arresting gear during operation, maintaining safe performance standards.

8.3 DESIGN

There are several functions from the Functional Breakdown Diagram that the ground systems needs to fulfil:

+ O-F2 Transport System. Before the beginning of flight operations, the swarm must be transported to
the location of interest. Requirements related to this functionality are REQ-SYS-TEC-GRD-1.6.

« O-F3 Launch System. To enter flight, the system must be launched. For this, a Launcher rail has been
designed according to REQ-SYS-TEC-GRD-1.2, 1.3. Additionally, to ensure portability according to
REQ-SYS-TEC-GRD-1.6, the Launcher can be packed inside the transport system infrastructure.

+ O-F4.4 Process Data. The data that is collected by the operational swarm must be received and processed
by the ground station to update the risk map and the swarm strategy, according to REQ-SYS-OPS-PLD-1.

« O-F4.5 Distribute Commands. Once the data is processed, the ground station shall be able to transmit
data and commands to the drone swarm. For this, an antenna and radio interface must be designed or
selected. This is currently outside the scope of the report.

« O-F5 Recover System. To recover from flight, the drones must be brought to a full stop according to
REQ-SYS-TEC-GRD-1.4. This is done by using an Arrestor Gear, of which the design is discussed at
the end of the section.

+ O-F6 Transport System. After end of operations, the entire system must be transported back to the
storage facility.

Firstly, the aerodrome is designed in subsubsection 8.3, and the interaction between different components,
together with the transport logistics, is described in subsubsection 8.3.

Aerodrome

The aerodrome intended to fulfil functions O-F3 and O-F5 are designed. The aerodrome comprises the Launcher
Rail for Take-off and an Arrestor Gear for landing and recovery. These components must be sized to ensure
that the takeoff and landing loads are sustainable for the UAV’s structure. Additionally, the design ensures the
system’s manufacturability and portability. Figure 67 includes detailed diagrams to illustrate the final design
of these features.

UAV Electric Launcher

As seen in Figure 67a, the drones are launched through an electrically actuated system. The system goal is to
accelerate the drone above its stall speed to a velocity of Vo, in the smallest possible distance and without
subjecting it to unsustainable acceleration loads. An electric motor applies a force F' = % to the pulley cable,
where 7' is the applied torque and r is the moment arm. The cable transmits the motion to the cart that supports
the drone on the rail. The radius at which the cable is attached to the rotating shaft of the motor is constrained
by the maximum speed that has to be achieved in the cart, which is also the speed at which the cable is pulled.
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Sl

(b) UAV Arresting Gear. The drone has a hook that latches
(a) UAV launcher. A piston in a pressurised tube pulls the onto the elastic chord, tensioned between the two supporting
drone launcher cart using a pulley system. poles.

Figure 67: UAV launch and recovery systems.

This means that r = V/w, where w is the RPM (Revolutions Per Minute) of the motor. In turn, this means that
F = Tw/V. The drone is pulled through the length of the launch rail, [0, and it accelerates to the take-off
speed Vo in time t70. The objective of the sizing is to calculate 7o as a function of all other parameters.
The Free Body Diagram (FBD) in Figure 68 represents the situation more in detail.

F F

Figure 68: FBD of the pneumatic system. (a) FBD of the UAV while in the launch rail. (b) FBD of the cable transmitting the
motion and (c) FBD of the piston.

From Figure 68, the equation for force along the UAV x-axis is derived in Equation 110.

’\ZFI:F—D—WSina:ma (110)

To simplify the analysis, the assumptions stated below have been made.

1. Drag is negligible at the low speeds associated with the takeoff and landing of the UAV. This is essentially
a linearization of the equations of motion, as neglecting drag means eliminating the quadratic velocity
term. This important assumption leads to a possible underestimation of the required launch rail length,
which must be verified and possibly discarded.

2. The UAV can withstand a maximum acceleration along its x-axis between 5 and 6 g. This is inferred
from pre-existing pneumatic launcher designs, such as the UKRSpec GLS-1A [143], which launches at
8.3g, and the ElevonX Scorpion, which launches similarly-sized drones at 8.5g [144].

3. The UAV has a stall speed Vgqy; of 20 [m/s]. This is not an assumption, as this is required by REQ-SYS-
TEC-UNI-1.6. However, to rule out the possibility that due to imperfections or mechanical losses the
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drone reaches the end of the Launcher rail before achieving an airspeed larger than the stall speed, a
safety factor of 1.15 has been used, raising the take-off speed V1o to 23 [m/s]

Applying the assumptions above to Equation 110, a linear differential equation is obtained and stated in
Equation 111.

av Tw .

U mVeo gsin(a) (111)
Motor Selection Using Equation 111 with m=15kg Required Torque vs Required RPM @ a=5.75g, a=25deg
(taken from section 7.10), a launch angle « of 25 degrees, 2°°] Required Torque @ 3000 RPM

and a maximum acceleration of 5.75g following from 1751
assumption 3, the following plot (Figure 69) is obtained
for required motor torque as a function of required
motor RPM. As can be seen in Figure 69, the inflexion
point of the Torque-RPM curve is close to the origin.
To avoid restraining the motor selection, keeping the 1
RPM requirements in a range of 1800 - 3600 RPM is best. 4 | \
The research found that most motor catalogues have
the largest availability regarding different motor models
and specifications in this range!. In light of this, a choice : : : : : : : : :
was made to take an RPM value of 3000, meaning the 10001900 2000, 2500 Rﬁ?.] 009000 45002000
required torque 7" is 66.50 [Nm]. Many commercially
available motors can meet these specifications.

—
w
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]

.
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w
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Figure 69: Required motor Torque as a function of required
motor RPM. The point represents the chosen RPM and the
corresponding required Torque.

Although a trade-off could be performed in this situation, because the Launcher motor selection is not
particularly influential on the rest of the design as long as the selected motor is up to specification, the
Rockwell Automation 480 V ac Servo Motor? was picked. This motor can spin at 3000 RPM and provide a
maximum torque of 87 Nm.

Launch Rail Sizing To determine the minimum required length of the launch rail, 7o, the analytical
solution of Equation 111 and its derivative are necessary. These are stated in Equation 112 and Equation 113.

V(t) = <mZX;L;o - gsin(a)) t+Cy (112)
I(t) = % <mj‘};o - gsin(a)) 2+ Ot + Cy (113)

The boundary conditions are: V(0) = 0 [m/s] and [(0) = 0 [m], hence C; = C3 = 0. Using the newly
found w =3000 [RPM], T' =66.5 [Nm], and again m = 15 [kg], « =25 [deg], and Vo =23 [m/s], a minimum
required launch rail length lro of 4.75 [m] was found. For extra safety, this length can be rounded up to 5 [m]
without significant concerns, as the only other requirement on launch rail length is REQ-SYS-TEC-GRD-1.6,
constraining it such that the rail fits within the container used for transport. The launch system consists of
several components. These components include the wire, pneumatic piston, truss structure, and rail. Each
element has specific design requirements to meet the overall system performance criteria.

!Source: Baldor Motor Catalogue, https://www.baldor.com/catalog
*https://nl.rs-online.com/web/p/servo-motors/2561952
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Figure 70: A CAD model of the launcher system.

Wire The wire of the launch system must be capable of withstanding forces without yielding or failing. To
ensure this, it is crucial to consider the stress imposed on the wire and keep it within safe limits, as defined by
the material’s yield strength. The normal stress, o, in the wire can be calculated by dividing the force by the
cross-sectional area of the wire. To ensure the wire does not fail, the following condition must be satisfied:
Oyield > |0n|. Where ¢4 is the yield strength of the wire material. This ensures that the wire can handle
the operational forces without experiencing permanent deformation or failure.

Truss Structure The truss structure of the launch system is constructed from aluminium due to its
advantageous properties. Aluminium is lightweight, relatively inexpensive, and durable. Its durability is
essential for withstanding environmental elements, thus ensuring the truss maintains its integrity over time.
However, according to Ashby et al., [145], aluminium corrodes when in contact with peat (acidic soil). A
protective coating must be applied to prevent direct contact between the aluminium and peat.

Additionally, a CAD model of the truss and rail was developed and used to estimate the total mass of the
Launcher system. The final value is 75 [kg], with a 95% confidence interval of 50-100 [kg]. The technical
drawing is shown in Figure 70.
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UAV Arresting System

A similar analysis to the one conducted in the previous

subsection can be used to size the Arrestor gear.

The Arrestor gear essentially functions as a reverse

slingshot: two beams placed at a distance [ from

each other hold a slightly tensioned, elastic wire of

unstretched length roughly equal to [ at a certain height k
h. The landing drone flies into the wire,hing onto it ma F
with its arrestor hook. The wire deforms, therefore

slowing the UAV down down due to the elastic force. k
Dampeners can be included at the base of the wire and c
tuned in order to achieve critical damping and bring the

drone to a stop in a faster manner. Figure 67b shows the Ah -
two forces mainly acting on the drone + arresting gear !
system. A more accurate depiction of the geometry and 2
forces is presented in Figure 71. The distance between
the two beams, the elastic and damping coefficients, as
well as the height of the beams need to be chosen/sized
in this subsection.

Figure 71: FBS of the arresting gear

From the geometry shown in Figure 71, the following expression for the elastic cord elongation Ax is derived
in Equation 114.

2
Ar =2 <é> + Ah2 —1 (114)

Slingshot Sizing The goal is to obtain an estimate for the maximum extension of the wire, as well as a
minimum required beam distance and height.

The equation of motion along the x-axis is given in Equation 115.

Pz dr 12
°- & L 2 _ 17—
mos +2Cdt + 2k <2> +a?—ki=0 (115)

Equation 115 represents a second-order, non-linear, non-homogeneous differential equation in x, which is
solved numerically using the scipy.integrate module in Python. The boundary conditions are Vj = V;
[m/s] and zp = 0 [m], indicating the velocity and position with respect to the arresting gear at ¢ = 0 [s].

To obtain numerical values for the maximum deflection, a material for the wire must be selected. To keep it
simple, Styrene Butadiene Rubber is directly chosen for the wire, with a Young’s Modulus of 10 [MPa]?. This is
a relatively stiff rubber that was found to perform relatively well as a wire material, as will be shown in the
resutls of this subsection. Given E, the elastic coefficient k of the wire is given by

7r2E
l

k= (116)
Where r is the wire cross-sectional radius, assumed to be 2.5 [mm], the damping coefficient c is 0.6 (found by
simulation) and [ is the wire length, e.g. the distance between the two I-beams. This parameter can be varied
to obtain a plot of the maximum acceleration a4, obtained from the response function to Equation 115, with
respect to the beam distance /. From the resulting plot (Figure 72a), it appears that at around [ = 2.5 [m],
lowering the boom distance more cause increasingly larger values of ;.. To keep the Arrestor gear within
reasonable dimensions while still abiding by the maximum g-force TOL requirement (REQ-SYS-TEC-GRD-
1.3), | =2.5 [m] has been chosen. The response of the Arrestor gear to a UAV of mass 15 [kg] attaching to it

*https://www.azom.com/properties.aspx?Article[D=1844
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with a horizontal velocity of 20 [m/s] (equal to the stall speed, e.g. the speed the UAV has when landing) is
shown in Figure 72b.

8max VS |
30
amax @ [=2.5m
. Arrestor Gear Response to Landing Drone, m=15 [kg], I=2.5 [m]
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(a) Maximum Acceleration encountered in the response Time t
vs distance between booms. Withl = 2.5 [m], amar =
5.67 [m/s?] (b) Position and Acceleration as a function of time, | = 2.5 [m].

Figure 72: Arresting gear maximum acceleration and response function.

Figure 72b shows that the maximum elongation of the arrestor gear, during landing of a regular UAV, is about
4 [m]. This is horizontal elongation, however because the UAV slows down rapidly, in reality this displacement
will be pointed at an angle towards the ground. This means that, in the worst case scenario, it is sensible to
constrain the booms height h to be at least 4 [m] too.

Finally, both the wire and poles (I-beams) must withstand the operational forces without failure. This is
achieved by calculating the normal stress on both components and comparing it to the yield strength of the
employed materials. These normal stresses can be obtained with Equation 117 and Equation 118 [138]. At the
same time, the spring constant of the wire can be computed with Equation 116 [138].

N T My 6LRT
= (117) Tmpole =1 T sy s
(bn® — bsh3)

Tnwire = "4 = 4rp2
F 12
Tzz\/l‘ <z2+4m~2> 19

Here, T represents the tension in the wire resulting from the force F'. For the arresting system to be safe
and reliable, it is crucial that both the wire and poles satisfy the condition oc;q > |0y |. This requirement
ensures that they can withstand the applied forces without permanent deformation or failure. By meeting this
criterion, the arresting system operates within the material’s elastic limit, ensuring durable and dependable
performance. Additionally, the bending angle of the poles can be determined using Equation 120; typically,
this deflection angle should not be greater than 1 degree [138].

(118)

12L°T
0 = ; (120)
3
E (b3 — byhd)

The result of the abovementioned structural estimations is as follows: where according to Hibbeler [138], the
normal stresses in the wire and poles are less than the yield stress of the used materials.

Tnsre = 4.15[MPa] 0y, . = 4.25[MPa] T = 326[N] § = 0.05[deg]
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Component interaction and transport

This section shows how the different ground systems interact with each other in a physical sense, as well as
how they are stored during transportation and set up for use. An artistic visualisation of the system is shown
in Figure 73. A full system containing 25 drones will be transported in two containers; only one is shown for
clarity. An operator is included for scale.

Figure 73: Artistic visualisation of the ground system with the rail and backup generator already dismounted

The container is a standard 20-foot shipping container. These are cheap, available, and made to be easily
transported. Shipping containers are also somewhat waterproof and can be securely locked, making them
convenient and secure storage options. After the operator opens the container, two planks can be removed
and placed in front of the container. These planks are at the same height as the container floor and serve as an
even surface for the internal roll-out structure. Furthermore, the planks distribute the pressure of the wheels
and prevent them from getting stuck in the ground.

Next, the inner structure can be rolled out. This wheeled structure matches the container in width and length
but is slightly shorter by approximately 0.5 meters. One side of the internal structure does not have cross-beams,
which allows the operator to access the underside of the structure. Here, up to 14 drones are hanging nose-up
in a row. The drones hang nose-up to place the centre of gravity as far up as possible to minimise swinging
during transport. The drones can be easily taken off their respective hook and carried out by a single operator.

On the short side of the structure, a ladder is present that provides access to the top platform. Here, other
ground system components are stored. The launch system and one side of the arrestor structure are included
in the container shown, next to the communications parabolic dish and a generator. The second container
would, in this case, carry the rest of the arrestor mechanism. The satellite dish is permanently placed on top.

Whereas the operator would lower the other
parts to ground level, where they can be

Operator
assembled and put somewhere else near Interface ."'ige"d
'ower
the container but at a safe distance. On (2P i Dat
. Display || Il pata

top of the container are 6 solar panels of

Communi

400 W, each providing power to the ground v cations
. Launch Controller Ground Computer
system and power for recharging the drones. compute Transmitter
: A P Control Unit | [
One backup generator per container, so two A A Unit
in total, is also included in case of solar T N X Y > Receiver
obstruction or solar panel malfunction. This T
generator, which would also be stored on the (ArestingGear EPS
top platform, is shown in red in the render. <+ [Generamr}p[ Battery J4_| Solar pane|s] | Data Storage

An overall overview of the hardware of the
ground station and the aerodrome can be
seen in Figure 74.

Figure 74: Hardware Diagram of the Ground Station
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PART 9

MANUFACTURING AND INTEGRATION PLAN

In order to streamline the production process and provide a general overview of the system integration order,
a manufacturing flowchart has been presented in Figure 75. As seen from the chart, the system assembly has
been split into three sections, each one of which is elaborated on below. After each section has been completed,
the system is finalised and ready for quality control. With the quality control passed, the system is ready to
begin operation.

In order to minimise costs and risks of human errors, the entire production line is planned to ultimately be fully
automated and robotised, with the exception of the vehicle painting. This can change when the production
grows beyond the initial estimates, the manufacturing plan will need to be adjusted to the new situation in
case of rapid business growth.

9.0.1 Risks & Requirements

The relevant risks for the manufacturing from Table 50 are:

« REQ-SYS-CON-STB-1.1: The manufacturing process of the system shall not include any toxic materials.

+ REQ-SYS-CON-STB-1.4: The delivery of the system to its operational location shall not produce more
than 0.5 kg of CO2 per km.

« REQ-SYS-CON-STB-1.6: The end of life disposal procedure shall be able to recycle at least 90% of the
materials.

« REQ-SYS-CON-STB-3.2: The adoption of the system shall be announced to the local public before
being operated.

Quality Control UAV Painting

[ Operational Readiness ]

Figure 75: UAV manufacturing flow plan

9.1 COMPONENT ASSEMBLY

Components of the vehicle are the core of the system and, as such, need to be realised in the first stage of the
production process. The UAV assembly can not proceed without the internal components mounted inside of
the fuselage; that is why all of the components need to be ready for assembly. The components itself consist of
three groups. The payload is the most important part of the vehicle mission-wise. All of the payload needs
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to be carefully sourced and prepared for the mission. Power and propulsion components are vital to the
operations of the vehicle. This system assembly consists mainly of mounting the battery and power lines. The
entire propulsion system needs to be carefully placed and prepared to ensure safe operations. The necessary
equipment of the vehicle consists of everything needed for safe and reliable operations, including the Ballistic
Recovery System (BRS), Fire Suppression System (FSS), power lines and actuators used for control of the
aircraft, but also avionics and flight computer, which are absolutely necessary for any aerial vehicle.

9.2 UAV ASSEMBLY

The vehicle structure itself consists of three main groups: the fuselage, wing and empennage. All groups are
planned to be realised simultaneously to increase efficiency and minimise waiting time. All groups start with
material preparation, proceed with manufacturing structural elements, and finish assembling all components
into a full vehicle. The fuselage production will first focus on creating the aircraft’s internal skeleton and
assembling it with the components already in place. Once the vehicle skeleton is ready, the skin is laid in panels
on the structure and fastened together on site. The wing follows a similar path to the fuselage production, first
the wing-box, the main stiffening load bearing element of the wing, is manufactured. The control surfaces are
then produced and connected with the commercially sourced mechanisms and actuators attached through
the wing box. Lastly, the skin is laid on the entire structure, closing the wing. The empennage has the most
extraordinary elements of the vehicle. Due to the lack of structural stiffeners inside the tail, the tail surfaces are
first manufactured and assembled with internal control mechanisms. Then, the boom tails are manufactured
to bridge the empennage and the rest of the vehicle. Lastly, the landing gear (LG), which is a long hook, is
manufactured and connected to the rest of the structure. With all groups completed, the vehicle is assembled
together, painted and subjected to quality control (QC). If passed, the vehicle achieves operational readiness.

9.3 GCU ASSEMBLY

Similarly to the previous sections, the Ground Control Unit (GCU) production also consists of three separate
groups. The platform is the base of the entire ground station; the communication module is the command
centre and the base of operations of the swarm, and the arresting gear is used for landing. The platform itself
is based on the back of a motor vehicle to ensure the mobility of the system. Therefore, the process starts with
the vehicle acquisition. Then, the take-off system manufacturing starts with the rail and the pressure system
production. The launch system is assembled on top of the vehicle and that concludes the platform assembly.
The communication module starts with purchasing the pre-selected commercial components, connecting them
to a command centre and assembling the entire electrical system. Then, the entire module is assembled and
stored. The arresting gear of the system consists of the base structure and an elastic chord used for UAV
landing. The entire structure is manufactured and assembled on-site. Then, the system is mounted together
and stored. With the GCU components finished, the entire station can be assembled together, after which the
system undergoes QC. If passed, the GCU achieves operational readiness.

9.4 LOGISTICS

With the general outline of the system manufacturing presented, the logistics and operations of the production
process need to be addressed. The following section presents the quantities, timelines and logistical approach
to production. The system production and assembly will occur in the same country to ensure a smooth and
efficient production course, without high costs or delays. Due to the fact that the system has been developed
with Europe-based operations in mind, coupled with the necessity for low production costs, it has been deemed
necessary to choose a country within the EU with relatively low production costs and sufficient infrastructure
for production. This will flow from future financial analysis on the swarm production. The facilities will consist
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of a structural manufacturing plant and an assembly line plant combining all components

Y S ;
~ UAV Assembly - ~ ! ~
Component ] L O Qc i Begin of
Assembly Lr Y 7 i Operations
GCU Assembly - 2

Phase 1 ~ 2 weeks Phase 2 ~ 4 weeks Phase 3 ~ 2 weeks Phase 4

Figure 76: Production flow and preliminary timeline

. A preliminary

manufacturing timeline is shown in Figure 76. Excluding delivery times and transportation, each drone is
estimated to take around 8 weeks to produce from zero until operational readiness. Multiple vehicles undergo
various stages of production at the same time, optimising the timeline with the principles of lean manufacturing.

It is expected that around 90 drones can be produced within one year, which translates to
swarms.

three complete
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PART 10

DESIGN ASSESSMENT

This chapter treats the topic of design assessment. To begin with, a presentation of the requirements compliance
verification in section 10.1, followed by the RAMS analysis in section 10.2.

10.1 REQUIREMENT COMPLIANCE VERIFICATION

In this final section of the design assessment, the final design is verified by checking the compliance status
of the previously generated requirements presented in Table 50 in Appendix AThis is done in the form of
a compliance matrix for all the system requirements. This was not expanded to include all the subsystem
requirements, as the top-level system requirements are only met when all the subsystem requirements that
stem from them are also met. Along with the compliance status of each requirement, the verification method
has been listed in the form of a testing ID. Here the letters mean A - Analysis, D - Demonstration, I -
Inspection and T - Testing.

Table 37: Compliance Matrix

ID Requirement Compliance Rational Verifi-
[REQ- Status cation
SYS-...]
Subsystem Requirements
Technical Requirements
Unit Performance
TEC- The flight performance of the unit shall X REQ-SYS-TEC-UNI-1.3 was not met. A, D,
UNI-1 be able to sustain all flight operations. The unit was sized for 5 hours of T
endurance as explained in section 7.6

TEC- The flight control stability of the unit v All subsystem requirements are met, A,D
UNI-2 shall be able to sustain all flight as described in section 7.5

operations.
TEC- The unit emergency recovery system v/ All subsystem requirements are met, A, D,
UNI-3 shall be able to recover the unit during as described in subsection 7.9.5 T

any phase of mission.
TEC- The communication system shall en- v All subsystem requirements are met, A, D,
UNI-4 sure communication between the as described in chapter 6 LT

ground station and active units, at all

times.
TEC- The structure of the unit shall ensure v All subsystem requirements are met, A, I,
UNI-5 structural integrity in all operating as described in section 7.8 T

conditions.

Swarm Performance

TEC- The swarm system shall be able to v All subsystem requirements are met, A, D,
SWM-1  coordinate the movement of every as described in section 5.1 T

airborne unit.

Ground System Performance

TEC- The ground system shall be able to v All subsystem requirements are met, A, D,
GRD-1 support the continuous operation of as described in chapter 8 T

the swarm.
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Table 37 — continued from previous page

ID Requirement Compliance Rationale Verifi-
[REQ- Status cation
SYS-...]
Operational Goals
Payload
OPs- The monitoring units shall be able to v/ All subsystem requirements are met, A, D,
PLD-1 collect sufficient data for the mission as described in section 4.4 T
success.
Avionics
OPS- Each unit shall be able to measure all v All subsystem requirements are met, T
AVI-1 the state-data required to allow for as described in section 7.7
automatic flight.
Mission Constraints
Safety
CON- The individual system units shall v All subsystem requirements are met, D, T
SFT-1 perform the mission safely. as described in section 5.1
CON- The system shall ensure the safety of - REQ-SYS-CON-SFT-2.1 has not been D, I
SFT-2 its operators. yet complied to, as it is dependent on
the correct training of the operators
and is outside the conceptual scope of
this project.
CON- The system shall not harm the environ- v All subsystem requirements are met, I, T
SFT-3 ment. as described in section 7.6
Resources
CON- The project shall stay within the All subsystem requirements are met, I
RSC-1 allocated budget. as described in Table 11.2.4
CON- The project shall be completed within v All subsystem requirements are met, D, I,
RSC-2 the set time. as described in chapter 9 T
Legality
CON- The system shall comply to all certifi- - This requirement cannot be met yet, as I
LGL-1 cation requirements. it requires the application for special
FAA regulations. This would happen
at a later stage within the system
development.
CON- The production of the system shall - This requirement cannot be met yet, as I
LGL-2 comply with local and international it is dependent on the particular area
legislation. of operaitons for the system and it is
assessed on a case by case basis.
CON- The system’s operations shall adhere to - This requirement cannot be met yet, as I
LGL-3 the local and international legislations. it is dependent on the particular area
of operaitons for the system and it is
assessed on a case by case basis.
Sustainability
CON- The system shall meet the predeter- X REQ-SYS-STB-1.6 was not met. While I T
STB-1 mined environmental sustainability the entirety of the structure of the
requirements. UAV’s structure is recyclable, the
batteries cannot be recycled as of today.
This is explained further in section 3.5.
CON- The system shall be designed for All subsystem requirements are met, D
STB-2 economic sustainability. as described in section 3.5
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Table 37 — continued from previous page

ID Requirement Compliance Rationale Verifi-
[REQ- Status cation
SYS-...]
CON- The system shall meet the predeter- v All subsystem requirements are met, D, T
STB-3 mined societal sustainability require- as described in section 3.5
ments.

While two subsystem requirements have not been complied with and some have a status that is still pending,
the majority of the key requirements have been met. Furthermore, for those that have not been met, the team
made sure that they would not cause a failure of the system’s mission, as they didn’t impact the outcome
fatally.

10.2 RAMS ANALYSIS

The RAMS analysis for the wildfire prediction and detection drone swarm underscores the importance of
reliability, availability, maintainability, and safety in enhancing operational effectiveness and resilience during
firefighting operations. By adhering to these principles, stakeholders can ensure the drone swarm operates
optimally in detecting wildfires, facilitating real-time communication between firefighters and ground stations,
and ultimately supporting swift and coordinated responses to wildfire emergencies.

10.2.1 Reliability

Reliability is fundamental for the drone swarm, predicting and detecting wildfires and ensuring consistent
and accurate operation in identifying and forecasting wildfires. The drones should achieve a high Mean Time
Between Failures (MTBF), targeting 5 hours of operational flight time. Redundant sensors and communication
systems are essential to mitigate single points of failure. The ground station, acting as the central control hub,
must be equipped with redundant power sources and communication links to ensure continuous operation,
thereby enhancing overall system reliability. The launcher system should also be reliable and robust, facilitating
rapid deployment of drones in response to wildfire alerts.

10.2.2 Availability

Availability focuses on ensuring the drone swarm is deployable at all times, particularly during peak wildfire
seasons. The target availability during wildfire seasons should exceed 95% [146]. This requires efficient
maintenance schedules and readily available spare drones to minimise downtime. The ground station’s
redundancy in power sources and communication links plays a crucial role in maintaining the high availability
of the drone swarm system. Additionally, the robustness of the launcher system ensures that drones can be
deployed swiftly and reliably, contributing to overall system availability.

10.2.3 Maintainability

Ensuring prompt repair and maintenance of drones and communication systems is essential to minimise
operational disruptions. Designing drones for easy maintenance is crucial, with a target Mean Time to Repair
(MTTR) of less than 5 hours for minor issues. It is assumed that the maximum MTTR should be around
5% of the typical 100-hour A check for commercial aircraft [147]. Standardised components and modular
designs enable quick field repairs. Redundant systems and communication links at the ground station improve
reliability and simplify maintenance, reducing the risk of extended downtime from infrastructure issues. A
reliable launcher system enhances maintainability by swiftly redeploying drones after maintenance or repairs.

10.2.4 Safety

Safety is paramount in the operation of the drone swarm, particularly in shared airspace with firefighting
aircraft and secure data transmission. Drones must prevent incidents with firefighting aircraft. The launcher
system’s reliability and the ground station’s redundant infrastructure enhance safety by ensuring that drones
can be launched and controlled safely in diverse environmental conditions. Using an arresting system for
drone landings further enhances safety, enabling controlled landings even in challenging terrain or adverse
weather conditions, thereby minimising risks to both the drones and surrounding personnel.
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PART 11

FINANCIAL VALUATION

Understanding the financial implications of the project is critical to ensuring its success and sustainability. This
chapter examines the economic aspects of the drone swarm. Firstly, Table 11.1.1 provides a detailed breakdown
of the costs associated with the design, development, and deployment phases, including expenses for hardware,
software, and operations. In Table 11.2.4, the comprehensive landscape of UAV-based wildfire management is
analysed, covering both the wildfire management and drone markets and addressing stakeholders and potential
buyers. The entire analysis has been performed in US dollars because most components and services are listed
in the currency, as well as that 80% of wildfire startups are located in the United States [3].

11.1 CosT ANALYSIS

This section analyses the costs of the system, over the entire lifetime. First, the R&D costs are found, then the
manufacturing costs and finally, the operational costs are estimated. At the end of the section, a complete
overview of the total costs is given.

11.1.1 Risks & Requirements

The relevant risks from section 3.6 are:

« R-T-06: certification cost exceed budget
« R-T-07: Operational cost exceed budget
« R-T-08: Production cost exceed budget

« R-T-09: Maintenance cost exceed budget
The relevant requirements from Table 50 are:

« REQ-SYS-CON-RSC-1.1: The marginal cost of one system shall not cost more than $ 1.8 million.

« REQ-SYS-CON-RSC-1.2: The total operating cost of one system shall not cost more than $ 650 per
hour.

+ REQ-SYS-CON-RSC-1.3: The units shall promote ease of development with a modular design.
« REQ-SYS-CON-RSC-2.1: The manufacturing of one system shall not take longer than 8 weeks.
« REQ-SYS-CON-RSC-2.2: The operational lifetime of one system shall be of at least 12 years.

« REQ-SYS-CON-RSC-2.3: The system shall be designed with existing technology.

Research, Development, Test, and Evaluation Cost Research, Development, Test, and Evaluation
(RDT&E) costs encompass all expenses associated with designing, developing, integrating, and testing a
new system or technology to ensure it meets required specifications and is ready for production. These costs
include labour, ground station & software development, testing facilities, and other necessary resources for
validating and refining the system.
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The salary of an engineer is approximately US$63 per hour!. When considering that the cost of an employee is
30% higher than their salary 2, the total hourly cost of an engineer is US$81.90 per hour. The DSE has 3760 hours
of work. However, to fully design, manufacture and test a product, more time is required. New technologies
can sometimes take years to enter the market, therefore a development time of 5 years is estimated®.

The ground station development cost encompasses the development of the launcher, recovery system, ground
communication systems and ground station software. The development costs for the ground station can be
estimated as per Equation 121

Costgs ~ US$55,000 *x EOM x CEF(2004) (121)

Here, EOM is the empty mass of the UAV in [kg] and CEF is the cost escalation factor since 2004 to account
for inflation [44]. As of 2024, the CEF(2004) is 1.70. The estimation of the ground station cost is based on the
Global Hawk and DarkStar CGS development, likely underestimating the cost for small UAVs [44]. However, it
does provide an initial estimate.

To estimate the software cost, which excludes the ground station software, two factors are taken into account.
Firstly, the cost of an autopilot for student projects range from US$0.5k - 5k . However, small UAS autopilot
developments can cost up to US$300k [44]. Another estimation method is

Costsofrware ~ US$8600 x EOM * CEF(2004) (122)

Using Equation 122 would result in a software cost of approximately US$ 150k, which is in the middle of the
first estimate. This estimate will be used.

Lastly, the cost for testing the drone is considered. For this the assumption is made that 40 hours of wind-on
time is needed to fully characterise the drone [44]. Wind tunnel cost can be estimated with Equation 123.

Costwr = Twr - (RWT + Npers : Rpers) + Ciravel + Cmodel) (123)

Here, Tyy T is the time spent in the wind tunnel and Ry is the hourly cost of the wind tunnel, which is
assumed to be $1200 per hour [44]. Npers & Rpers are the number and cost of engineers. Wind tunnel testing
will be performed by 3 members of the design team. C},.4,; is assumed to be negligible, and C), 4. is also
assumed to be negligible compared to the wind tunnel cost, as the model will be made out of foam and plastic.

Component Costs The component costs of the drone comprise all the payload and avionic sensors, flight
computers, batteries, motors, propellers, communication infrastructure, actuators, and materials for the
structure. Some components are specific to the relay or surveying drones. To keep development costs as low
as possible for the system, commercial off-the-shelf components are used where possible. The total component
costs for the UAV, the payload and the ground station are found in Table 39, Table 40 and Table 41. When
specific cost data is not available, estimations with provided ranges are used to ensure accurate budgeting and
cost management.

One component that requires analysis is the battery. Because Amprius * does not disclose the price of the
batteries chosen in subsubsection 7.6.2, an estimated price is extrapolated from the market. Figure 77 illustrates
the forecasted battery density and price through 2030. As of 2024, battery prices are $100 per kWh. The
system’s development is expected to be completed post-2024, leading to further reductions in battery costs.

'Engineer salary. URL: https://www.bls.gov/ooh/architecture-and-engineering/aerospace-engineers.htm

*Wage vs cost. URL: https://business.gov.nl/running-your-business/staff/payment-and-wages/
overview-of-personnel-costs/

3Development time, estimated in discussion with Linh

*Amprius Technologies, Url: https://amprius.com/products/
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Consequently, the 2024 price is considered an upper-bound estimate, with the 2030 forecast providing a lower
bound.

Battery energy density ...while battery cost keeps ...driving exponential growth
keeps rising... falling... of battery demand...
800 4 300 4 8 1
700 - 7 1
600 - 6
500 1 200 5 |
400 4
300 1004 3
200 2 |
100 1
0 . . 0+ L . 0 L
2000 2010 2020 2030 2015 2020 2025 2030 2010 2015 2020 2025 2030
...which, in turn, further increases energy density and lowers cost
through economies of scale and learning effects

Figure 77: A reinforcing feedback loop between battery quality, cost and market size *. Source: Ziegler and Trancik (2021)
before 2018 (end of data), BNEF Long-Term Electric Vehicle Outlook (2023) since 2018, BNEF Lithium-Ion Battery Price Survey
(2023) for 2015-2023, RMI analysis.

Manufacturing costs The manufacturing costs for the drone system are primarily determined by the labour
hours required for production, and the costs of equipment. These costs are estimated using a parametric
formula that accounts for the empty weight of the aircraft and the material factor. The formula is given by [44]:

Hryangrote = 10.4 - W%+ fuan + Tang * Rpers (124)

where HrynerpTE represents the manufacturing labour hours, W is the empty weight of the drone, and fyan
is a material factor that varies depending on the construction materials used (e.g., metal, composites, wood). For
the drone fyaq is equal to 1. Note that these are cost estimations for small-scale production. Here, each drone
is expected to take 3 days to manufacture. To comply with REQ-SYS-CON-RSC-2.2, 3 manufacturers are
needed. If the system is deployed at a larger scale, these costs could be significantly reduced due to economies
of scale and more efficient manufacturing processes. Table 11.2.4 outlines potential drone manufacturers who
might be interested in manufacturing the system at a more commercially viable scale.

Operational Costs The operational costs are all the costs for the customer (e.g. a fire department) when
using the system. All these costs occur only after the drone swarm has been purchased. The succes of the
system is dependent on whether REQ-SYS-CON-RSC-1.2 is met, which implies that the operational costs
should be beneficial to the costs of alternative monitoring methods.

The first cost in operations is the transport of the drones to the search area. The fuel costs depend on the
distance travelled and the fuel price. The maximum drive time is based on European Regulation (EC) No
561, which limits the daily driving hours to 9 °. During operations, the operators are paid an hourly rate,
which are assumed to cost $81.90 an hour, as estimated in the RDT&E cost estimation. Additional costs are
recharging costs for the batteries, which are governed by local electricity costs. additionally, the batteries need
to be replaced every 300 cycles, therefore the difference between buying and selling value of the batteries

4energypost newsletters, url: https://energypost.eu/batteries-are-still-getting-exponentially-cheaper-more-efficient-re
’Regulation (EC) No 561. URL: https://transport.ec.europa.eu/transport-modes/road/social-provisions/
driving-time-and-rest-periods
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is considered in the operational costs. Lastly, two hours of inspection is scheduled after a mission. These
inspection costs are as a contingency to cover any potential damages or maintenance that is not quantifyable
at this stage in the design. For a primary estimate it is based on the salary of an engineer. Additionally, four
hours are expected for single drone maintenance after BRS landings, which are expected to occur 0.1% of the
time. With 20 drones, BRS maintenance is expected once every 50 missions. A final overview of operational
costs is given in Table 42. The total operational cost for a 2 week mission is US$28,774 at most, of which 92%
are operator wages. This is approximately US$ 200 per flight hour (excluding insurance), which is beneficial to
the section 5.3 mentioned Beachcraft King Air 350, which has an operating cost of US$1300 per flight hour.
Therefore it also meets REQ-SYS-CON-RSC-1.2.

End of Life Costs To stay in line with sustainability goals, the drones must be recyclable. The entire drone
is built out of aluminium, which can be recycled. All internal components can be repurposed in less critical
environments, except for the batteries. As a first order estimate, the end of life costs are assumed to be only
recycling / disassembling costs. The labour for recycling is assumed to be half the manufacturing labour.

Total Swarm Costs From all estimated costs, the total cost of the swarm can be deduced. It comprises of
the cost of the UAVs, the ground station and specific payload. The cost is shown in Table 43. The total cost of
at most US$ 755,146 complies with requirement REQ-SYS-CON-RSC-1.1.

Table 38: Development Costs of the Wildfire Drone Swarm. All upper limits accounted for 5 year average US$ inflation

Description Amount/Hours  Lower limit cost  Upper limit cost  Source
Development Costs

Design team 5 [years] $ 7,534,800 $ 8,675,696 [44]

Software Development 1 $205,849.60 $ 237,018.71 [44]

Ground Station Development 1 $1,316,480.00 $1,515,817.32 [44]

Testing 40 [hours]  $ 57,828.00 $ 66,584.14 [44]

Total Cost - $ 9,114,957 $ 10,495,116

Table 39: UAV costs excluding the UAV specific payload. All upper limits accounted for 5 year average US$ inflation

Description Amount/Hours Lower limit cost  Upper limit cost ~ Source
UAV Costs Excluding specific Payload
Inertial Measurement Unit (IMMU) 1 $41.00 $47.21 website!
GPS 1 $50.00 $57.57 website?
AoA Sensor 1 $30.00 $ 34.54 website3
Battery 2 $430.20 $ 495.34 Estimation in Table 11.1.1
Fire suppression 1 $70.00 $ 80.60 website?
Propeller 1 $10.26 $11.81 website®
Electric Motor 1 $108.00 $124.35 website®
ESC 1 $95.00 $109.38 website”
CPU 1 $105.54 $ 121.52 website®
Data Storage 1 $30.00 $34.54 website’
Pitot Tube 1 $56.00 $ 64.48 website!”
Humidity, Pressure, Altitude sensor 1 $17.95 $ 20.67 website!!
Actuators 6 $1442.01 $ 1660.35 website!?
Aluminium Structure + Skin 7.57 [kg] $102.91 $118.49 website!?
Radio interface device 1 $3,126.51 $ 3,599.92 website!*
Patch antenna 16 $57.92 $90.82 website!®
Manufacturing 24 [hours] $2,017.12 $2,322.54 [44]
End of Life 12 [hours]  $ 1,008.56 $1,161.27 [44]
Total Costs - $ 8,798.97 $10,115.42
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Table 40: Drone Specific Payload Costs. All upper limits accounted for 5 year average US$ inflation

Description Amount/Hours Lower limit cost ~ Upper limit cost ~ Source

Observer Drone Specific Payload Cost
Blade antenna 1 $3,438.00 $ 3,958.57 20
IR Camera: Teledyne Flir Boson 640 (95deg FOV) 1 $4,104.00 $ 4,725.41 website!®
NIR Camera: Sentera Single Sensor 1 $1,400.00 $1,842.27 website!”
Visual Camera: Caddx Loris 4k 1 $90.00 $103.63 website!8
LiDAR RIEGL™VUX-160 (1 per swarm) 1 $140,000.00 $ 161,198.37 Quotation®’
Total Cost (Excluding LiDAR) - $9,032.00 $10,629.88 -

Relay Drone Specific Payload Cost

Phased Array System 1 $319 $500 website!®

Table 41: Ground Station Costs. All upper limits accounted for 5 year average US$ inflation

Description Amount/Hours  Lower limit cost ~ Upper limit cost ~ Source
Ground Station Costs

TOL Truss structure 1 $1,026.00 $1,181.35 website?!
Launching rail motor 1 $3,832.79 $ 4,413.13 website?
Antenna 1 $10,000.00 $17,271.25 website?
Truck 2 $50,000.00 $ 69,085.01 website?*
Container 2 $4,000.00 $ 4,605.67 website?
Container interior 2 $4,800.00 $5,526.80 website?!
Total Costs - $74,010.95 $ 102,488.72

'IMMU. URL: https: //eu.robotshop. com/products/bno055-9-dof-absolute-orientation-imu-fusion-breakout-board

®GPS. URL: https://www.droneshop.nl/gnss-compass-mateksys-m10q-5883

*AoA Sensor. URL: https://eu.mouser.com/ProductDetail/ams—0SRAM/AS5048A-TS_EK_AB

“Fire suppression. URL: https://brimstonefireprotection.com/

*Propeller. URL: https://www.apcprop.com/product/13-5x13-5/

SElectric Motor. ~URL: https://www.mad-motor.com/products/mad-components-5015-ipe-v3.html?VariantsId=
10470

"ESC. URL: https://www.mad-motor . com/products/ampx-60a-5-14s.html

8CPU. URL: https://www.raspberrystore.nl/PrestaShop/nl/raspberry-pi-v5

°Data Storage. URL: https://www.westerndigital.com/products/memory-cards/sandisk-extreme-pro-sd-uhs-ii-v607?
sku=SDSDXEP-064G-GN4IN

""Pitot Tube. URL: https://www.3dxr.co.uk/product/matek-systems-digital-airspeed-sensor-aspd-4525/

11Humidity, Pressure, Altitude Sensor. URL: https://www.kiwi-electronics.com/nl/
bme280-breakout-temperature-pressure-humidity-sensor-9901

" Actuators. URL: https: //www . horizonhobby . com/product/a6350-ultra-torque-high-speed-brushless-hv-servo/
SPMSA6350.html

3 Aluminium cost. URL: https://www.gemmel-metalle.de/

“RID, Quotation email can be found in meeting minutes

BPatch antenna. URL: https: //www.kyocera-avx. com/product/wi-fi-bt-zigbee-ceramic-patch-2-4-ghz-antenna-1003468/

IR  camera. URL: https://www.oemcameras.com/thermal-imaging-cameras/thermal-imaging-cores/
flir-boson-series

NIR camera. URL: https://senterasensors.com/hardware/sensors/single/

8Visual camera. URL: https://oscarliang.com/

YLiDAR, Quotation email can be found in meeting minutes

?Blade antenna, Quotation email can be found in meeting minutes

2Launch rail motor. URL: https://nl.rs-online.com/web/p/servo-motors/2561952

BGS Antenna. URL: https://www.extendingbroadband . com/bts-90/

#Truck cost. URL: https://insurancehub.com/how-much-does-a-semi-truck-cost/

B Container Cost. URL: https://www.brinkbox.nl/assortiment/20ft/20ft-zeecontainer-nieuw

Container Interior. URL: https://www.alumeco.com/aluminium/profiles/square—tube/

%Website. URL: https://example.com

?’Engineer salary. URL: https://www.bls.gov/ooh/architecture-and-engineering/aerospace-engineers.htm

#8US gas prices. URL: https://gasprices.aaa.com/

¥Drone Certification. URL: https://thedroneguide . com/drone-1license-cost/
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Table 42: Operational Costs for a 2 Week Operation. All upper limits accounted for 5 year average US$ inflation

Description Amount/Hours  Lower limit cost  Upper limit cost  Source

2 Week Operational Costs
Battery Charging 1686 [kWh] $ 281 $ 324 website!
Inspection 14 [hours] $ 1,147 $ 1,320 Engineer cost?
Maintenance 1.12 [hours] $92 $ 106 Engineer cost?
Transport 2-18 [hours] $ 80 $ 829 Fuel costs?
Operator Costs 112-140 [hours] $ 18,346 $ 26,404 Engineer cost?
Total Cost - $19,764 $ 28,775 -

Table 43: Total Costs of the Swarm. All upper limits accounted for 5 year average US$ inflation

Description Amount/Hours Lower limit cost  Upper limit cost
Drone Specific Payload Cost

Empty UAV 30 $ 263,969 $ 304,662

Observer Drone Payload 24  $ 216,768 $ 255,000

Relay Drone Payload 6 $1911 $ 2,997

1 LiDAR per Swarm 1 $ 140,000.00 $161,198.37

Ground Station 1 $74,010.95 $ 102,488.72

Drone Certification® 25 $4,000.00 $ 4,605.67

Total Cost - $ 696,659 $ 826,463

11.2 MARKET ANALYSIS

This section analyses the comprehensive landscape of UAV-based wildfire management. It will discuss the
wildfire management market as well as the drone market. After which stakeholders, and buyers are addressed.

11.2.1 Risks & Requirements

The relevant risks from section 3.6 are: R-T-23: Model doesn’t/stops improving and R-T-24: system is
replaceable. The relevant requirements from Table 50 are:

REQ-SYS-CON-STB-2.1: The system shall be modifiable to reflect the changing needs of the stakehold-
ers.

REQ-SYS-CON-STB-2.2:The system shall be modifiable to reflect the needs of different markets.

REQ-SYS-CON-STB-2.3:The unit shall be inspectable.

REQ-SYS-CON-STB-2.4:The unit shall be maintainable.

11.2.2 Market Definition

To fully assess the market for UAVs in wildfire management, The market for both the wildfire management,
and drones looked at. The markets are fundamentally different: the drone market is competitive, while the
wildfire management market is collaborative. Both come with their own stakeholders and dynamics. Figure 78
provides an overview of both markets.

Market Segments Firstly, the wildfire management market is categorised into three segments shown
in Figure 78. Urban firefighting primarily presents humanitarian challenges, including evacuation efforts,
whereas the non-urban segment encounters difficulties related to resource availability and accessibility [150].
Firefighting focuses on extinguishing the fire, whereas fire monitoring involves continuously observing and
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Figure 78: Wildfire Management Market & Stakeholder Overview. Data obtained from [3, 148, 4, 149]

assessing fire behaviour, environmental conditions, and potential risks to anticipate and prevent fire-related
hazards. Lastly, the technology can be divided into ground-based, air-based, and satellite-based systems. The
previously mentioned distinction between pre-, during and post-wildfire management can be made in all
segments. Considering the system proposed, it is segmented as Non-Urban, Fire Monitoring and Air Based.
Secondly, the drone/UAV market is segmented by drone type into rotary-wing, fixed-wing, and hybrid-wing
categories. Additionally, it is divided by application, with various applications listed in Figure 78. The relevant
segment for the system is the fixed-wing reconnaissance/surveying drone.

Market Dynamics The market dynamics of wildfire management are influenced by various growth drivers
and restraints. The rising number of wildfires heightened awareness [148], and government initiatives in
forest conservation [3], alongside stringent climate goals, are propelling the market growth. However, the
market faces challenges such as the lengthy certification process for new aerial technologies and the extreme
operating environments [150]. The drone market is mainly driven by the rising demand for photographic
surveillance and the increased adaption of drones across various industries [149]. The market is held back by
strict regulations and safety concerns.

Market Size As outlined in chapter 2, wildfires represent a serious issue projected to worsen in the coming
years. In response to these statistics, governments worldwide increased the budget allocated to direct wildfire
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response (firefighting) by around 50% [3]. However, the wildfire management budget is increasingly allocated
towards prevention, prediction and recovery of wildfires, which claim two-thirds of the total budget [3]. In
the United States, the Department of the Interior has requested US$1.6 billion as their wildfire management
budget for 2025 [151]. Out of this total, US$1.26 is planned to be spent on wildfire preparedness and recovery.

The Institute for Defence and Government Advancements has conducted global wildfire management research,
which concluded the following overview presented in Table 44. The columns show the budget allocated for
each sector over a time span between 2023 and 2028.

Table 44: Global Wildfire Management Market, 2023-2028, US$ Millions [3]

Types 2023 2024 2025 2026 2027 2028
Aerial Firefighting $1,419.3 $2,040.7 $2,089.1 $2,261.3 $2,351.3 $2,760.9
Capabilities

Fuel Management and $237.0  $313.2  $296.1  $302.2  $170.0  $182.4
Controlled burns

Mobile Communications $76.5 $80.4 $49.2 $44.5 $44.0 $48.3
Remote Sensing $92.4 $86.2 $45.8 $56.2 $61.5 $66.3
Technologies

UAS (Unmanned Aerial $52.1 $56.4 $21.6 $25.2 $27.0 $31.0
Systems)

Other $692.9 $637.5 $746.6 $713.9 $474.4 $506.9
Total $2,570.3 $3,214.4 $3,248.3 $3,403.2 $3,128.3 $3,595.9

As shown in Table 44 and Figure 78, the market for wildfire management is expected to grow by 40% from
2023 to 2028, with a compound annual growth rate (hereafter: CAGR) of 6.9% [3]. Within the overall market,
aerial firefighting capabilities are expected to increase in value rapidly in the coming years. This is mainly
due to the United States being expected to spend around US$10 billion dollars on leasing aerial equipment for
firefighting [3]. It should also be noted, that at the start of 2024, the US Congress banned Chinese drones from
the US market [152]. This has an effect on the Unmanned Aerial Systems (UAS) market size in the US, which is
projected to decrease heavily in 2025, which can be seen in Table 44. Aside from this irregularity, the UAS
market continues to grow.

The drone market is experiencing growth even more, as can be seen in Figure 78. With a CAGR of 25% it
is expected to grow from US$22.4 Billion to US$166.7 Billion in 9 years [149]. This is mainly because of the
aforementioned market drivers, being increased demand and adoption of drone technologies. Additionally, the
FAA is expected to lift strict regulations on the number of drones per operator, which is a big opportunity for
the drone market.

Stakeholders Lastly, the stakeholders are explored. To relate this to the proposed drone swarm both markets
again need to be analysed. Because of the competitive nature of the drone / UAV market, the only major players
(also shown in Figure 78) are drone manufacturers [149]. A share of these companies have an interest in the
project as they are potential manufacturers of the proposed system. They can have an interest in collaboration,
or in buying the developed concept. However, they can also be seen as competitors trying to produce a similar
product. The wildfire management market has more parties involved, all with different functions. Governments,
forestry services and environmental organisations drive the actions taken to preserve forests, whilst firefighting
departments execute the fire control. The proposed system can provide better wildfire management by the fire
departments, thereby satisfying the desires of these organisations. Plane and equipment manufacturers provide
the means that fire departments need to work. They are crucial in the manufacturing of the system. Research
institutes aim to improve the general methodology of fire management, who have, considering the novelty of
the swarm a great interest in the technology. Lastly, investors are crucial as a catalyst of innovation. Figure 79
shows funding for startup types and locations for 10 highlighted startups by The Institute for Defence and
Government Advancements’ Wildfire Management Market Report. It indicates that the majority of funding

121



Final Report

is directed towards software and satellite innovation, while drone startups remain an area with potential.
Additionally, most of the funding is located in the United States. The expected development costs of the drone
swarm are US$ 10.5 Million, which is in the same order of magnitude as the funding received by the startups.

Firetech Funding by Startup Type (US$ Millions) Firetech Funding by Location (US$ Millions)

Other; $16,9
Drone Tech; $5,0

Satellite Tech;

$61,3
U.S.; $180,5
Environment

Tech; $58,9

The Netherlands;
$25,1

Al/Software;
$86,9

Germany; $23,4

Figure 79: Firetech funding by type and location [3]

11.2.3 Market Positioning

After having explored the market in subsection 11.2.2, this subsection will position the system in the market,
thereby defining its strengths, weaknesses, opportunities and threats (SWOT) and give a final list of project
stakeholders along with their influence and interest. Both are summarised in Figure 80.

Wildfire Surveillance Drone Swarm Market Positioning

SWOT Analysis Key Stakeholders
Influence Interest
STRENGTHS
« Safer Operator Environment +  Government Agencies (| |
« Faster Wildfire Detection .
+ Increased Data Quality with UAVs £ Firefighting Departments ] [
Compared to Satellites £ .
« More Efficient Operations with UAVs = Forestry Services - | —
* Cheaper than Satellites Investors and Funders _:l
Drone Manufacturers ]
OPPORTUNITITIES - -
. ?ir;i;tﬁf;zm Ground- to Air Based Fire E Software Developers -:| -:|
-]
« Rise of Artificial Intelligence in 5 Environmental Organisations [ ] ]
THREATS Monitoring and Detecting 3 .
« Long Certification of New Aerial + FAA Regulations Changing « Insurance Companies — [
Technologies ° R EEDNEE: Research Institutes e | |

+ Extreme Operating Environment
+ Competition Building Similar Systems

“In our case TUDelft has big influence, this is however not generally the case

Figure 80: Positioning in the Market of the Proposed Wildfire Drone Swarm [3, 148, 4, 149]

With the opportunities presented in Figure 80, the budget for wildfire management increasing and the fact that
the product provided is not yet implemented, there is a perfect window to penetrate the market. Additionally,
the growing drone market will allow for better scaling and lower manufacturing costs in the future. Generally,
all stakeholders show a moderate to high level of interest in the system. However, drone and software
developers exhibit the lowest interest, as their involvement is primarily tied to the production of the system.
They have the flexibility to shift their focus to manufacturing alternative products if desired.

11.2.4 Return on Investment

This subsection proposes a selling price for the drone system and analyses the viability in the Californian
wildfire management environment. The system has a proposed selling value of US$900,000. From REQ-STK-
LG-2 the cost of the system should be a tenth of the total wildfire prevention cost. California is spending US$
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600 Million on wildfire prevention in 2025°, therefore the budget for the system is US$ 60 million annually.
Given that the forested area of California amounts to around 133,546 km squared 7, approximately 133 swarms
are required to effectively monitor the forests. This adds up to US$ 119.7 Million for the swarm. Additionally,
assuming the system is operating during the 20 hottest weeks of the year, the maximum cost for operations is:

10 operations - 28, 775 - 133 = US$38, 270, 000 (125)

Considering the assumed 10 year lifetime of the system, the annual cost percentage of the system is:

117,900,000 + 10 - 38, 270, 000
10 x 600, 000, 000

Annual Cost Percentage = < > x 100 =~ 8.34% (126)

Therefore the system meets REQ-STK-LG-2 as the Californian government only has to allocate 8.34% of their
wildfire budget to the systems. The return on investment of the system is:

826, 000.00

ROI — . Total Profit 100 — 900, 000.00 — 826, 000.00
Initial Investment

) x 100 ~ 8.9% (127)

In summary, the project offers a sustainable and financially viable solution for wildfire prevention in California,
providing a significant return on investment while contributing to the safety and preservation of forested
areas. Table 45 shows the final results for both the upper and lower limits.

Table 45: Financial Case Study Values

Description ‘ Values with Lower Limit Cost  Values with Upper Limit Cost
Total Operations Cost $ 265,270,000 $ 385,470,000

Total Swarm Cost $ 119,700,000 $ 119,700,000
Annual Cost Percentage for Californian Government 6.42% 8.42%

Return on Investment 29.19% 8.90%

SCalifornian wildfire budget. URLhttps://lao.ca.gov/Publications/Report/4495
"Forest acres California. URL: https://www.calforestfoundation.org/resource/california-forests
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PART 12

CONCLUSION AND RECOMMENDATIONS

In 2022, Europe experienced severe wildfires, marking one of the most devastating years since 2006 regarding
wildfire impact [1]. The increasing frequency and intensity of wildfires globally, exacerbated by human actions
and climate change, underscore the urgent need for advanced wildfire management solutions (UN Wildfire
Report). The Netherlands Aerospace Centre (NLR) has proposed a pioneering solution: a UAV swarm designed
to monitor high-risk forests and gather critical environmental data [3]. This innovative approach aims to
significantly enhance wildfire detection capabilities and provide early warnings through predictive modelling,
thereby revolutionising current wildfire management strategies. By preemptively predicting and detecting
wildfires, the system promises substantial reductions in forest loss, CO2 emissions, and societal disruptions.

Integrating cutting-edge technologies such as autonomous UAVs ensures rapid response times and continuous,
high-resolution monitoring, which are crucial for effective wildfire containment and mitigation. This approach
enhances operational efficiency and minimises risks to firefighting personnel, particularly under challenging
conditions such as nighttime operations or dense smoke environments. The financial analysis highlights the
system’s potential cost-effectiveness and market viability, projecting a significant increase in global demand
for wildfire management technologies in the coming years [3]. This aligns the system with current market
trends and positions it to address critical environmental and economic needs. In conclusion, introducing
the wildfire drone swarm represents a transformative leap in wildfire management, promising enhanced
safety, efficiency, and environmental stewardship. As wildfires continue to pose escalating threats worldwide,
innovative solutions like the UAV swarm offer a proactive and sustainable approach to protecting communities
and ecosystems [3].

The project aims to enhance drone capabilities through targeted improvements: increasing the coverage
area of drones with laterally gimballing cameras within 3 months; integrating rectangular sector generation
algorithms within 2 months for improved mission planning flexibility; integrating near Hamiltonian and
spiral path generation algorithms within 3 months to enhance navigation adaptability; updating the swarm
algorithm within 6 months to handle imperfect sensor data; conducting 6 months of research on fire and
smoke attenuation mechanisms; and developing a flight profile for wildfire scenarios within 2 months. These
initiatives aim to advance operational efficiency, expand technological capabilities, and improve response
effectiveness in critical scenarios. Looking past recommendations into the capabilities of the wildfire drone
swarm, it becomes evident that the system is versatile and capable of various applications involving any
surveillance or communication relay functions, natural disaster rescue or defence applications. Moreover,
since the payload module is exchangeable, the system offers a multi-use swarm of adjustable aerial platforms
capable of carrying anything required by the user (within the mass limit). With all this in mind, the Wildfire
Drone Swarm system is not only a new approach to wildfire management but also an adjustable framework
upon which other, more complex projects with endless objectives can be built.

(a) Rendition of the UAV (b) Ground Station Graphical

Figure 81: Renders
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Chapter Section People (hrs)

Executive Overview

Introduction
Project Overview

Mission Logistics & Operations Design

Swarm Design

UAV Design

Manufacturing & Integration Plan
Financial Valuation

Design Assessment

Conclusion, Discussion& Recommenda-
tions

Bibliography

Appendix

Latex formatting

Logbook

Background Information
Mission Statement

Mission Concept Description
Top-level Functional Flow
Sustainability Strategy

Top -level Risk Analysis
Requirement Strategy
Operational Modes Definition
Swarm Sizing

Ground System Sizing

Human Resources

Location Definition

Wildfire Models

Sensors Selection
Environmental Analysis
Communication Infrastructure
Definition of Swarm Framework
Sector Generation

Pathfinding Methods

Drone Contingent Behaviour
Swarm Performance & Comparison
Design Methodology

Weight Estimation

Flight Performance
Aerodynamics

Stability & Control

Propulsion & Power

Avionics & Electrical System
Structures

Ballistic Recovery System & Fire Sup-
pression System

Design Results

Cost Analysis

Market Analysis

Verification & Validation Plan
Assumptions

V&V

Dynamic Analysis
Requirement Compliance Verification

Task distribution
Requirements
Diagrams

Kevin (1), Takayoshi (2), Vittorio (1),
Aleks(5), Vince(1), Jack(2)

Aleks(3)

Marco(5)

Jack(2)

Jack(2), Vince(4)

Vince(8), Jack(2)

Aleks(10)

Takayoshi (40)

Ebbe (5), Vittorio (8), Jack (4), Vince(2)
Bjorn (6), Marco (15)

Vince(24), Marco(15)

Vince(24), Jack (6), Marco(30)

Ebbe (1)

Aleks(2)

Ebbe (20), Vince(4)

Ebbe (15), Vince(16)

Kevin (85), Aleks (50)

Bjorn (16), Marco(5)

Bjorn (32), Marco(2)

Bjorn (24), Ebbe (10)

Bjorn (4)

Bjorn (16)

Bjorn (24), Jack(10), Marco(60)
Aleks (6), Vince(16)

Jack(12)

Takayoshi (60), Jack (20)

Jack (25), Vince(16)

Vittorio (58), Jack(15)

Kevin (22), Andrei(8)

Aleks(40), Vince(24), Andrei(64)
Takayoshi (16), Andrei(14), Vince(8)

Bjorn (10), Vittorio (32), Vince(40),
Jack(10), Andrei(4), Marco (10)
Aleks(16), Vince(4)

Ebbe (25), Kevin (5)

Ebbe (25)

Kevin (5), Jack(5), Vince(5)

Kevin (3), Vittorio (2), Aleks (2),
Takayoshi (6), Jack (2), Andrei(16)
Takayoshi (6), Jack(8), Andrei(24),
Marco(10)

Ebbe (40), Jack (5)

Vittorio (10)

Jack (4)

Kevin (3)

Kevin (2)

Vittorio (25)

Vince(24)

Bjorn (8), Ebbe (5), Kevin (3), Takayoshi
(4)

Ebbe (5), Kevin (5)
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Table 46 — continued from previous page

Chapter

Section

People (hrs)

PM&SE Lectures, Update Meetings

AlL (10)

Design Review

—_—
Confirm stakeholders'

L P A

‘ Implement feedback ‘

Perform another

design iteration

YES
~Do another ...
. design iteration?.
Assess integration
readiness

NO ‘ Review system ‘

interfaces

‘ Revise V&V planning ‘

Review technical
margins

Review hardware-
software compatibility

Prepare for production

Revise production
plan

i Revise monetary
budget for production
\ phase

Set up detailed
acquisitions plan

Set up supply chains
and company contacts

" Discuss workspace
budget and schedule
L with owners

[ Research necessary ) withowners 4
assembly workspaces .
{  andtooling Discuss tooling budget

and duration with
L providers

mitigations for

‘ " Reviserisksand
! production phase _

Revise quality control
measures

‘ Revise certification

Prepare for swarm-scale
software

Develop swarm-scale
software

Review drone algorithm
performance

Write swarm-scale
software code

Review drone algorithm |
scalability

Write swarm-scale
software tests

Review drone algorithm
verification results

Write swarm-scale
software

Contact relevant
plan certification agencies.
s y

H Set up hiring scheme

Revise required
manpower

Prod. prerequisites

Np P 3
Acquire tooling
. 4 Production

Rent workspace
Do stakeholders

we with plan’/ YES—I d .
Acquire parts
Hire employees

Produce structural
components

Produce electric
components.

Assembly

‘ Assemble sensor bay

e Assemble prototype

drone

‘ Assemble power train

Redo 3x with relevant

hanges in accordance with D
dev., qual. or flight testing

1t, qualification & flight testing of swarm
Update prototype's

Test swarm-scale
software
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Table 47: Technical Risk Matrix [153]

Likelihood

Impact on Project

0.1% - 10% =
10% Low >0%
’ Medium

Catastrophic effect on
Very . .
. performance. Cannot Cannot finance project Must stop operation
High (5) .
perform the mission
Major effefct on pe‘rformance. Major delay. Must
High (4) Requires significant Major/recurring expenses temporarily stop operation
& redesign/production to . ’
. recurring delay.
perform the mission
. Moderate effec't on Moderate delay. cannot
Medium | performance. Requires some Moderate/stand-alone . .
o . continue operation for the
(3) redesigning/production to expenses
. day. stand-alone delay
perform the mission.
Minimal adverse effect on .. Minimal delay. Will restart
Low (2) Minimal expenses . .
performance. operation during the day
LZ:VIE) No effect on performance No expenses No delay

> 90%
Very
High (5)
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Table 50: System and Subsystem Requirements.
The verification IDs include: A - Analysis; T - Testing; D - Demonstration; I - Inspection

ID [REQ- Requirement Rational Verifi- Traceability
SYS-...] cation
Subsystem Requirements
Mission Technicality
Unit Performance
TEC-UNI-  The propulsion system of the unit shall be able to Ensure mission execution A,D,T O-F414
1 sustain all flight operations.
TEC-UNI-  The propulsion system of the units shall be able to  Required cruise velocity foran A, T REQ-SYS-TEC-
1.1 achieve a ground speed of no less than 30 m/s. optimal swarm coverage of the SWM-1.1
area of interest
TEC-UNI-  The propulsion system of the unit shall achieve an To minimise the downtime of A, T REQ-STK-FB-1.2
1.2 endurance of no less than 6 hrs. each UAV
TEC-UNI-  The propulsion system of the units shall be able to  Expected operating conditions T REQ-SYS-TEC-UNI-
1.3 operate nominally at temperatures between 0 and 45 from consultation with DSE 1
°C. Group 13
TEC-UNI-  The battery shall provide a maximum power of 1 kW.  Power requirements of the pay- T REQ-SYS-TEC-UNI-
1.4 load and propulsion system 1
TEC-UNI-  The unit shall be able to cruise at 850 m above sealevel. ~Required altitude for optimal A,D REQ-SYS-OPS-PLD-
1.5 FOV 1.1; REQ-SYS-OPS-
PLD-1.2
TEC-UNI-  The unit shall have a stall speed of 20 m/s or less. Maximum stall speed for launch- A, D Midterm  Report,
1.6 ing operations, from analysis of Section 5.2.1
comparable designs
TEC-UNI-  The flight control & stability performance of the unit  Ensure mission execution A,D O-F4.1.4
2 shall be able to sustain all flight operations.
TEC-UNI-  The unit shall demonstrate longitudinal static stability. ~ For a safer and more reliable D REQ-SYS-TEC-UNI-
2.1 platform 2
TEC-UNI-  The unit shall demonstrate longitudinal dynamic For a safer and more reliable D REQ-SYS-TEC-UNI-
2.2 stability. platform 2
TEC-UNI-  The unit shall have a longitudinal stability margin of  Safety margins A REQ-SYS-TEC-UNI-
2.3 5%. 2.1, REQ-SYS-TEC-
UNI-2.2
TEC-UNI-  The unit shall demonstrate lateral static stability. For a safer and more reliable D REQ-SYS-TEC-UNI-
24 platform 2
TEC-UNI-  The unit shall demonstrate lateral dynamic stability. For a safer and more reliable D REQ-SYS-TEC-UNI-
2.5 platform 2
TEC-UNI-  The unit emergency recovery system shall be able to  For reusability and safe retrieval A,D,T REQ-SYS-CON-SFT-
3 recover the unit during any mission phase. 2-3.1
TEC-UNI-  The BRS deployment shall minimise damage to the = For reusability and safe retrieval D REQ-STK-LG-2
3.1 unit.
TEC-UNI-  The BRS landing shall minimise damage to the For environmental reasons and D REQ-SYS-CON-SFT-
3.2 environment surrounding the unit. safe retrieval 3
TEC-UNI-  The BRS shall ensure a landing velocity of 5 m/s. Generated from Risk Analysis AT REQ-SYS-TEC-UNI-
33 3.1
TEC-UNI-  The BRS shall withstand shock loads of 6.5 G upon  Generated from Risk Analysis. A, T REQ-SYS-TEC-UNI-
3.4 deployment. Compliance with launch and 3.1, REQ-SYS-TEC-
recovery loads. UNI-5.5
TEC-UNI-  The BRS shall be fireproof. Generated from Risk Analysis D REQ-SYS-TEC-UNI-
3.5 3.1, REQ-SYS-TEC-
UNI-3.2
TEC-UNI-  The communication system shall ensure communica- Operational control and coordi- A, D, I, REQ-STK-FB-2.1;
4 tion between the ground station and active units at all  nation T REQ-STK-FB-2.2
times.
TEC-UNI-  The communication system shall operate in the Full range of telecommunica- A, T REQ-SYS-TEC-UNI-
4.1 frequencies included in the range of 380 MHz to 2.4  tions including emergency ser- 4; REQ-STK-FB-2.1
GHz. vices and ground station
TEC-UNI-  The communication system shall require no more than  Based on preliminary equipment A, D REQ-SYS-TEC-UNI-
4.2 30 W of power. sizing 4
TEC-UNI-  The communication system shall have a mass of no  Mass budget I REQ-SYS-TEC-UNI-
43 more than 5 kgs. 4
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Table 50 — continued from previous page

ID [REQ- Requirement Rational Verifi- Traceability
SYS-...] cation
TEC-UNI-  The communication network should be able to relay a ~ From preliminary sensor analy- A, D REQ-SYS-TEC-UNI-
4.4 data rate of 40 Mbps to the ground station at all times.  sis 4; REQ-SYS-OPS-
PLD-1.2
TEC-UNI-  The link margin for the system shall be greater than 5  To ensure communication relia- A, D REQ-SYS-TEC-UNI-
4.5 dB bility [44] 4;
TEC-UNI-  The unit’s structure shall ensure structural integrity in ~ Ensure mission execution ALT O-F4.1.4
5 all operating conditions.
TEC-UNI-  The unit’s structure shall provide an interface infras- Ensure a casing structure for all I REQ-SYS-OPS-PLD-
5.1 tructure for all other unit subsystems. subsystems. 1;  REQ-SYS-OPS-
AVI-1
TEC-UNI-  The structure shall provide the main load-carrying  Ensure structural integrity AT REQ-SYS-TEC-UNI-
5.2 capability of the unit. 5
TEC-UNI-  The structure shall withstand a maximum static load Ensure mission execution T REQ-SYS-TEC-UNI-
5.3 factor of 3. 5.2
TEC-UNI-  The structure shall be able to withstand thermal loads ~ Expected operating conditions T REQ-SYS-TEC-UNI-
5.4 due to temperatures between 0 and 45 °C. from consultation with DSE 1.3
Group 13
TEC-UNI-  The structure shall withstand shock loads of 6.5 G. Compliance with launch and T REQ-SYS-TEC-UNI-
5.5 recovery loads. 3.4; REQ-SYS-TEC-
GRD-1.3
Swarm Performance
TEC- The swarm system shall be able to coordinate the Ensure precise navigation A,D,T REQ-STK-FB-1.1
SWM-1 movement of every airborne unit.
TEC- The swarm system shall calculate the optimal flight Ensure quick detection time to A, T REQ-STK-FB-1.2
SWM-1.1 path to ensure that 50% of wildfires are detected within  allow for fast response by the
15 minutes. Fire Brigade.
TEC- The swarm system shall create a sectorial division of ~Ensure effective swarm cover- D REQ-STK-FB-1
SWM-1.2 the area of interest based on the area’s risk. age
Ground System Performance
TEC-GRD- The ground system shall be able to support the Ensure effective and continuous A, D, I, REQ-STK-FB-1;
1 continuous operation of the swarm. operations T REQ-STK-LG-1
TEC-GRD- The system shall ensure that 25 units are airborne at  Ensure optimal swarm strategy A, T REQ-SYS-TEC-
1.1 all times during operations. SWM-1.1
TEC-GRD-  The launcher system shall be able to accelerate the UAV  Ensure that the unit is launched A, T REQ-SYS-TEC-UNI-
1.2 units up to 20 m/s. at a higher speed than the stall 1.6
speed
TEC-GRD-  The launcher and recovery system shall not exact load =~ Maximum load previously esti- D Midterm  Report,
1.3 of more than 6.5 G to the units during launch and mated from comparable deisgns Section 5.2.1
recovery.
TEC-GRD- The recovery system shall guarantee that the unit is  Ensure recovery of the units D REQ-SYS-TEC-
1.4 fully stopped in the recovery area. GRD-1
TEC-GRD- The recovery system shall guarantee that the unitis Reduce maintenance time, D REQ-STK-LG-2
1.5 recovered with minimal/no damage. downtime and costs
TEC-GRD- The entire ground system shall be transportable by  Improve adaptability and versa- D REQ-STK-LG-3
1.6 semi-truck. tility of system
TEC-GRD- The units shall be stored such that they are not Lifetime purposes I REQ-SYS-CON-
1.7 damaged. RSC-1.2
Operational Goals
Payload Sensors
OPS-PLD-  The monitoring units shall be able to collect sufficient Ensure effective monitoring A,D,T REQ-STK-FB-1
1 data for the mission’s success.
OPS-PLD-  The monitoring units shall detect wildfires witha3 m  Ensure effective monitoring D Consistency  with
1.1 resolution. REQ-SYS-OPS-PLD-
1.1
OPS-PLD-  The monitoring units shall collect all data required by ~ Ensure effective monitoring D CAWFE Model Re-
1.2 the CAWFE™ model with 3 m resolution. quirements
OPS-PLD-  The monitoring units shall be able to receive radio Ensure effective reception of T Standardised
1.3 transmissions from the firefighter units on the ground firefighter radio transmissions Firefighter = Radio
at any frequency within the 380-400 MHz range. Transmitters
OPS-PLD-  The monitoring units shall take sufficient data Ensure effective monitoring T REQ-SYS-OPS-PLD-
1.4 measurements to ensure continuous coverage of the 1;  REQ-SYS-TEC-

ground track.

UNI-1.1
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Table 50 — continued from previous page

ID [REQ- Requirement Rational Verifi- Traceability
SYS-...] cation
OPS-PLD-  The monitoring units shall be able to store 40 GB of  Ensure sufficient data handling A REQ-SYS-OPS-PLD-
1.5 on-board data. 1.2
Avionics Sensors
OPS-AVI-1  Each unit shall be able to measure all the state data  Ensure flight-worthiness T REQ-SYS-TEC-UNI-
required to allow for automatic flight. 1
Constraints
Safety
CON-SFT-  The individual system units shall perform the mission  Safety reasons D, T REQ-STK-WE-2,
1 safely. REQ-STK-LP-2;
CON-SFT-  The individual system units shall automatically avoid = Damage, safety, lifetime D REQ-STK- AT-1;
1.1 collision with stationary and dynamic obstacles. REQ-STK-WE-2,
REQ-STK-LP-2;
CON-SFT-  The system shall be able to operate in adverse weather = Ensure mission execution D REQ-STK-FB-2;
1.2 conditions.
CON-SFT-  The unit shall be able to relay its GCS position following  Vehicle recovery reasons T REQ-STK-LG-2;
1.3 an emergency landing,.
CON-SFT-  The system shall ensure the safety of its operators. Safety reasons D, I REQ-STK-FB-2;
2
CON-SFT-  Personnel shall be trained per EASA’s regulations on  Certification, Safety I REQ-SYS-CON-SFT-
2.1 medium-risk drone operations. 3;
CON-SFT-  The system units shall be lighter than 25 kg. Max mass to be carried by 1 T REQ-SYS-CON-SFT-
2.2 person 3;
CON-SFT-  The system shall not harm the environment. Environmental health LT REQ-STK-WE-2;
3
CON-SFT-  All flammable substances within the units shall be  Fire safety I REQ-SYS-CON-SFT-
3.1 encased in protective casings. 4;
CON-SFT-  The protective casings of flammable substances shall ~ Fire safety T REQ-SYS-CON-SFT-
3.2 withstand loads during all landing cases. 4;
CON-SFT-  The protective casings of flammable substances shall ~ Fire safety T REQ-SYS-CON-SFT-
3.3 contain the substance in case of ignition. 4;
CON-SFT-  All toxic substances within the units shall be encased  Environmental safety I REQ-SYS-CON-SFT-
3.4 in protective casings. 4;
CON-SFT-  The protective casing of damaging substances shall Environmental Safety T REQ-SYS-CON-SFT-
3.5 withstand loads during all operational cases. 4;
Resources
CON-RSC-  The project shall stay within the allocated budget. Profitability I REQ-STK-LG-2;
1
CON-RSC-  The marginal cost of one system shall not cost more  From Swarm Performance sec- I REQ-SYS-CON-
1.1 than $ 1.8 million. tion, half the cost of a surveil- RSC-1
lance aircraft (Competitor Com-
parison)
CON-RSC-  One system’s total operating cost shall not exceed $ From Swarm Performance sec- I REQ-SYS-CON-
1.2 650 per hour. tion, half the cost of operating RSC-1;
a surveillance aircraft (Competi-
tor Comparison)
CON-RSC-  The units shall promote ease of development with a  Risk Generated I REQ-SYS-CON-
1.3 modular design. RSC-1;
CON-RSC-  The project shall be completed within the set time. Unwanted costs D, I T REQ-SYS-CON-
2 RSC-1;
CON-RSC-  The manufacturing of one system shall not take longer =~ From Manufacturing Plan T REQ-SYS-CON-
2.1 than 8 weeks. RSC-1;
CON-RSC-  One system’s operational lifetime shall be at least 4 Maximise utility and RO, fol- D REQ-SYS-CON-
2.2 years. lowing the market analysis RSC-1; REQ-SYS-
RSC-1.1
CON-RSC-  The system shall be designed with existing technology.  Certified for safety, faster to I REQ-SYS-CON-
2.3 market RSC-1;
Legality
CON-LGL- The system shall comply to all certification require- Certification purposes I REQ-STK-AA-1;
1 ments.
CON-LGL- A special class type certificate shall be requested from  Certification purposes I REQ-SYS-CON-
1.1 the FAA under 14 CFR 21.17(b). LGL-1;
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ID [REQ- Requirement Rational Verifi- Traceability
SYS-...] cation
CON-LGL- The system shall comply with the special airworthiness  Certification purposes I REQ-SYS-CON-
1.2 criteria received from the FAA. LGL-1;
CON-LGL- The system’s production shall comply with local and  Ensure compliance with all laws I Local and Interna-
2 international legislation. tional Law
CON-LGL-  The manufacturing processes used for the system shall ~Ensure compliance with all laws I REQ-SYS-CON-
2.1 comply with local and international legislation. LGL-2
CON-LGL- The materials used for the system shall comply with  Ensure compliance with all laws I REQ-SYS-CON-
2.2 local and international legislation. LGL-2
CON-LGL- The materials used for the system shall not be listed in ~ Ensure compliance with all laws I REQ-SYS-CON-
2.3 the sanctioned materials list of the local government. LGL-2
CON-LGL- The system’s operations shall adhere to local and Ensure compliance with all laws I Local and Interna-
3 international legislation. tional Law
Sustainability
CON-STB-  The system shall meet the predetermined environmen- Environmental purposes LT REQ-STK-WE-2;
1 tal sustainability requirements. REQ-STK-GP-1
CON-STB- The system’s manufacturing process shall not include ~ Environmental purposes I REQ-SYS-CON-
1.1 any toxic materials. STB-1
CON-STB-  The system’s structure shall not include any compo- Environmental purposes I REQ-SYS-CON-
1.2 nents composed of toxic materials. STB-1
CON-STB- The system operations shall not produce more than = Necessary emission limit to T Midterm  Report,
1.3 93.8 kg of CO2 per year per system. positively offset the effect of Section 7.3
wildfires
CON-STB-  The delivery of the system to its operational location = Estimated CO2 emissions of T REQ-SYS-CON-
1.4 shall not produce more than 0.5 kg of CO2 per km. a shipment of 5 standardised STB-1
containers.
CON-STB-  For a unit MTOW < 25kg, the system units shall not ~ Wildlife Regulations T REQ-SYS-CON-
1.5a fly any closer than 600m to any known nesting spot of STB-1
protected bird species.
CON-STB-  For a unit MTOW > 25kg, the system units shall not ~ Wildlife Regulations T REQ-SYS-CON-
1.5b fly any closer than 2000m to any known protected bird STB-1
species nesting spot.
CON-STB- The end-of-life disposal procedure shall be able to Environmental purposes T REQ-SYS-CON-
1.6 recycle at least 90% of the materials. STB-1
CON-STB-  The system shall be designed for economic sustainabil-  Profitability D REQ-STK-LG-2
2 ity.
CON-STB-  The system shall be modifiable to reflect the changing  Stakeholder satisfaction D REQ-SYS-CON-
2.1 needs of the stakeholders. STB-2
CON-STB-  The system shall be modifiable to reflect the needs of Easy implementation in future =~ D REQ-SYS-CON-
2.2 different markets. STB-2
CON-STB-  The unit shall be inspectable. Mission Sustainability D REQ-SYS-CON-
2.3 STB-2
CON-STB-  The unit shall be maintainable. Mission Sustainability D REQ-SYS-CON-
24 STB-2
CON-STB- The system shall meet the predetermined societal Social impact D, T REQ-STK-LP-2
3 sustainability requirements.
CON-STB-  The system shall not fly above residential areas below  Social impact T REQ-SYS-CON-
3.1 an altitude of 30 m. STB-3; EASA
Regulations
CON-STB-  The system’s adoption shall be announced to the local ~ Social impact D REQ-SYS-CON-
3.2 public before operation. STB-3
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Table 48: Link Budget between Observational Drones

Crosslink (Tx Drone, Rx Drone)

Symbol Units Value
P_T Tx Power dBm 30.0
L_T,Line Tx Component Line Loss | dB -1.0
Transmitter GTT Tx Antenna Gain dB 7.2
L_T,Point Tx Pointing Loss dB -1.0
L_T.Radome | Tx Radome Loss dB 0.0
EIRP dBm 35.2
L_FS Free Space Loss dB -109.6
Propagation L P,Atm Atmospheric Absorbtion | dB 0.0
L_P,Precip Fire Attenuation Losses | dB -26.8
Total Propagation Loss dB -136.4
GR Rx Peak Antenna Gain dB 7.2
L_R,Polar Rx Polarization Loss dB -3.0
Receiver L R,Point Rx Pointing Loss dB -0.5
L_R,Radome | Rx Radome Loss dB 0.0
L_R,Line Rx Component Line Loss | dB -1.0
Effective Carrier Power dBm -98.6
kT Thermal Noise Density dBm/Hz | -174.0
BW Rx Noise Bandwidth dBHz 42.9
Noise P_TN Thermal Noise Power dBm -131.1
NF Rx Noise Figure dB 8.0
Effective Noise Power dBm -123.1
Available SNR dB 24.5
Summary Required SNR dB 15.0
Net Signal Margin dB 9.5
Crosslink (Tx Relay, Rx Relay)
Symbol Units Value
P_T Tx Power dBm 40.0
L_T,Line Tx Component Line Loss | dB -1.0
Transmitter GT Tx Antenna Gain dB 21.9
L_T,Point Tx Pointing Loss dB -3.0
L_T.Radome | Tx Radome Loss dB -0.5
EIRP dBm 57.4
LFS Free Space Loss dB -123.6
Propagation L_PAtm Atmospheric Absorbtion | dB 0.0
L_P,Precip Fire Attenuation Losses | dB -27.7
Total Propagation Loss dB -151.3
GR Rx Peak Antenna Gain dB 21.9
L_R,Polar Rx Polarization Loss dB -3.0
Receiver L_R,Point Rx Pointing Loss dB -3.0
L_R,Radome | Rx Radome Loss dB -0.5
L R Line Rx Component Line Loss | dB -1.0
Effective Carrier Power dBm -79.5
kT Thermal Noise Density dBm/Hz | -174.0
BW Rx Noise Bandwidth dBHz 68.5
Noise P_TN Thermal Noise Power dBm -105.4
NF Rx Noise Figure dB 8.0
Effective Noise Power dBm -97.4
Available SNR dB 17.9
Summary Required SNR dB 12.0
Net Signal Margin dB 5.9
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Uplink (Tx Drone, Rx Relay)

Symbol Units Value
P_T Tx Power dBm 27.0
L_T,Line Tx Component Line Loss | dB -1.0
Transmitter G.T Tx Antenna Gain dB 20.3
L_T,Point Tx Pointing Loss dB -3.0
L_T.Radome | Tx Radome Loss dB -0.5
EIRP dBm 42.8
L_FS Free Space Loss dB -112.1
Propagation L P,Atm Atmospheric Absorbtion | dB 0.0
L_P,Precip Fire Attenuation Losses dB -22.6
Total Propagation Loss dB -134.6
GR Rx Peak Antenna Gain dB 20.3
L_R,Polar Rx Polarization Loss dB -3.0
Receiver L R,Point Rx Pointing Loss dB -3.0
L_R,Radome | Rx Radome Loss dB -0.5
L_R,Line Rx Component Line Loss | dB -1.0
Effective Carrier Power dBm -79.0
kT Thermal Noise Density dBm/Hz | -174.0
BW Rx Noise Bandwidth dBHz 61.5
Noise P_TN Thermal Noise Power dBm -1124
NF Rx Noise Figure dB 8.0
Effective Noise Power dBm -104.4
Available SNR dB 254
Summary Required SNR dB 15.0
Net Signal Margin dB 10.4
Downlink (Tx Relay, Rx Drone)
Symbol Units Value
P_.T Tx Power dBm 27.0
L_TLine Tx Component Line Loss | dB -1.0
Transmitter GTT Tx Antenna Gain dBi 20.3
L_T,Point Tx Pointing Loss dB -3.0
L_T,Radome | Tx Radome Loss dB -0.5
EIRP dBm 42.8
L_FS Free Space Loss dB -112.1
Propagation L_PAtm Atmospheric Absorbtion | dB 0.0
L_P,Precip Fire Attenuation Losses | dB -22.6
Total Propagation Loss dB -134.6
GR Rx Peak Antenna Gain dBi 15.9
L_R,Polar Rx Polarization Loss dB -3.0
Receiver L_R,Point Rx Pointing Loss dB -3.0
L_R,Radome | Rx Radome Loss dB -0.5
L R,Line Rx Component Line Loss | dB -1.0
Effective Carrier Power dBm -83.4
kT Thermal Noise Density dBm/Hz | -174.0
BW Rx Noise Bandwidth dBHz 41.1
Noise P_TN Thermal Noise Power dBm -132.8
NF Rx Noise Figure dB 8.0
Effective Noise Power dBm -124.8
Available SNR dB 414
Summary Required SNR dB 15.0
Net Signal Margin dB 26.4
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Table 49: Link Budget between Relay Drone and Ground Control Unit

Uplink (Tx Ground, Rx Relay)
Symbol Units Value
P.T Tx Power dBm 30
L_T,Line Tx Component Line Loss dB -3
Transmitter G.T Tx Antenna Gain dBi 26.2
L_T,Point Tx Pointing Loss dB -4
L_TRadome | Tx Radome Loss dB 0
EIRP dBm 49
L_FS Free Space Loss dB -120
Propagation L P,Atm Atmospheric Absorbtion dB 0
L_PPrecip Fire Attenuation Losses dB -31
Total Propagation Loss dB -151
GR Rx Peak Antenna Gain dBi 21.9
L_R,Polar Rx Polarization Loss dB -3
L_R,Point Rx Pointing Loss dB -3
Receiver L_R,Radome | Rx Radome Loss dB -0.5
L_R,Line Rx Component Line Loss dB -1
L R,Spread | Spreading Implementation Loss | dB 0
Effective Carrier Power dBm -87
kT Thermal Noise Density dBm/Hz | -173
BW Rx Noise Bandwidth dBHz 37
Noise P_TN Thermal Noise Power dBm -135.9
NF Rx Noise Figure dB 15
Effective Noise Power dBm -121
Available SNR dB 34
Summary Required SNR dB 12
Net Signal Margin dB 22
Downlink (Tx Drone, Rx Relay)
Symbol Units Value
P.T Tx Power dBm 30
L_T,Line Tx Component Line Loss dB -1
Transmitter G.T Tx Antenna Gain dBi 21.9
L_T,Point Tx Pointing Loss dB -0.5
L_TRadome | Tx Radome Loss dB -0.5
EIRP dBm 50
L_FS Free Space Loss dB -120
Propagation L_P,Atm Atmospheric Absorbtion dB 0
L_PPrecip Fire Attenuation Losses dB -31
Total Propagation Loss dB -151
GR Rx Peak Antenna Gain dBi 26.2
L_R,Polar Rx Polarization Loss dB -3
L_R,Point Rx Pointing Loss dB -1
Receiver L_R,Radome | Rx Radome Loss dB -0.5
L_R,Line Rx Component Line Loss dB -1
L R,Spread | Spreading Implementation Loss | dB 0
Effective Carrier Power dBm -80
kT Thermal Noise Density dBm/Hz | -173
Noise BW Rx Noise Bandwidth dBHz 63
NF Rx Noise Figure dB 8
Effective Noise Power dBm -102
Available SNR dB 22
Summary Required SNR dB 15
Net Signal Margin dB 7
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