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Abstract

This thesis presents a novel approach to optimize execution strategies in the Foreign
Exchange Spot Market, focusing on the application of data-driven methodologies and
stochastic modeling. It begins by proposing a new measure to evaluate the limit order
book volume imbalance, which considers multiple price levels and their weighted im-
pact on market predictions. Then the research employs a combination of convolutional
neural networks and long short-term memory models to analyze the limit order book
data and its imbalances, i.e. the previously introduced limit order book volume imbal-
ance and the order flow imbalance, which takes into consideration their time evolution.
This methodology allows for the exploration of price movements and the identifica-
tion of optimal execution strategies by predicting future mid-price movements, which
are embedded in the drift term of the stochastic model. The findings indicate that the
developed models outperform traditional strategies by adapting more effectively to mar-
ket dynamics. Further, this work develops a backtesting environment that simulates
market conditions to empirically validate the effectiveness of the proposed strategies
against historical data. The results demonstrate a superior performance in terms of
profitability and cost-efficiency compared to traditional models that do not utilize the
drift term from predictive analytics in their stochastic model of the mid-price. Future
work may extend these methodologies to other financial markets and explore prediction
models that include the influence of multiple assets.

Keywords: FX Spot Market, Algorithmic Trading, Stochastic Modeling, Deep Learn-
ing, Optimal Execution Strategy.
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1 Introduction

Algorithmic trading represents a significant advancement in the financial markets, uti-
lizing complex algorithms to execute trades at high speeds and with great efficiency.
This method uses advanced mathematical models and vast computational resources,
enabling traders to execute large volumes of orders at very fast speeds. Such capabil-
ities are very important in modern finance, as they help to minimize costs, maximize
efficiency, and improve the overall timing and precision of trades.

Due to its versatility, algorithmic trading can be applied across various markets, in-
cluding the Foreign Exchange (FX) market. The FX market is the global marketplace
for trading national currencies against one another and is the world’s largest financial
market, with daily turnovers of approximately $7.5 trillion [3]. It operates 24 hours a
day across various international time zones, facilitating continuous trading activities.
Unlike other financial markets, FX has no centralized physical location; trading is con-
ducted mainly electronically over-the-counter (OTC), which means that all transactions
occur via computer networks among traders globally. Trades in this market are settled
“on the spot”.

Many companies engage in FX trading not only for speculative investment but
also for essential risk management and operational purposes. For example, MN, the
company collaborating in the research for this thesis, is a leading Dutch asset man-
ager for pension funds which manages assets worth 147 billion euros ([23]) and invests
internationally, necessitating currency conversions into euros, U.S. dollars, among oth-
ers. These trades typically occur in the FX spot market and are often facilitated by
banks which charge a fee. To reduce costs and gain more control over trades, MN
has developed ALGO, an automated system that executes trades algorithmically and
autonomously on the FX spot market, enhancing its competitive edge and prestige.

The purpose of this thesis is to find an optimal execution strategy by predicting the
movement of the mid-price of an asset based on imbalances in the limit order book. The
theoretical strategy will be tested on real-world data, the FX Spot Market data, on the
exchange euro-dollar (EUR/USD). This strategy will ultimately be used by MN to op-
timize the execution of ALGO’s trades. This objective and its underlying methodology
will be explained in more detail in the subsequent sections. This chapter is structured
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1. INTRODUCTION

in the following way: first, Sections 1.1, 1.2 and 1.3 will introduce fundamental concepts
necessary for understanding the topic of the thesis and its context. Then, in Section 1.4
the purpose of this thesis will be clearly defined, followed by Section 1.5 that analyzes
various approaches in the literature. Finally, the major contributions of this thesis will
be presented in Section 1.6, followed by an overview of the thesis structure in Section
1.7.

1.1 Algorithmic Execution and Algorithmic Trad-
ing

With the development of increasingly advanced technologies, the financial sector is wit-
nessing a growing prevalence of algorithmic trading. This form of trading utilizes com-
putational algorithms and mathematical models to execute orders. These algorithms
operate at high speeds, making decisions based on various factors such as volatility and
market conditions. They enable rapid and quantitative decision-making without rely-
ing on human capabilities and judgments. Nowadays, these algorithms are employed
by various market participants, including individuals, companies, and institutions. The
Dutch Authority for Financial Markets (AFM) distinguishes between two key terms:
algorithmic trading and algorithmic execution [16].

Algorithmic trading refers to the use of computer algorithms to automate the
entire trading process. These algorithms analyze vast amounts of market data to iden-
tify trading opportunities, make decisions, and execute trades based on predefined rules
and parameters. The primary goal of algorithmic trading is to enhance trading effi-
ciency, improve profitability, and manage risk by removing human emotion and bias
from trading decisions. This form of trading encompasses a wide range of strategies, in-
cluding trend following, statistical arbitrage, market making, and momentum trading,
each designed to exploit specific market conditions and inefficiencies.

Algorithmic execution, on the other hand, focuses on the optimal execution of
large orders. It is particularly important for institutional investors and large traders
who need to buy or sell substantial quantities of assets without causing significant price
disruptions. Execution algorithms are designed to break down large orders, the parent
orders, into smaller, strategically timed trades, called child orders, that can be executed
over a specified period or based on certain market conditions. The primary objective of
algorithmic execution is to achieve the best possible execution price while minimizing
slippage and market impact. Common execution algorithms include VWAP (Volume
Weighted Average Price), TWAP (Time Weighted Average Price)1, and implementation

1The Time-Weighted Average Price (TWAP) strategy is a trading algorithm used to execute large
orders over a specified time period. It aims to minimize market impact by breaking down large orders
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1. INTRODUCTION

shortfall strategies.
The focus of our research will be on algorithmic execution of child orders, since we

are not interested in exploiting arbitrage opportunities or engaging in high-frequency
trading. This is also the objective of MN.

1.2 The Limit Order Book
We mentioned that we will use the limit order book. This is central to our thesis, and
in this section we are going to explain what it is and how it works. The Limit Order
Book (LOB) is a system used by trading venues for organizing buy and sell orders of
a particular asset from participants in a market. The LOB displays orders with prices
and quantities: orders to buy are called bids and orders to sell are called asks. This
system plays a crucial role in the functioning of electronic financial markets, providing
a transparent mechanism for price discovery. Within it, there are two distinct types of
orders that an agent can choose to adopt: limit orders and market orders.

Definition 1.2.1 (Limit Order). Limit orders (LOs) are instructions to buy or sell a
specific quantity of an asset at a specified price or better. They are added to the LOB
and executed when the market price reaches the order price, offering traders control
over the price at which they trade. Limit orders, or resting orders, are GTC (Good ’Til
Canceled), meaning that are a type of order that remains active until either the order
is canceled or filled.

Definition 1.2.2 (Market Order). Market orders (MOs) are instructions to buy or
sell an asset immediately at the best available current price. They do not specify a
price and are executed against the best available limit orders on the opposite side of
the book. Market orders are IOC orders (Immediate Or Cancel orders), meaning that
they will execute all or part of the order immediately, and then any part unfilled ill be
cancelled.

The primary difference between limit and market orders lies in the execution and
price. Limit orders control the price but may not execute immediately, while market
orders execute immediately but do not control the price, potentially leading to signif-
icant price slippage in fast-moving markets. It is important to note that, in general,
market orders are considered aggressive orders because they are executed immediately
and consume liquidity. In contrast, limit orders are typically more passive and provide
liquidity to the market. When choosing to use a limit order, there is no certainty that
it will be executed, and if it is, the timing of the execution is unknown. Therefore,

into several smaller ones, each priced near the TWAP.
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1. INTRODUCTION

Figure 1.1: Limit Order Book representation. The price levels are denoted as Bi and
Ai and their corresponding volume is represented by V i

B and V i
A. [from [21], p.369]

using a limit order requires a careful trade-off between the execution time and the best
possible price that can be obtained.

For instance, if we consider a sell limit order, the more aggressive it will be, i.e. the
closer it is to the best bid, the higher the probability that it will be executed. However,
this also implies that it will be executed at a less favorable price. On the other hand,
if the limit order is more passive, positioned deeper within the limit order book, it
may yield higher profits if executed, but the probability of execution decreases. Indeed,
market orders are always matched with limit orders at the best possible price. This
consideration is very important for our thesis.

As we can understand, the limit order book is the collection of all outstanding limit
orders at a given moment. All the buy limit orders are collected on the bid side, while
the sell limit order are collected on the ask side. However, this limit order book is
in constant change: it changes whenever a new order is added, or an existing order
is canceled or modified. These changes can occur within just a few milliseconds. A
representation of the limit order book is provided in Figure 1.1.

In Figure 1.1 B1 and A1 denote the Best Bid and Best Ask, defined as:

Definition 1.2.3 (Best Bid). The Best Bid B1 in a limit order book is the highest
price for which a buy limit order is submitted.

Definition 1.2.4 (Best Ask). The Best Ask A1 in a limit order book is the lowest price
for which a sell limit order is submitted

4



1. INTRODUCTION

In the limit order book, there will be different prices that ask limit orders (and
respectively buy limit orders) can have. These are called levels, and the first level
corresponds to the lowest (and respectively, highest) price, which is the one closest to
the mid-price (so, the Best Ask and Best Bid). Each price further away is one more
level.

Definition 1.2.5 (Ask and Bid Price at level l). The Ask (or Bid) price at level l,
denoted by Al (or Bl) is the price of the ask (or bid) limit orders at level l.

The difference between the Best Ask and the Best Bid is called Spread S:

Definition 1.2.6 (Spread). The spread S in a limit order book is the difference between
the Best Ask and the Best Bid (S = A1 − B1). It is an indicator of the liquidity and
volatility of the asset; a narrower spread often indicates high liquidity and low volatility.

Moreover, the average of the Best Ask and Best Bid is called Mid-Price:

Definition 1.2.7 (Mid-price). The mid-price M is calculated as the average of the
Best Bid and the Best Ask (M = A1+B1

2
). It represents a theoretical price of the asset

if one were to average out the highest price someone is willing to pay and the lowest
price someone is willing to sell.

Several methods exist for computing this quantity, such as incorporating multiple
levels of the LOB or calculating a weighted average of these levels. We selected this
particular method due to its simplicity and prevalent usage in the literature [9].

The smallest increment that a price can have is called tick size. In the case of FX
Spot Market for the EUR/USD currency rate, this corresponds to 0.00001, i.e. 10−5.

1.3 Trading Venue
Most of the currency exchanges (or in general, trades) take place in specific systems
known as trading venues. The European Securities and Markets Authority (ESMA)
describes a trading venue as a system where multiple third-party interests in buying
and selling financial instruments converge [15]. This system is managed by either an
investment firm or a market operator. Essentially, a trading venue is a place where
purchase and sale orders for a financial instrument find their match.

Trading venues play a crucial role as they offer a centralized place where trades
can be executed in a (hopefully) fair and efficient way, bringing together buyers and
sellers. Key characteristics of a trading venue include its trading regulations, cost
structure, transparency, and accessibility. Trading regulations outline the procedures
for executing trades on the platform, encompassing order types, execution methods,

5



1. INTRODUCTION

and transparency before and after the trade. The trading venue imposes fees for using
the platform, which may consist of transaction fees, listing fees, and membership fees.
Transparency is a significant aspect, ensuring that market participants have access to
pertinent market information, such as trade prices and volumes. Lastly, accessibility
pertains to the ease with which various types of market participants can access the
trading venue, influencing the market’s liquidity and efficiency.

Thanks to MN we have been provided with the limit order book data from two
different venues (that we will denote as Venue1 and Venue2) of the FX Spot Market.
This data will be used to conduct our research.

1.4 Problem Description and Main Concepts

Now that we have introduced all the fundamental concepts necessary to understand the
research question of this thesis, we will now explain it in more detail. The aim of this
thesis is to find an optimal execution strategy. This will be used by MN, which has
developed, as previously mentioned, ALGO, an automatic execution algorithm for the
FX Spot market. The strategy will be found primarily by predicting how the exchange
price evolves based on the imbalance information of the limit order book, and based on
that, optimizing the execution. In particular, we will also focus on the aggressiveness
of the order. To understand the idea of this thesis more intuitively, we present an
example: if, for instance, we want to post a sell limit order, and we know based on the
forecasts that the mid-price will rise, then we want our order to be more passive, i.e.,
with a higher price, in order to wait for the mid-price to rise and come in our favor. If,
on the other hand, based on the forecasts we expect the mid-price to fall, then we want
our limit order to be more aggressive (and therefore submitted with a lower price), in
order to execute the order as soon as possible and avoid the mid-price moving away
from us, causing a loss of money.

We will focus on EUR/USD as an example, as the methodology is completely gen-
eralizable. Moreover, given that we have data from two different venues, we will also
investigate whether these venues have a reciprocal predictive effect. In other words, we
will study if it’s possible to use the limit order book data from one venue to make more
accurate predictions about the mid-price movement of the other.

An important factor to consider is the time required for the strategy to identify
the optimal execution strategy. Given that we are operating within a financial market,
it is important that the strategy is capable of quickly determining the optimal price.
This rapid response is essential to prevent market changes that could make previously
information obsolete, thus potentially diminishing the strategy’s effectiveness.
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1.5 Literature Review
Our research problem is divided into two distinct phases. The first phase involves study-
ing predictive models capable of forecasting the movement of the mid-price, specifically
attempting to forecast whether, in a future interval, the mid-price will increase or de-
crease, and by what margin. The second phase addresses the problem of finding an
optimal execution strategy.

1.5.1 Predictive Models
Many models have been proposed to predict future movements of the mid-price in order
to quantify returns. Many of these methods consider data from the limit order book,
and in particular, attempt to use the imbalances from these limit order books to make
predictions.

Imbalances in the LOB can be measured in various ways. [6] measure it as the
difference in volumes between ask and bid, focusing only on the first level. This is then
stochastically modeled and incorporated into the overall model of mid-price movement
dynamics. Other research, like [11], [5], [7] or [20], focuses not only on the momentary
difference in volumes but also on its temporal evolution, thereby considering the Order
Flow Imbalance (OFI). In our research, we will use both modalities and compare them.
In addition, we will also include the use of multiple levels, as also done by [11], where
multiple levels of the limit order book are taken into account and aggregated together
through the use of Principal Component Analysis (PCA) (PCA is a statistical technique
that reduces the dimensionality of data by identifying the principal components that
capture the most variance in the data (Appendix A)), or as [31], where the OFI for
multiple levels is also defined here.

Once we have defined how to measure LOB imbalances, many researches have tried
to use them to predict mid-price movement, i.e. the impact that the OFI or vol-
ume imbalances have on the mid-price. A significant research is [11], which examines
the predictive capabilities of OFIs in forecasting future movements of the mid-price
in equity markets. Their innovative approach integrates OFIs from multiple levels of
the LOB into a single composite variable using PCA, termed the integrated OFI. This
methodology provides a more accurate understanding of mid-price dynamics than mod-
els relying solely on top-level data, as proved by [11]. The authors study mid-price and
cross-impact models, which assess how the order flow in one asset influence mid-prices
in other assets within the same market. Structurally, their model resembles a regres-
sion framework where the dependent variable, the mid-price movement, is modeled as a
function of both own-asset and cross-asset OFIs. This approach allows them to evaluate
the contemporaneous and predictive impacts of order flows, comparing models where
only the OFIs of one asset are considered, with models where multiple assets are in-
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cluded. We will draw inspiration from their models, but instead of applying them across
different assets, we will apply them to the order flow imbalances of limit order books
from different venues within the same market (the FX Spot market). Additionally, we
will extend their models by incorporating a new measure of volume imbalance.

In a very similar way, [5] also attempts to utilize order flow in their predictions. As
[11], it incorporates OFI in the prediction of mid-price movement through a regression,
and it studies the cross effect given by the influence of other assets. However, it does
not aggregate multiple levels of the LOB together, unlike [11]. Both these researches
explore the concept of cross-impact models within their framework. These models
examine how order flows in one asset could potentially affect mid-prices in another, a
hypothesis they test by including cross-impact terms in their regression model. The
findings of [5] suggest that while the OFI significantly enhances model accuracy for
predicting mid-price movements, the inclusion of cross-impact terms does not contribute
substantially more beyond what the OFI offers. This indicates that their regression
model, by effectively utilizing order flow data, can capture essential market dynamics
without necessarily relying on the more complex cross-impact parameters. On the other
side, [11] concludes that including the cross impact effect instead improves prediction
capabilities.

Another example where regression models are used to predict mid-price movements
using OFI, is [31], where it also proves the importance of including multiple levels of
the limit order book for predictions. [31] utilizes the OFI from multiple levels and
integrate all these into the prediction model, rather than using only the first level.
Unlike [11], where OFIs from multiple levels are aggregated using PCA, in [31] they are
all used independently in the regression model as parameters. The authors apply, as
[11], both ordinary least squares (OLS) and Ridge regression techniques to empirically
fit a linear relationship between MLOFI and contemporaneous changes in mid-price.
Their findings demonstrate that incorporating order flow data from deeper in the LOB
significantly improves the out-of-sample goodness-of-fit of their models.

All these approaches propose more “statistical” methods for making predictions.
Another approach that has proven to be very efficient in the literature is the use of
deep learning, which leverages complex neural network architectures capable of cap-
turing non-linear relationships and patterns in data that are often not apparent or are
too intricate for traditional models. This ability makes deep learning particularly ef-
fective in predicting the mid-price of financial assets, where mid-price movements can
be influenced by multiple, interrelated factors operating across different time scales.
[20] studies the application of deep learning techniques to predict high-frequency stock
returns using data from the LOB. They specifically employ a variety of deep learning
architectures, including Long Short-Term Memory (LSTM) networks, to analyze order
flow imbalances and their predictive power on stock mid-prices at multiple time hori-
zons. The authors demonstrate that deep learning models, particularly those trained on
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more granular and refined inputs such as order flow data rather than direct order book
states, significantly outperform traditional statistical and machine learning models. By
employing Convolutional Neural Network (CNN) networks, they are able to aggregate
data together and find a measure of imbalance, and by using LSTM networks, they
capture the temporal dependencies inherent in order flow data, which proves crucial
for accurately forecasting future mid-price movements. The paper not only tests these
models against traditional benchmarks but also investigates the predictive power of
models over several time horizons.

Another interesting research utilizing LSTM is that of [32]. The authors propose
a sophisticated method utilizing Deep Neural Networks (DNNs) for predicting stock
mid-prices. The paper elaborates on how deep learning, specifically through the use of
LSTM networks, can be leveraged to improve the accuracy of predicting stock mid-price
movements. Unlike [20], [32] does not aggregate data using CNNs; however, both use
LSTM networks. LSTMs are capable of capturing temporal dependencies, which are
crucial for analyzing financial markets. The authors compare their DNN-based model
with traditional prediction models and demonstrate superior performance in terms of
prediction accuracy and reliability. In our research, we will also employ DNN models,
using both CNNs and LSTM networks together. Additionally, we will explore extending
these models to incorporate data from multiple LOBs simultaneously.

1.5.2 Optimal Execution
Over the past few decades, there has been extensive research on how to optimally
execute trading strategies, with the goal of optimizing order execution for greater profit.
In order to solve this problem, a multitude of factors are considered, such as historical
stock prices and various market conditions. Traditionally, researchers employ stochastic
models for the dynamics of stock prices. These models are subsequently calibrated
using available data. Within this framework, once the model has been established,
achieving an analytical solution to the optimization problem is highly challenging due
to the complexities of the models employed. In the few instances where such a solution
is feasible, stochastic optimal control techniques are utilized. Otherwise, numerical
computational methods are adopted to to find the optimal execution strategy. The
pioneers of this topic were [2], and [4], who laid the foundation for many subsequent
studies. They assumed the price movements follow a geometric Brownian motion. Since
then, research on this topic has increased. Research on optimal execution has been
conducted using market orders ([6], [7]), limit orders ([27] , [9], [12]), and combinations
of both ([8], [18]). We will focus in our research only on the placement of limit orders,
based on the setup described in [8].

Some studies, such as [8] or [18], do not incorporate signals from the LOB into
their models for additional insights on mid-price movements. [8] presents an optimal
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execution strategy that integrates both limit and market orders to enhance trading
efficiency. Using a stochastic model to describe the dynamics of mid-price movements,
and assuming that the market orders arrive following an independent Poisson process,
the authors develop a strategy for executing large orders while considering constraints
on order volume and depth. In our thesis, we will take their stochastic market modelling
setup and adapt it to the use of limit orders only. Similar to [8], [18] also includes the
possibility of utilizing both limit and market orders. However, it focuses on modeling
the spread as a continuous-time Markov chain, and it is on this model that the decision
to use limit or market orders is based. The optimal control problem is resolved using
dynamic programming methods, as in our case.

Other research includes information from the LOB, such as Order Flow or Volume
Imbalance, within the stochastic model. This addition provides significant insights
that prove crucial for developing execution strategies: [6] employ stochastic models to
describe the dynamics of the limit order book, incorporating the volume imbalance
of the LOB into their considerations. This is not calculated deterministically, but is
modelled with stochastic models, using jump processes. This complexity precludes an
analytical solution to the problem. However, our model enables an analytical approach
by integrating signals, including volume imbalances, from the LOB. In a similar way,
[7] develops a strategy to find the optimal speed for market orders, incorporating the
order flow of market orders within the stochastic model. Unlike our research and [6],
they do not look at the volume imbalances of the LOB, but only at the frequency of
other market orders, studied as order flow and modelled stochastically.

An alternative approach to addressing the optimal execution problem involves the
application of Reinforcement Learning (RL) or Deep Reinforcement Learning (DRL)
methodologies. These techniques enable an agent to learn an optimal behavior through
iterative trial-and-error interactions within a dynamic environment, under the guid-
ance of a reward feedback system. Stochastic models often cannot fully represent the
complex dynamics of the limit order book, leading to necessary assumptions for solving
optimal execution problems. RL methods can better approximate these complexities
but face challenges like high computational costs and the need for detailed hyperpa-
rameter tuning. One of the most popular RL algorithm is Q-learning [30], that learns
the quality of actions, indicating how beneficial they are for an agent to perform under
specific circumstances. It iteratively updates these quality values, known as Q-values,
using the Bellman equation until it finds an optimal policy, which guides the agent to
choose the action that maximizes the expected reward for each state. [25] adapted the
Q-learning technique to better address the optimal execution problem. They achieved
this by employing a DNN to estimate the Q-function, which is integral to Q-learning.
The developed model is a fully connected Neural Network trained using Double Deep
Q-Learning that takes into consideration the current state of the limit order book. This
technique is applied to nine different stocks and the results show that it outperforms

10



1. INTRODUCTION

TWAP on seven out of nine stocks. Also [10] employ in their research RL to address the
optimal execution problem, with a particular focus on Double Deep Q-Network learning
and a novel variant of the reinforced deep Markov model. These models are utilized to
devise an optimal trading strategy for a FX triplet. A similar approach was used by
[14], who leverage RL to identify a strategy for pairs trading, a strategy that matches
a long position with a short position in two highly correlated stocks, anticipating that
any divergence in their price movements will eventually converge.

1.6 Main Contributions

This thesis, a collaborative research effort between TU Delft and MN, makes a sub-
stantial contribution to the scientific literature on these topics: firstly, it proposes a
new way of measuring the volume imbalance of the limit order book by incorporating
weighted deeper levels of the limit order book, not just the first. Additionally, using the
concept of order flow imbalance, it extends existing methods to predict the evolution
of an asset’s price: in particular, it proposes an innovative new method based on deep
learning models that evaluates whether considering multiple assets (or venues) in our
predictions can enhance the accuracy of our forecasts. Moreover, the most significant
contribution of this thesis is to incorporate these predictions into a stochastic model
where the forecast is used as the drift of the price dynamics, and with techniques of
stochastic optimal control, it defines an optimization problem whose solution (found
analytically, and therefore can be computed more rapidly) provides a new and inno-
vative execution strategy. All this will then be trained and simulated (on a market
simulator created by the authors as backtesting environment) on real and historical
data from two venues of the FX Spot market, focusing on the Euro-Dollar exchange.
We focus only on this exchange because the methodology is the same for all currency
exchanges. Moreover, we consider two venues because these are the data we have avail-
able; however, all methods developed and researched in this thesis are extendable to
different venues (or even different assets). The results are promising and show that our
novel execution strategy allows orders to be executed with a higher profit compared to
the strategy that does not include the predictions as a drift term. This approach makes
this research highly versatile, and an excellent starting point for new future studies.
All data analysis, model implementations, simulations, and other computational tasks
within this thesis were conducted using Python.
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1.7 Structure
The structure of this thesis is as follows. In this chapter (Chapter 1) we introduced
the central theme of the thesis, discussing key concepts necessary for understanding
the topic and reviewing the principal scientific research available in the literature. In
Chapter 2, we will continue with the description of the dataset and we will give some
visualizations in order to understand how it is structured. Then, in Chapter 3, we
define what constitutes a volume imbalance in the limit order book and explore meth-
ods for measuring it. We also present empirical evidence demonstrating the utility of
these imbalances in predicting future returns. Subsequently, the research continues
with Chapter 4, which introduces another commonly used method for measuring LOB
imbalances (the Order Flow Imbalance) and discusses methods for predicting the fu-
ture return of the exchange price. These method are the forward-looking price impact
model and the Order-Flow-CNN-LSTM model. Following that, Chapter 5 introduces
the stochastic model to describe the dynamics of the mid-price and the market., and
later it defines and solves the stochastic optimization problem in order to derive the op-
timal execution strategy. Finally, Chapter 6 provides empirical simulations that apply
these execution strategies to real data, comparing their performance against benchmark
strategies. The thesis concludes with Chapter 7, where we summarize the findings and
discuss their implications and potential for future research.
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2 Preliminary Data Analysis

In this chapter, we will conduct a comprehensive analysis of the available data. We will
describe the dataset’s structure and characteristics, and illustrate its features through
visualizations. Specific days or time intervals will be selected randomly from our dataset
to serve as examples in our visualizations.

2.1 The Dataset
Let us start by discussing the available dataset and its structure. As already mentioned,
the dataset we are considering has several features: first of all, each row indicates an
update of the LOB. Each time a limit order is posted, executed, modified, or cancelled,
the LOB will update, and therefore a new row of the dataset will be created with the
new information (including also the time when this update occurs). The columns we are
considering are shown in Table 2.1, along with an explanation of what they represent
and what type of objects they are in Python. The name of the columns will also be the
notation that we will use in our research.

It is important to note that our dataset offers five levels, namely i ∈ {1, ..., 5}, and
thus we will have five different levels in the ask side, and five different levels in the bid
side. This will also be the reason why in the course of our research we will consider only

Column Description Data Type
T Time of update of the LOB Datetime
Ai Ask price of level i Float
V i
A Volume of Ai Int

Bi Bid price of level i Float
V i
B Volume of Bi int
S Spread Float
M Mid-Price Float

Table 2.1: Description and data type of the columns of the dataset available
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2. PRELIMINARY DATA ANALYSIS

the first five levels of the LOB, as they are the only ones we have available. However, all
the theoretical modeling we will carry out is generalizable to a different number of levels.
Moreover, we have access to two different LOBs, since we have data from two different
venues. Given the significant disparity in the values of these features, standardization
becomes a crucial step to ensure comparability and to train models. We employ the
min-max normalization technique for this purpose, which is mathematically represented
as:

Xstand =
X −min(X)

max(X)−min(X)
. (2.1)

Finally, the outliers have been removed using the Z-score method [24]. The Z-score
method is a statistical technique used to identify outliers within a dataset by measur-
ing the distance of each data point from the mean in terms of standard deviations.
Mathematically, the Z-score of a data point xi is calculated using the formula:

Zi =
xi − µ

σ
(2.2)

where xi is the value of the data point, µ is the mean of the dataset, and σ is the
standard deviation of the dataset. The Z-score indicates how many standard deviations
a data point is from the mean. Data points with a Z-score beyond a specified threshold
(for our research, we used the score ±12) are considered outliers.

2.1.1 Visualizations
Our analysis continues with an examination between the euro-dollar exchange rates at
two distinct venues, Venue1 and Venue2. Our focus will be on the progression of mid-
prices at both venues, which will be represented through comparative plots (differences
in mid-prices, logarithmic returns and their differences).

In the course of this thesis, we will use log returns due to their advantageous proper-
ties, such as ease of summation, and because they are commonly used in the literature
to measure returns [11].

Definition 2.1.1 (Log Return). Let {Mt}t∈Z be the time series of the mid-price of an
asset. The log return Rt at time t is defined as

Rt = log
Mt+1

Mt

.

Clearly, the definition of log return can be tailored based on the future interval
under consideration: for instance, potential values of t could be represented by each
possible update of the LOB, or the state of the LOB at every predefined time interval,
such as 50ms.
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2. PRELIMINARY DATA ANALYSIS

Our exploration starts with an examination of mid-price movements. Specifically,
Figure 2.1 shows the fluctuations in the mid-price at the Venue1 for the euro-dollar
exchange (EUR/USD) over an interval of 20 minutes of the day September 14th, 2023.
This visualization serves as a representative example of the dynamics we are studying.
As we can see, the time series moves quite randomly, although there are trends (for a
while it is up, and then it goes down)

Mid-Price Venue1 EUR/USD

Figure 2.1: Mid-price movements, Venue1, EUR/USD, for a time interval of 20 minutes
(September 17th, 2023).

Let us now compare the mid-price of both venues simultaneously: Figure 2.2 presents
the movements of mid-prices for both Venue1 and Venue2 for an interval of one entire
day (January 17th, 2024). The movements appear to be nearly identical and follow the
same trend, going to indicate that the price differences between the different venues
are very small, not perceptible through plots. The observed similarity between venues
suggests that data from one could potentially be used to predict future returns in the
other, indicating that certain information may be anticipated earlier in one venue than
another, and that is also what we will try to investigate in this thesis. This insight could
be advantageous for enhancing predictive models and refining execution strategies.

Our analysis continues with an examination of the differences in the mid-prices from
the order books of both venues. This comparison is shown in Figure 2.3.

Let us now look at the log-returns and their difference, to see how they behave.
Figure 2.4 shows the difference in log returns between Venue1 and Venue2 for a time
interval of 20 minutes (again, from September 14th, 2023), taken as an example.

As we can see, in both plots the values vary around zero, symmetrically and fairly
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Venue2

Venue1

Figure 2.2: Mid-price movements Venue1 and Venue2, EUR/USD, for a time interval
of January 17th, 2024.

Difference of Midprice Venue1 - Venue2

Figure 2.3: Difference of mid-prices Venue1 - Venue2, EUR/USD, for a time interval of
one day (January 17th, 2024).

consistently. This means that there does not appear to be one venue that is always
ahead of the other (in which case, we would have had that perhaps the values were
always positive or negative).

Finally, we will now show the different values that the column Spread have in a
dataset that include a randomly constructed week. This week is created by selecting five
days from different weeks and combining them to form a generic week without specific
trends. This approach ensures generality of the results and avoids the computational
burden of a larger dataset. The days taken into considerations are: January 17th, 2024;
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Time

Difference

Figure 2.4: Difference of log returns Venue1 - Venue2, EUR/USD, for a time interval
of 20 minutes (September 17th, 2023).

February 19th, 2024; March 5th, 2024; April 26th, 2024; May 16th, 2024. This is shown
in Figure 2.5 (for Venue1) and Figure 2.6 (for Venue2). As we can see, in Venue1 the

Figure 2.5: Values of Spread for Venue1 Figure 2.6: Values of Spread for Venue2

majority of the spread values are 3, 4, or 5 ticks for Venue1, while for Venue2 they are
6 or 7 ticks. This is also due to the fact that Venue1 has more updates and seems to
have more liquidity. In fact, if we look at the number of updates of the two venues for
this randomly selected week, we have that Venue1 has 6223678 rows, while Venue2 has
1389827 rows, so, Venue1 has around 4.5 times the number of rows of Venue2.
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3 Limit Orderbook Volume Imbal-
ances

The Limit Order Book is an indispensable resource in the research of trading strategies,
given its capacity to provide a real-time representation of market participants’ intent
to transact a specific asset at various prices. This feature of the LOB makes it a rich
source of information for predicting imminent price movements.

One of the most studied metrics within the LOB to capture market sentiment is
the limit order book volume imbalance, which is a measure of difference between the
quantity of buy and sell orders at a specific price level. This metric serves as an
indicator of market pressures related to supply and demand, offering valuable insights
into potential future price trajectories. A significant imbalance, characterized by a
preponderance of buy orders over sell orders or vice versa, may signal an impending
price shift. For example, a surge in buy orders could be indicative of robust demand,
potentially driving the price up. In contrast, a predominance of sell orders could imply
an oversupply, which might trigger a price decline. Furthermore, volume imbalance
can be a potent tool for identifying trading opportunities. Traders who can adeptly
interpret these imbalances may be positioned to forecast short-term price fluctuations
and execute trades that align with these predictions, potentially yielding profitable
outcomes.

In this chapter, we will discuss these topics in greater detail, including the intro-
duction of a new method for measuring volume imbalance that incorporates multiple
price levels in a weighted manner. We will then empirically demonstrate, using the
real data available to us, how this measure can serve as a reliable indicator of future
mid-price movements, thereby validating the foundational intuition of this research.
We will also analyze the predictive ability in relation to the future temporal interval
under consideration.
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3.1 Measure for Volume Imbalance
In the literature, such as in [5] and [6], the formula in Equation 3.1 is proposed to
calculate the Order Book Volume Imbalance at time t (ovit), which is based only on
the volumes of the best bid and the best ask, without considering the other levels of
the limit order book.

ovit =
V 1
A,t − V 1

B,t

V 1
A,t + V 1

B,t

, (3.1)

where V 1
A,t and V 1

B,t are the total volumes at time t of LOs posted at the best ask and
the best bid, respectively. Clearly ovit ∈ [−1, 1], and when ovit is close to 1, there is
more demand to sell and therefore we will expect the price to fall, while when it is close
to −1 we expect the price to go up.

However, having access to information beyond the first level of the Limit Order
Book, which includes the best ask and best bid, can be extremely useful. This multi-
level data provides a more comprehensive view of market dynamics, making it an inter-
esting factor to consider when creating a measure of volume imbalance. The first level
of the LOB, which directly indicates the prices and volumes that would be executed
by market orders, naturally holds significant importance. However, incorporating in-
formation from multiple levels can provide a more accurate understanding of market
sentiment.

In light of this, this thesis introduces a novel measure of volume imbalance that
considers the first l levels of the LOB. This measure will be referred as oviαt (l), indicating
the volume imbalance at time t, and it is defined in the following definition.

Definition 3.1.1 (Multi-level Order Book Volume Imbalance of order l). Given a limit
order book with l levels considered, let V i

A,t be the total volume at the i-th level on the
ask side at time t, and let V i

B,t be the total volume at the i-th level on the bid side at
time t. Let St be the spread at time t, let δiA,t and δiB,t be the absolute value of the
difference in ticks, at time t, of the prices between the i-th level and the mid-price on
the ask and bid side respectively, and let α ≥ 0 a real number. The Multi-level Order
Book Volume Imbalance oviαt (l) of order l at time t is then defined as follow:

oviαt (l) = St ·
Cα

A,t(l)− Cα
B,t(l)

Cα
A,t(l) + Cα

B,t(l)
, (3.2)

where

Cα
A,t(l) = V 1

A,t +
l∑

i=2

V i
A,t

(δiA,t)
α
, Cα

B,t(l) = V 1
B,t +

l∑
i=2

V i
B,t

(δiB,t)
α
.

In the equation for oviαt (l) in 3.2 the spread has a direct impact on the order book
imbalance. Specifically, a larger spread corresponds to a greater order book imbalance.
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This can be intuitively understood by considering that a larger spread provides more
‘room’ for price movement, thereby allowing the order book imbalance to exert a greater
influence on price dynamics. Furthermore, the total volumes from the second level are
weighted by the cube (we will use α = 3 based on empirical results) of their distance
(measured in ticks) from the mid-price. This implies that the further these volumes are
from the mid-price, the less significant they become. This weighting scheme underscores
the diminishing influence of distant orders on the overall order book imbalance and on
the future price movements.

3.2 Empirical Forecast of Returns
After establishing a quantitative measure for the imbalance volume of the order book
in the previous section, we will now explore how this measure can be employed to
infer the trajectory of the mid-price in the next instants. This will be demonstrated
by comparing the imbalance volume at a given time t with the return observed after a
50ms interval, thereby determining whether the return in the following 50ms is positive
or negative. The return is defined as in Definition 2.1.1.

In order to evaluate these predictions, the same dataset of five days considered in
the previous chapter (Chapter 2) will be used. This dataset will also be used in the
next chapter to train and calibrate our models.

To assess the predictive power of the imbalance measure for subsequent returns,
five distinct categories were established: buy-heavy, buy-light, neutral, ask-light, and
ask-heavy. Each category represents a different range of the imbalance measure. The
calculation for these categories is as follows: the buy-heavy class corresponds to the first
10% percentile of the data. The buy-light class encompasses the 10% to 35% percentile
range. The neutral class spans from the 35% to 65% percentile. The ask-light class
covers the 65% to 90% percentile range. Finally, the ask-heavy class includes all values
from the 90% percentile up to the maximum value in the dataset. In this way, for
example, if the volume imbalance of the limit order book at time t falls within the class
of buy-heavy, we expect that with a higher probability the price will go up compared
to the class buy-light, whose values are closer to the center of the interval. For each
of these classes, it has been counted how many times the subsequent return is positive
and negative, and the result is shown in the figures below. We will report the results
both for ovi3t (1) (Figure 3.1), and also for ovi3t (5) (Figure 3.2).

Figures 3.1 and 3.2 reveal a clear pattern, corroborating the theoretical assumption
that the five distinct classes of imbalances characterize a particular state in the limit
order book, which is informative of the potential subsequent return (we didn’t consider
the cases where the return is null, signifying no alteration in the mid-price). During
an imbalance condition, such as when the state is buy-heavy, the incidence of positive
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Figure 3.1: Frequency of positive and negative returns for each imbalance class for the
one-level measure of imbalance (ovi3t (1)).

Positive and Negative Counts for Multi-Level Volume Imbalance

Figure 3.2: Frequency of positive and negative returns for each imbalance class for the
multi-level measure of imbalance (ovi3t (5)).

returns (indicative of an increase in the mid-price) significantly outweighs that of neg-
ative returns. This observation highlights the predictive value of imbalance conditions
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in forecasting price movements.
The frequency of the positive and negative returns are shown in Table 3.1.

ovi3t (1) ovi3t (5)
Positive Negative Positive Negative

Buy-Heavy 79.5% 20.5% 81.2% 18.8%
Buy-Light 66.5% 33.5% 65.8% 34.2%
Neutral 49.5% 50.5% 48.7% 51.3%

Ask-Light 31.6% 68.4% 31.1% 68.9%
Ask-Heavy 21.0% 79.0% 20.2% 79.8%

Table 3.1: Frequency of positive and negative returns for each imbalance class, for
ovi3t (1) and ovi3t (5).

Table 3.1 illustrates a compelling correlation: as the state of imbalance intensi-
fies towards one side, the return’s positivity or negativity becomes more pronounced.
Moreover, when we incorporate the fifth-order imbalance measure, the predictive ac-
curacy is better than the one of the first-order measure. This observation implies that
factoring in multiple levels when calculating the volume of imbalance can enhance the
precision of predictions regarding the mid-price’s future movements. For this reason, we
are going to consider for our model ovi3t (5), since it can provide more accurate results.
Furthermore, these charts demonstrate another significant point: the foundational in-
tuition of this thesis is valid, and imbalances in the limit order book can indeed provide
crucial information. When utilized with appropriate models, such information can help
us develop an optimal execution strategy.

3.3 Expected Return as a Temporal Function
In Section 3.2, we explored the utility of order book imbalances as a tool for predicting
the direction of mid-price movements in future instants, with a specific focus on the
impact within a 50ms time-frame. We examined the frequency of such occurrences and
whether these movements were positive or negative. In this section, our analysis will
extend to study the expected return as a temporal function, thereby enhancing the
generalizability of its predictive efficacy.

The expected return is defined as the expected value of the return, i.e. R̄t = E[Rt],
which can be empirically computed as

R̄t =

∑n
i=1 Rti

n
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. The analysis was conducted as follows: for each distinct class of imbalance (Buy-
Heavy, Buy-Light, Neutral, Ask-Light, Ask-Heavy), the empirical expected return (con-
sidering only when there was a change in the mid-price) was calculated for the upcoming
∆ seconds, where ∆ ∈ [0s, 10s]. The results for the first-order volume imbalance mea-
sure (3.3a) and for the fifth-order one (3.3b) are shown in Figure 3.3.

(a) First-order measure. (b) Fifth-order measure.

Figure 3.3: Expected return (and standard deviation) as function of time for the five
different imbalance classes.

From Figure 3.3, it can be observed that each imbalance class (for instance, Buy-
Heavy or Ask-Heavy) has a distinct expected return, especially when considering smaller
time intervals (e.g., within 500ms). It is also noticeable that as the time interval in-
creases, so does the standard deviation. This is understandable and can be attributed
to the difficulty of making long-term predictions using only the order book volume
imbalance. Nevertheless, the results are noteworthy. It can be observed that the outer-
most imbalance classes, such as Buy-Heavy or Ask-Heavy, respectively have the highest
and lowest expected returns.

Finally, we will compare the results between the two different types of measures.
The trends exhibited by the two charts are very similar, implying that both measures
potentially possess robust predictive power for future mid-price movements. Up to
one second, both measures maintain a constant expected value. However, a notable
distinction can be observed in the case of the fifth-order measure (Figure 3.3b), where
these values are more differentiated (the actual values of average and standard deviation
of the expected returns are shown in Table 3.2, for the first order measure, and in Table
3.3, for the fifth order one). The extremal values, corresponding to the outermost classes
such as Buy-Heavy and Ask-Heavy, are higher (and respectively, lower) than those of
the first-order measure (Figure 3.3a). This observation suggests that incorporating
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Buy-Heavy Buy-Light Neutral Ask-Light Ask-Heavy
avg std avg std avg std avg std avg std

10ms 0.47 0.80 0.28 0.87 0.00 0.92 -0.29 0.86 -0.44 0.78
30ms 0.46 0.98 0.28 1.06 0.00 1.11 -0.29 1.04 -0.44 0.95
50ms 0.45 1.09 0.28 1.18 0.00 1.22 -0.28 1.15 -0.43 1.06
75ms 0.45 1.18 0.28 1.28 0.00 1.34 -0.28 1.26 -0.44 1.15
100ms 0.45 1.27 0.28 1.39 0.00 1.41 -0.28 1.32 -0.43 1.22
250ms 0.45 1.56 0.29 1.69 0.00 1.76 -0.28 1.67 -0.42 1.56
500ms 0.46 1.56 0.30 1.70 0.00 1.76 -0.28 1.66 -0.42 1.55
750ms 0.45 2.22 0.30 2.25 0.00 2.44 -0.29 2.25 -0.40 2.13

1s 0.45 2.36 0.35 2.57 -0.03 2.65 -0.26 2.49 -0.41 2.34
2s 0.48 3.12 0.35 3.39 -0.03 3.34 -0.24 3.25 -0.41 2.94
3s 0.43 3.74 0.35 3.69 -0.01 3.98 -0.25 3.76 -0.43 3.62
5s 0.59 4.20 0.32 4.45 -0.07 5.20 -0.14 4.57 -0.44 4.07
10s 0.72 5.48 0.37 6.07 -0.21 7.00 -0.06 6.30 -0.41 5.13

Table 3.2: Average (avg) and standard deviation (std) of returns over different time
intervals, for volume imbalance of 1st order (ovi3t (1)), for each class.

Buy-Heavy Buy-Light Neutral Ask-Light Ask-Heavy
avg std avg std avg std avg std avg std

10ms 0.58 0.76 0.29 0.80 -0.02 0.88 -0.33 0.79 -0.50 0.77
30ms 0.57 0.95 0.29 1.01 -0.02 1.09 -0.31 0.98 -0.50 0.91
50ms 0.56 1.05 0.28 1.12 -0.01 1.20 -0.30 1.09 -0.49 1.02
75ms 0.56 1.15 0.28 1.20 -0.02 1.31 -0.30 1.18 -0.49 1.14
100ms 0.56 1.26 0.28 1.28 -0.01 1.38 -0.30 1.24 -0.50 1.16
250ms 0.55 1.56 0.29 1.60 -0.02 1.71 -0.29 1.58 -0.49 1.49
500ms 0.56 1.95 0.30 1.96 -0.02 2.12 -0.30 1.89 -0.46 1.84
750ms 0.55 2.14 0.30 2.20 0.00 2.36 -0.31 2.19 -0.47 2.14

1s 0.54 2.38 0.33 2.45 0.03 2.59 -0.30 2.36 -0.41 2.48
2s 0.53 3.30 0.34 3.21 -0.04 3.29 -0.31 3.08 -0.37 3.16
3s 0.68 3.66 0.28 3.64 0.01 3.95 -0.31 3.63 -0.38 3.86
5s 0.87 4.14 0.25 4.37 -0.09 5.22 -0.17 4.35 -0.48 4.57
10s 0.81 6.13 0.30 5.71 -0.16 7.13 -0.07 6.30 -0.40 5.48

Table 3.3: Average (avg) and standard deviation (std) of returns over different time
intervals, for volume imbalance of 5th order (ovi3t (5)), for each class.

multiple levels in the computation of volume imbalance can yield more reliable and

25



3. LIMIT ORDERBOOK VOLUME IMBALANCES

precise information, thereby enhancing the cost-effectiveness of the expected return.
Generally, from these tables and figures, it can be observed that as time increases,

the standard deviation also increases, indicating a decrease in prediction accuracy. This
highlights the necessity of striking an appropriate balance between the time period
considered for analysis and the desired precision of the prediction.
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4 Order Flow Imbalance

In Chapter 3, we have observed that the measure of order book volume imbalance
can provide additional insights into future expected returns, and consequently, the
movement of the mid-price in subsequent instances. In this chapter, we introduce
another measure, the Order Flow Imbalance, denoted by OFI, as defined in [11] and in
[20]. We will employ this measure and the methods proposed in the papers to evaluate
its predictive power on returns. We will compare the results with the previously defined
measure (multi-level order book volume imbalance), and adapt and extend the models
for our use. Moreover, we will propose predictive models based on machine learning
methods to use this information to predict the future return. This approach will allow
us to further understand the dynamics of market behavior and improve our predictive
capabilities.

4.1 Mathematical Definitions of Order Flow Imbal-
ance

The Order Flow Imbalance (OFI) is a measure of the limit order book volume imbalance
that also takes into account the imbalance in a past time interval relative to the one
under consideration. Therefore, it can provide additional information on the flow of
volume imbalance. This measure enhances our understanding of the temporal dynamics
of volume imbalances and their implications for mid-price changes, which, according to
[13], are driven by the OFI.

As described in [11], if we consider a time interval (t−h, t], we can assign a numerical
enumeration, denoted by n, to each observation of all order book updates. In this way,
considering the venue (or the stock) i, and two consecutive order book states for it at
n− 1 and n, we can define the bid order flows (OFm,i

n,Bid) and ask order flows (OFm,i
n,Ask)
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4. ORDER FLOW IMBALANCE

of venue i at level m and at time n as [11]:

OFm,i
n,Bid =


V m,i
n,Bid, if Bm,i

n > Bm,i
n−1,

V m,i
n,Bid − V m,i

n−1,Bid, if Bm,i
n = Bm,i

n−1,

−V m,i
n,Bid, if Bm,i

n < Bm,i
n−1,

(4.1)

OFm,i
n,Ask =


−V m,i

n,Ask, if Am,i
n > Am,i

n−1,

V m,i
n,Ask − V m,i

n−1,Ask, if Am,i
n = Am,i

n−1,

V m,i
n,Ask, if Am,i

n < Am,i
n−1,

(4.2)

where Bm,i
n and Am,i

n denote the bid or ask price of venue i at level m at time n, and
V m,i
n,Bid ad V m,i

n,Ask correspond to the total volume of the m level price, for venue i, at time
n, for the bid and ask price [11].

Now, we will continue by the definition of Best-level OFI :

Definition 4.1.1 ([11], Best-level OFI). Given a real number h ≥ 0, and a time
interval (t− h, t], the Best-level OFI calculates the accumulative OFIs at best ask/bid
side during that time interval, and it is defined as

OFI1,it,h :=

N(t)∑
n=N(t−h)+1

OF 1,i
n,Ask −OF 1,i

n,Bid, (4.3)

where N(t − h) + 1 and N(t) are the indexes of the first and last limit order book
updates during the time interval taken into consideration, and i denote the venue.

We can extend this definition to the deeper-level OFI:

Definition 4.1.2 ([11], Deeper-level OFI). Given a real number h ≥ 0, and a time
interval (t− h, t] and a level m(m ≥ 1), the Deeper-level OFI is

OFIm,i
t,h :=

N(t)∑
n=N(t−h)+1

OFm,i
n,Ask −OFm,i

n,Bid, (4.4)

where N(t − h) + 1 and N(t) are the indexes of the first and last limit order book
updates during the time interval taken into consideration, and i denote the venue.

Finally, we will use the average size of order volumes to scale OFIs, in order to deal
with intraday pattern in limit order volume, as suggested in [11].
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Definition 4.1.3 ([11], Scaled Deeper-level OFI). Given a real number h ≥ 0, and a
time interval (t− h, t] and a level m(m ≥ 1), the Scaled Deeper-level OFI is

ofim,i
t,h =

OFIm,i
t,h

QM,i
t,h

, (4.5)

where QM,i
t,h = 1

2M∆N(t)

∑M
m=1

∑N(t)
n=N(t−h)+1[V

m,i
n,Ask + V m,i

n,Bid] is the average order book
volume across the M levels, and ∆N(t) = N(t) − N(t − h) is the number of updates
during that time interval.

In our research, we consider the top M = 5 levels of the limit order book, since they
are all the available levels in the data.

The final issue to address is the aggregation of these values. As suggested by [11],
we will employ Principal Component Analysis (PCA) to aggregate these values (for a
comprehensive explanation of PCA, please see Appendix A). We will demonstrate that
the first principal component accounts for a significant portion of the total variance
among multi-level OFIs. For this reason, we proceed to define the Integrated Order
Flow Imbalance (ofiI). This approach allows us to condense the information from mul-
tiple variables into a unique one, simplifying our analysis while retaining the essential
information about the original data.

Definition 4.1.4 ([11], Integrated ofi). Given the vector of multi-level OFI ofii
t,h =

(ofi1,i
t,h, . . . , ofi5,i

t,h), the integrated ofi is defined as

ofiI,i
t,h =

wT
1 ofii

t,h

||w1||1
, (4.6)

where w1 is the first principal vector computed from historical data.

We can conclude this section by highlighting that our dependent variable that we
are taking into consideration is the logarithmic return, defined as

Definition 4.1.5 ([11], logarithmic return). Given a time interval (t− h, t], we define
the logarithmic return as

R
(h)
i,t = log

(
Mi,t

Mi,t−h

)
, (4.7)

where Mi,t is the mid-price at time t for venue i.
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4.2 Forward-Looking Price and Cross Impact Mod-
els

In the previous section, we have explored the concept of OFI, including its definition
and calculation methods. In this section, we will present several models that have
demonstrated effective predictive power for future mid-price movements. These models,
which were introduced in [11], provide a basis for constructing trading strategies.

Originally, these models were designed for the equity market. Therefore, part of our
research involves examining their performance in the FX spot market. Additionally,
the models were conceived for a set of different stocks, some of which are correlated
with each other. In our case, instead of considering different stocks, we will consider
different mid-prices originating from various venues, and we will analyze how one venue
influences the others.

4.2.1 Model
The models we are about to present initially consider a single venue and analyze the
price impact of the best-level OFI, referred to as FPI1, and the Integrated OFI (FPII).
Subsequently, different venues will be considered (for our experiments, the number of
venues will be two), and the cross impact will also be taken into account by including the
best-level OFI (FCI1) (and, respectively, the Integrated OFI (FCII)) to aid in predicting
future returns. These models are defined in the following way, according to [11]:

FPI1 : R
(f)
i,t+f = α1

i +
∑
k∈L

β1,k
i ofi1,i

t,kh + ϵ1i,t+f , (4.8)

FPII : R
(f)
i,t+f = αI

i +
∑
k∈L

βI,k
i ofiI,i

t,kh + ϵIi,t+f , (4.9)

FCI1 : R
(f)
i,t+f = α1

i +
N∑
j=1

∑
k∈L

β1,k
i,j ofi1,j

t,kh + η1i,t+f , (4.10)

FCII : R
(f)
i,t+f = αI

i +
N∑
j=1

∑
k∈L

βI,k
i,j ofiI,j

t,kh + ηIi,t+f . (4.11)

In the previous definition, f is the forecasting horizon of future returns, L represents
the set of lags, i the venue, and N the number of venues (or stocks).

As an extension of the models and results studied in [11], we adopt the same method-
ology, but using the first and fifth order multi-level order book volume imbalance, as
explained in the previous chapters. Therefore, the models will be:

FPovi1 : R
(f)
i,t+f = α1

i + β1
i ovi3i,t(1) + ϵ1i,t+f , (4.12)
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FPovi5 : R
(f)
i,t+f = α5

i + β5
i ovi3i,t(5) + ϵ5i,t+f , (4.13)

FCovi1 : R
(f)
i,t+f = α1

i +
N∑
j=1

β1
i,jovi3j,t(1) + η1i,t+f , (4.14)

FCovi5 : R
(f)
i,t+f = α5

i +
N∑
j=1

β5
i,jovi3j,t(5) + η5i,t+f . (4.15)

Here, ovi3i,t(l) represents the multi-level order book volume imbalance of venue i, at
time t, of level l.

To compare the results, as also done in [11], we will compare the values of out-of-
sample R2 (OS R2), where R2 is defined as:

R2 = 1−
∑n

i=1(yi − ŷi)
2∑n

i=1(yi − ȳ)2

where yi are the observed values, ŷi are the predicted values from the model, ȳ is the
mean of the observed values. R2 measures the proportion of variance in the dependent
variable explained by the independent variables. A higher R2 indicates that the model
effectively captures the variance, aligning closely with actual data points. Consequently,
a higher R2 value signifies a more accurate and reliable model, demonstrating strong
predictive power and generalizability to new data. This approach allows us to evaluate
the predictive performance of our models in a manner consistent with the original study,
providing a robust basis for comparison and further analysis.

4.2.2 Hyperparameter Tuning
Before presenting the results, it is important to discuss certain parameters that need
to be selected, namely the past interval to consider for calculating the order flow im-
balance and the future interval to use for predicting returns. These parameters are
fundamental. The first parameter defines the historical window of the order book data
that is significant for making informed predictions about future market behavior. In
contrast, the second parameter determines the optimal time frame for forecasting fu-
ture returns. The choice of these intervals directly impacts the accuracy and reliability
of the predictive models, as they influence the relevance of past data and the timing
of predictions, respectively. Therefore, a careful selection and justification of these
parameters are essential for the robustness of the study.

To select these parameters, we have conducted a grid search, and the optimal values
will be chosen based on the highest R2 value. For our experiments, the value considered
(in milliseconds) for f (in the future) are {30, 50, 70, 90, 110, 130, 150, 170, 190, 210,
230, 250, 270, 300}, while the value (in milliseconds) for h (in the past) are {50, 100, 150,
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200, 250, 300, 350, 400, 450, 500, 550, 600, 650, 700, 750}. In this study, we will focus
on the results for Venue1 with the effect of Venue2 as a representative example. This
approach prevents redundancy and avoids excessive repetition across similar scenarios.
Given the substantial computational resources and time required to run simulations for
one venue and the influence of the other, expanding our analysis to include the results
for the same experiments, but with the swap venues, would significantly slow down the
research process without providing proportionate additional insights.

In Figures 4.1 and 4.2, meshgrids are presented where the R2 values are represented
through colors. The y-axis indicates the past time interval used to calculate the order
flow values, while the x-axis represents the future prediction interval. The different
colors denote the average R2 values obtained by fitting the model on a randomly con-
structed week. This week is created by selecting five days from different weeks and
combining them to form a generic week without specific trends. This approach ensures
generality of the results and avoids the computational burden of a larger dataset. The
randomly chosen days taken into considerations are: January 17th, 2024; February
19th, 2024; March 5th, 2024; April 26th, 2024; May 16th, 2024. This is the dataset
that will be used to test our models. It is also important to note that the available
data consists of actual FX Spot Market limit order books for the Euro-Dollar exchange,
including the limit order book states from two different venues, updated continuously.
In order to implement the models, we used the statsmodels.api.OLS function in Python.

The models depicted include all those described in the previous section. As can be
observed, there is a consistent trend where the further into the future the prediction is
made, the weaker and less accurate it becomes. This outcome is expected, as forecasting
the future movement of the mid-price is inherently challenging, and a longer future
interval introduces greater uncertainty.

Let us now examine the figures in greater detail. First, we will consider the functions
that account solely for the price impact of a single venue, as illustrated in Figure 4.1.
Notably, the highest R2 values are observed when using order book volume imbalance
as features (Figure 4.1b). The results are comparable whether we consider only the
first level (FPovi1) or five levels of depth in the limit order book (FPovi5). It is
noteworthy that the models yielding the best R2 values are consistently those with
the shortest prediction time, specifically 30 milliseconds. However, predictions at 50
milliseconds also demonstrate satisfactory performance, with positive R2 values, which
contrasts with the findings reported in [11], where the values of R2 were negatives.

Regarding models that incorporate order flow (Figure 4.1a), the optimal past time
intervals are 50 milliseconds or 100 milliseconds, while longer past intervals are unnec-
essary. For models considering the order book volume imbalance, it is important to
note that the past interval is not considered, hence each row should be similar to the
others. To ensure homogeneity, averaging over a larger number of days would be ideal.
However, for the purpose of this thesis and due to the computational cost associated
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(a) R2 values for FPI1 (on top) and FPII

(below)
(b) R2 values for FPovi1 (on top) and FPovi5

(below)

Figure 4.1: Different values of R2 for different time in the past and in the future.
The models considered are the Price Impact ones, and the venue taken into account is
Venue1 .

with such an operation, the current approach is considered sufficient.
Let us now focus on the case where the impact of other venues on the future return

movement is also included. These scenarios are depicted in Figure 4.2. As can be
observed, even in this case, the highest R2 values are obtained when considering the
order book volume imbalance rather than the order flow imbalance. Similar observations
to those previously discussed can be made.

Observing all these meshgrids of Figures 4.1 and 4.2, we can conclude that when
considering order flow, it is consistently more advantageous to consider a greater number
of levels in the limit order book (hence integrated ofi). Including more levels provides
additional information, which enhances the model’s predictive power. Conversely, when
considering the limit order book volume imbalance, it appears unnecessary to include
multiple levels, as the first level alone suffices.

To validate these observations, we will fit these models to the data. Based on our
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(a) R2 values for FCI1 (on top) and FCII

(below)
(b) R2 values for FCovi1 (on top) and FCovi5

(below)

Figure 4.2: Different values of R2 for different time in the past and in the future. The
models considered are the Cross Impact ones, where the impact of the imbalances of
Venue2 are included on the prediction of the return of Venue1.

findings here, we will adopt the following parameters for further analysis: for the past
interval, we will use 100 milliseconds for the order flow, as this has been shown to provide
robust predictive information. For the future interval, we will use 50 milliseconds.
Although a 30-millisecond interval yields the highest R2 values, it is not practical as
the trading strategy can only update at a minimum of every 50 milliseconds. Thus,
a 30-millisecond interval does not sufficiently cover the prediction window, whereas
50 milliseconds still provides good R2 results and is therefore a more practical and
acceptable choice.

These decisions are made to ensure that our models are not only theoretically sound
but also practically viable within the constraints of trading operations.
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4.2.3 Model Performance on Market Data
In this section, we will present and compare the results obtained from the models just
described.

As observed in the previous section, the intervals we will use are f = 50 milliseconds
for the future prediction and h = 100 milliseconds for the past interval. Although these
are not the intervals yielding the highest R2 values, they still provide good R2 values
and align well with the algorithm’s operational cadence.

We will now examine the R2 values obtained by fitting the models to the dataset,
and we will present the plots for the best cases. Our focus will be on Venue1, considering
the impact of Venue2 (Table 4.1).

Based on the results presented in Table 4.1, the best model is FPovi5, which is
slightly better than FPovi1. This model includes the fifth-level order book volume im-
balance. These numerical results indicate that including more levels generally enhances
predictive capability. This is evident as the R2 values for FPovi5 are higher than those
for FPovi1, and similarly, FPII outperforms FPI1.

When the impact of the other order book is added, an improvement is observed
only if we consider the integrated ofi; otherwise, it is not beneficial. Nevertheless, the
results remain good. Therefore, when focusing on Venue1, the best predictive model is
FPovi5, and, after the calibration of the model on data, its plot is shown in Figure 4.3.
When x = ovi3(5) is known, the prediction will be governed by the line:

y = 7.13 · 10−8 − 1.88 · 10−6x, (4.16)
where x is ovi3(5) and y is the predicted log return.

Model FPI1 FPII FPovi1 FPovi5 FCI1 FCII FCovi1 FCovi5

OS R2 0.003 0.023 0.060 0.063 0.0002 0.033 0.056 0.052

Table 4.1: Out-of-Sample R2 values for each model, using f = 50ms and h = 100ms,
on Venue1 (with the effect of Venue2).

To present the results of the model FCovi1, we also display the regression plane in
Figure 4.4. The parameters are described in the figure caption.

Regarding the execution time of the prediction, it takes less than a millisecond to
calculate the prediction. This efficiency is due to the fact that the operations involved
are simple and linear. Therefore, its use does not pose any issues with timing.

4.3 CNN - LSTM Models
We now turn our attention to a different approach to the model, specifically the appli-
cation of deep learning techniques, which have been demonstrated in the literature to
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Figure 4.3: Plot of FPovi5 for Venue1. The regression line is y = 7.13·10−8−1.88·10−6x,
where ovi3(5).

Figure 4.4: Plot of FCovi1 for Venue1. The regression plane is y = 9.83 · 10−8 − 6.41 ·
10−6x1 − 8.26 · 10−9x2, where x1 = ovi3(1) of Venue1, and x2 = ovi3(1) of Venue2.

be effective in predictive capabilities (see for example [28]). The model we are about to
present is based on the concept from [20]. However, we have implemented modifications
to enhance the predictive capacity of the model and to allow for the consideration of
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various venues (or stocks) in the prediction. These enhancements not only increase the
model’s accuracy but also accelerates its computation, as some features that unneces-
sarily complicated it have been removed.

4.3.1 Model Architecture
In our study, we have implemented, using Python, a Convolutional Neural Network
combined with a Long Short-Term Memory network to efficiently model high-frequency
trading data. The architecture of this network is inspired by [20]. However, in contrast
to the original model, we have removed the temporal layers and the inception module.
Temporal convolutions and the inception module, though beneficial for capturing com-
plex patterns in data, significantly increase the computational complexity and runtime
of the model. By omitting these components, we aim to reduce the computational
cost without substantially sacrificing the model’s performance. Furthermore, we also
propose a new model where we have added a new layer in the CNN model to enable
the neural network to extract information of the limit order book from multiple venues
(which can be used also in the case of multiple stocks). This addition takes into account
scenarios where other LOBs may influence or provide additional information about the
movement of the mid-price of a specific price, as in our case. This modification does not
result in a significant computational cost. This addition can lead to promising results,
and we will use this extension to see if adding multiple venues or stocks can bring new
information and improve the accuracy of predictions.

Rationale for Architecture

The use of a CNN followed by a LSTM network in our predictive model leverages
the unique characteristics of these architectures, making them particularly suitable
for addressing our prediction problem. CNNs excel in handling spatial relationships in
data. In our case, they aggregate information across the various features of a limit order
book—such as prices and volumes for both bid and ask directions, across all available
levels. This capability allows the CNN to compute an order book volume imbalance as
a derived feature, optimized through parameter tuning rather than predefined formulas.
This aggregated output is then provided as input to an LSTM network, preserving the
temporal sequence of the data.

LSTMs belong to the family of Recurrent Neural Networks (RNNs) and are adept
at managing temporal data dependencies, which is crucial for our application. Unlike
standard RNNs, LSTMs are designed to avoid the long-term dependency problem, al-
lowing them to remember information for prolonged periods with less risk of vanishing
gradient issues. This is achieved through their internal structure, which includes mem-
ory cells that store past information and gates that regulate the flow of information.
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The gates—comprising the input, output, and forget gates—manage the cell’s state and
output flow for each timestep, selectively updating or forgetting information.

This combination of CNNs for spatial data processing and LSTMs for temporal
data processing ensures a robust approach to modeling and forecasting future returns
in financial markets. The CNN layers first extract and transform spatial features from
the sequential input data, which are then effectively synthesized over time by the LSTM
layers to make predictive insights.

For more technical information about the structure of the CNN and the LSTM,
please refer to [17].

Specifications of the Architecture - One Venue

We will now focus into the details of the architecture of the CNN-LSTM model for only
one venue. As previously mentioned, it is structured in two parts: a CNN component
followed by a LSTM component. Before discussing each layer, let’s define the structure
of the CNN-LSTM input. First, we need to define the State of a Limit Order Book.

Definition 4.3.1 (State of a Limit Order Book). Given a LOB, denoted by the index
i, the State of a Limit Order Book sit at time t is the vector of prices and volumes for
ask and bid for each level, i.e.:

sit := (A1
t,i, V

1
A,t,i, B

1
t,i, V

1
B,t,i, A

2
t,i, V

2
A,t,i, B

2
t,i, V

2
B,t,i, . . . , A

l
t,i, V

l
A,t,i, B

l
t,i, V

l
B,t,i), (4.17)

where l is the number of level taken into consideration, Aj
t,i, B

j
t,i are the ask and bid

prices at the j-th level at time t, and V j
A,t,i, V

j
B,t,i are the corresponding volumes.

This will be the core of the input given to the CNN-LSTM. In fact, the final input
will consist of states of consecutive times, so that the LSTM can capture the temporal
dependence.

Let us show now how the model is structured in details (in Table 4.2 a summary of
the architecture is shown).
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4. ORDER FLOW IMBALANCE

First of all, we will start by stating that all the layers use the LeakyReLu as activation
function. Leaky Rectified Linear Unit (LeakyReLU) is preferred over the standard
Rectified Linear Unit (ReLU) primarily to counteract the dying ReLU problem, where
neurons become inactive and cease to contribute to the learning process. Unlike ReLU,
which outputs zero for any negative input, LeakyReLU introduces a small, positive
slope α in the negative part of its domain, thereby allowing a small, non-zero gradient
when the input is negative. This modification ensures that all neurons remain active and
continue to adapt during training, potentially leading to improved network performance
and stability. LeakyReLU is defined as f(x) = max(αx, x), where α is a small constant.
In our case, we will use α = 0.01.

The first convolutional layer in this network uses a spatial convolution with a kernel
size of 1 × 2 and a stride of 1 × 2. It applies 32 filters to the input data. This layer’s
primary function is to aggregate prices and volumes for each side and level of the order
book. By doing this, the layer effectively combines these features into a higher-level
representation, reducing the spatial dimension from 4 times the number of levels to 2
times. Following the initial convolution, the second convolutional layer employs the
same kernel size and stride, again with 32 filters. This layer focuses on combining
the bid and ask sides of the order book to generate features that represent imbalances
across these two sides for each level. The third convolutional layer uses a kernel size
of 1 × l (where l is the number of levels), covering all levels in a single stride. This
broader kernel is designed to synthesize information across all levels, summarizing the
entire depth of the market into a more compact form. After processing through the
convolutional layers, the transformed data is fed into an LSTM layer with 64 hidden
units. This LSTM layer is tasked with analyzing the temporal sequence of the features
extracted by the CNN. Unlike the convolutional layers that primarily handle spatial
features within the data, the LSTM can model long-term dependencies by learning
from sequences of the market’s evolution over time.

Multiple Venues

Now, we will show the extension of this model, a new contribution of this thesis. A
summary of this new architecture is shown in Table 4.3.
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4. ORDER FLOW IMBALANCE

As already explained, this model, an extension of the previous one, also allows us
to consider more venues, so that we can attempt to improve the prediction capability
by including data from other limit order books that might be influential or significant.

To do so, we will indicate with nv the number of venues (or assets) that we are taking
into consideration. In this way, we can now define the total state as the concatenation
of multiple states of limit order book taken from nv venues.

Definition 4.3.2. Let s1t , s2t , . . . , snv
t be the state of nv limit order book (taken from nv

venues) as defined in Definition 4.3.1, we define the total state as the concatenation of
these states:

st := (s1t , s
2
t , . . . , s

nv
t ). (4.18)

The main difference lies in the addition of the fourth layer (Convolution 4). This
final convolutional layer uses a kernel size of 1× nv (where nv is the number of venues)
and compresses across all venues, essentially reducing the data to a single feature set
that captures inter-venue dynamics. This layer is crucial for models that aim to exploit
variations across different trading venues, possibly reflecting different trading behaviors
or liquidity patterns which could be predictive of future market movements.

In addition to this layer, obviously the input and output of all the above also changes,
as the size includes the addition of nv venues.

Further Extensions: Order Flow Imbalances Inputs

Up until now, the models presented have taken the raw limit order book data as input,
without any prior aggregation. This approach allows the model to independently dis-
cover relationships among the various features, thereby providing greater flexibility and
a more detailed description of the data. However, this also results in a higher number
of parameters to train, leading to increased computation time and a greater risk of
overfitting. For these reasons, we will now introduce further extensions to the model,
based also on what it was proposed in [20]. These extensions encompass six additional
new models that we have developed and evaluated, and they differ in the input they
receive. Contrary to earlier models that utilized the LOB as input, these new models
employ different inputs: the Order Flow, as defined in Equations 4.1 and 4.2, the OFI,
as described in Definition 4.1.2, excluding the temporal sum, and the integrated ofi,
as specified in Definition 4.1.4. To accommodate these changes, the architecture of the
model has been adjusted, including the removal of specific layers. These modifications
are detailed further in the subsequent descriptions.

• OF input: the models start from Convolution 2, and receive the OF as input
(Equations 4.1 and 4.2) (both for the one venue and multi venue model);
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4. ORDER FLOW IMBALANCE

• OFI input: the models start from Convolution 3, and receive the OFI as input
(Definition 4.1.2) (both for the one venue and multi venue model);

• integrated ofi input: the one venue model starts directly from the LSTM layer
with the integratedd ofi as input (Definition 4.1.4), while the multi venue model
starts from Convolution 4.

The concept of utilizing OF or OFI as inputs for a single LOB was initially intro-
duced in [20]. In our research, we extend this approach by incorporating the integrated
ofi, a concept introduced in [11], as an input. Furthermore, our new models expand
these scenarios to accommodate multiple venues, proposing new techniques that can
enrich the scientific literature.

4.3.2 Model Performance on Market Data
We will now demonstrate the effectiveness of these models in predicting the future
movement of the mid-price. The same dataset as previously used was employed to
ensure the results are comparable, with predictions made for the next 50ms. As with
any robust deep learning model, the dataset was divided into a training set and a test
set to enable evaluation of the model on data not used during training. To implement
these models, we first normalized the dataset used, then created samples for training
and testing the model, taking 10 subsequent updates for each sample. A significant
challenge arose when generating samples for models that encompass multiple venues.
In such cases, it was necessary to first examine the timestamp associated with a sample
in the target venue, and then retrieve the corresponding order book state from another
venue at that same timestamp, in order to create a sample consisting of the subsequent
10 updates. This step is crucial to ensure that the samples across different venues are
synchronized in time. Subsequently, we implemented the deep learning model using the
Python library Tensorflow.keras, using the layers.Conv2D, layers.LSTM. Finally, the
optimizer used is the Adam optimizer (Tensorflow.keras.optimizers.Adam).

To assess performance, Table 4.4 reports the in-sample R2 (i.e., the value obtained
using the training set data) and the out-of-sample R2 (i.e., the value obtained using the
test set). Additionally, we present the mean square error values for both the in-sample
and out-of-sample data. The models we compare vary in the input they receive: in fact,
as just explained in the previous sections, we will consider as input the raw LOB, the
OF, the OFI, and the integrated ofi (all of these for both the cases of one venue and
multiple venues, denoted by Multi).

As can be observed from the table, the best results are obtained when the input
is the order flow for a single venue (row OF). This model achieves the highest out-of-
sample R2 value and the lowest MSE. It is also noteworthy that the models using limit
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4. ORDER FLOW IMBALANCE

Model IS R2 OS R2 Training MSE Test MSE
LOB 0.31 0.30 0.0015 0.0015

Multi LOB 0.07 0.02 0.0012 0.0012
OF 0.49 0.44 0.0010 0.0012

Multi OF 0.061 0.053 0.0012 0.0012
OFI 0.35 0.33 0.0014 0.0014

Multi OFI 0.014 0.010 0.0013 0.0012
integrated ofi 0.11 0.11 0.0023 0.0023

Multi integrated ofi 0.009 0.009 0.0013 0.0012

Table 4.4: Comparison of In-Sample (IS) and Out-of-Sample (OS) R2 values and Train-
ing and Test Mean Square Error for different models. The model considered differs
based on the input data.

order book data or OFI for a single venue (rows LOB and OFI) perform well, though
slightly worse than the OF model. In contrast, the results for the integrated ofi are not
comparable to the previous ones.

The superior performance of the OF model can be attributed to the fact that the
input data is still sufficiently raw for the model to further process and uncover rela-
tionships among different features, with only slight aggregation, primarily of prices and
volumes. It is important to notice that the absolute prices at different levels are less
significant than their relative distances and whether they are increasing or not. This
characteristic allows the OF model to retain substantial information that has not been
manually aggregated, while still achieving a reduction in dimensionality.

When considering the model that includes multiple venues (in our case, two), the
results do not improve; in fact, they become worse. The rows in the table presenting the
”Multi” model do not exhibit better R2 values. This observation aligns with the findings
in Section 4.2.3. Including multiple venues in our case does not lead to better price
predictions. However, this is still a significant result to consider and does not imply
that the model is incapable of providing more accurate predictions in other contexts.

What we can conclude is that, in the case of the FX Spot Market, including data
from two different venues does not enhance the accuracy of the predictions. Therefore,
the model that yields the best predictions in our case is the one using the Order Flow
of only one venue as input, which we will refer to as the OF-CNN-LSTM model. This
result also confirms the observations made in [20].

Future research could involve applying this model extension to different contexts,
such as considering various stocks (e.g., in the case of equities), to explore how dynamics
from other markets might influence the one being analyzed.

We will now visually examine the results, displaying how the predicted future returns
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4. ORDER FLOW IMBALANCE

compare to the actual future returns (Figures 4.5 and 4.6). We will use the LOB and OF
cases as examples to see how performance improves when considering OF as input rather
than LOB. Ideally, we would want the blue points to lie on the red line. However, we
recognize that in our case, it is impossible to predict future returns with such accuracy,
as market dynamics include a significant non-deterministic component.

Figure 4.5: Actual values vs Predicted values for Training Data (on the left) and Test
Data (on the right). The input is the Limit Order Book data (LOB).

As we can observe in Figure 4.5, the points are already reasonably distributed along
the red line (which represents the case where the actual values and the predicted values
are equal). However, when we consider the case of Figure 4.6 where the input is OF, the
values are better distributed along the red line, indicating a higher predictive capacity,
as also reflected by the R2 values.

Regarding the execution time of the OF-CNN-LSTM model prediction, there is an
important consideration. Numerical experiments were conducted on a local laptop1, and
the required time is around 35 milliseconds to make a prediction. This duration could
pose a problem, as the market could potentially change within these 35 milliseconds.
However, as noted in [20], a model of this nature, if implemented efficiently using
a faster programming language like C++ and on more powerful machines commonly
used in algorithmic trading, the execution time for predictions should be reduced to less

1Processor: 11th gen Intel(R) Core(TM) i5-1145G7 @ 2.60GHz 1.50 GHz. Installed RAM: 16.0 GB
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4. ORDER FLOW IMBALANCE

Figure 4.6: Actual values vs Predicted values for Training Data (on the left) and Test
Data (on the right). The input is the Order Flow (OF).

than a millisecond. Therefore, it should not pose any issues even in real-time trading
environments.
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5 Optimal Execution Strategy

In this chapter, we will describe the mathematical model used, discuss key considera-
tions regarding its selection, and explain the rationale behind this choice. Subsequently,
we will outline the optimization problem, solve it, and present the analytical solution
that constitutes our execution strategy. This analysis will specifically address the case
of posting a sell limit order, noting that the approach for a buy limit order is analogous.

As already mentioned, the order book imbalances or the order flow can give impor-
tant information about the dynamic of the mid-price. Consequently, we will extend
current models by considering the effect of the order book volume imbalances on the
dynamics of the mid-price. For this reason, we aim to develop comprehensive models
capable of receiving signals from the limit order book and utilizing these signals to
predict future movements of the mid-price and build an optimal execution strategy.
These signals can be of various types, but for the purpose of our research, we will focus
on signals related to order book volume imbalance or order flow.

5.1 The Optimization Problem
Consider the case where an agent wants to sell a number of R shares of an asset whose
mid-price is Mt, whose dynamic follows the process described in Equation 5.1, where
we denote with st a generic signal received from the data:

dMt = g(st)dt+ σtdWt (5.1)
Here, W = (Wt)0≤t≤T is a standard Brownian motion, σt is the volatility, and g(st)
represents the effect of a signal on the mid-price, where g : Rd → R is a generic
predictive function capable of receiving an input (which could be a signal, but also the
entire current order book), and returning as a result the prediction of future movement.

We can now define the agent’s cash process Xδ = (Xδ
t )0≤t≤T as [8]

dXδ
t = (Mt + δt)dN

δ
t , (5.2)

where δ = (δt)0≤t≤T is the depth at which the agent posts the sell limit order, and
N δ = (N δ

t )0≤t≤T is the counting process corresponding to the number of times that the
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5. OPTIMAL EXECUTION STRATEGY

agent’s order is executed, whose intensity is λe−κδ, where λ, κ ∈ R are parameters to
be calibrated on real data [8]. This means that we assume that a sell limit order posted
at depth δ will be executed with probability λe−κδ. Moreover, T is the terminal time
at which we would like the sell limit order to be executed. Finally, we can define the
agent inventory which remains to be liquidated as

Qδ
t = R−N δ

t . (5.3)

The agent aims to maximize the profit from the liquidation of the inventory, while
also ensuring that the order is executed within the prescribed time interval, namely by
the terminal time T . If the agent holds any inventory at the end of the allowed time, it
will be liquidated as if it were a market order, thus likely fetching a price inferior to the
mid-price. For this reason, we impose a penalty if this situation occurs. Consequently,
the agent’s optimization problem becomes, based on [8], finding the value of

H(x, S) = sup
δ∈A

E[Xδ
τ +Qδ

τ (Mτ − γQδ
τ ) |Xδ

0− = x, S0 = S,Qδ
0− = R], (5.4)

where γ ≥ 0 is the liquidation penalty, and

τ = min{T,min{t : Qδ
t = 0}} (5.5)

is the minimum of T and the first time where the inventory is zero. Moreover, A is the
admissible set of strategies δ. This function is interpreted as follows: the objective is to
find the supremum, with respect to the depth δ, of the expected value of the cash that
the agent possesses at the terminal time, denoted by Xδ

τ , plus a quantity representing
the scenario where, if there remains an amount Qδ

τ to be liquidated at the terminal
time, it will be liquidated at a mid-price Mτ minus a penalty term that depends on
the remaining amount to be liquidated, i.e., γQδ

τ . In this manner, the agent is not
compelled to execute the order immediately, yet aims to avoid reaching the terminal
time with remaining volume to be liquidated. Indeed, in such circumstances, the agent
loses decision-making power, and therefore it is appropriate to impose a penalty in this
scenario.

The corresponding value function, simplifying the notation based on [8], will be:

H(t, x,M, q) = sup
δ∈A

Et,x,M,q[X
δ
τ +Qδ

τ (Mτ − γQδ
τ )], (5.6)

where Et,x,M,q[·] is the expectation conditional on x = Xδ
t− , M = Mt, q = Qδ

t− .
The dynamic programming principle (DPP) suggests that the value function in

Equation 5.6 solves the following dynamic programming equation (DPE):
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∂H
∂t

+ g(st) ∂H∂M + 1
2
σ2
t
∂2H
∂M2+

+supδ∈A
{
λe−κδ [H(t, x+ (M + δ),M, q − 1)−H(t, x,M, q)]

}
= 0,

H(T, x,M, q) = x+ qM − γq2,

H(t, x,M, 0) = x.

(5.7)

This represents an optimal trading problem formulated as a non-linear partial integral
differential equation (PIDE). Below, we provide an interpretation of the various terms:

• g(st) ∂H∂M + 1
2
σ2
t
∂2H
∂M2 : corresponds to generator of the function H with respect to

M .

• supδ∈A: represents the ability of the agent to control the depth of the sell limit
order.

• λe−κδ: corresponds to the fill probability, i.e. the probability that the sell limit
order will be executed.

• H(t, x + (M + δ),M, q − 1)−H(t, x,M, q): represents the change in the agent’s
value function when the sell limit order is executed. In this case, the cash increases
by (M + δ), and the inventory decreases by 1.

The boundary condition with q = 0 represents the value function when the agent has
liquidated everything, and hence the value is equal to the cash. Finally, the terminal
condition t = T corresponds to the case where the agent arrives at the terminal time,
and hence the value function is the cash hat the agent has acquired up to that point
(x), plus the value of liquidating what is left (q) at the penalized mid-price (M − γq).

5.2 Solving the Dynamic Programming Equation
The terminal and boundary conditions suggests that the ansatz for the value function
that solves Equation 5.7 could be

H(t, x,M, q) = x+ qM + h(t, q). (5.8)
This ansatz consists of three components. The initial component represents the

total cash gathered. The second term signifies the market value of the leftover stock,
which is evaluated at the mid-price. Lastly, the function h(t, q) illustrates the additional
cash value gained by the agent from the optimal sale of the remaining shares. This last
one will be the new function to be determined.
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By substituting Equation 5.8 into the system 5.7, we discover that h(t, q) must
satisfy the following nonlinear system of Ordinary Differential Equations (ODEs):


∂h
∂t

+ g(st)q + supδ∈A
{
λe−κδ [δ + h(t, q − 1)− h(t, q)]

}
= 0,

h(T, q) = −γq2,

h(t, 0) = 0.

(5.9)

The optimal depth δ∗(t, q) can be determined in a feedback form by focusing on the
first-order conditions for the supremum. This yields the subsequent results:

0 =
∂

∂δ

(
λe−κδ [δ + h(t, q − 1)− h(t, q)]

)
= λe−κδ (−κ [δ + h(t, q − 1)− h(t, q)] + 1) .

By solving this equation we obtain that the optimal strategy δ∗ in feedback control
form must satisfy

δ∗(t, q) =
1

κ
+ [h(t, q)− h(t, q − 1)]. (5.10)

Let us now insert the optimal depth in feedback control form into 5.9, and we obtain
the following non-linear system of ODEs for h(t, q)

∂h
∂t

+ g(st)q + λ
eκ

exp {−κ[h(t, q)− h(t, q − 1)]} = 0,

h(T, q) = −γq2,

h(t, 0) = 0.

(5.11)

In order to simplify the system of equation, let us make the substitution

h(t, q) =
1

κ
logw(t, q), (5.12)

where w(t, q) has the same properties of h(t, q). Here we assume that w(t, q) > 0. The
first equation in 5.11 will satisfy

0 =
∂h(t, q)

∂t
+ g(st)q +

λ

eκ
exp {−κ[h(t, q)− h(t, q − 1)]} =

=
1

κ

∂tw(t, q)

w(t, q)
+ g(st)q +

λ

eκ
exp

{
−κ[

1

κ
logw(t, q)− 1

κ
logw(t, q − 1)]

}
=

=
1

κ

∂tw(t, q)

w(t, q)
+ g(st)q +

λ

eκ

w(t, q − 1)

w(t, q)
,
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hence
0 = ∂tw(t, q) + g(st)κq w(t, q) +

λ

e
w(t, q − 1). (5.13)

In this way, the system 5.11 becomes
∂tw(t, q) + g(st)κq w(t, q) + λ

e
w(t, q − 1) = 0,

w(T, q) = e−κγq2 ,

w(t, 0) = 1.

(5.14)

In order to solve explicitly the system 5.14, we will start by computing w(t, q) for
q = 1, 2, 3, 4 by explicit integration of 5.13. After that, we will generalize the solution
and prove that it solves 5.14.

q = 1

First, we will consider the case q = 1, which provides the equations:


∂tw(t, 1) + g(st)κw(t, 1) + λ

e
w(t, 0) = 0,

w(T, 1) = e−κγ ,

w(t, 0) = 1.

Let us focus only on the first equation, and using the boundary condition we obtain:

0 = ∂tw(t, 1) + g(st)κw(t, 1) +
λ

e
.

This can be rewritten as

eg(st)κ t∂tw(t, 1) + g(st)κ eg(st)κ t w(t, 1) = −λ

e
eg(st)κ t.

We can now observe that the left-hand side can be written as

eg(st)κ t∂tw(t, 1) + g(st)κ eg(st)κ t w(t, 1) = ∂t
[
eg(st)κ tw(t, 1)

]
,

and hence
∂t
[
eg(st)κ tw(t, 1)

]
= −λ

e
eg(st)κ t.
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The integration wrt t provides∫ T

t

∂u
[
eg(st)κuw(u, 1)

]
du =

∫ T

t

−λ

e
eg(st)κudu

eg(st)κTw(T, 1)− eg(st)κ tw(t, 1) = − λ

g(st)κ e
(eg(st)κT − eg(st)κ t)

eg(st)κT e−κγ − eg(st)κ tw(t, 1) = − λ

g(st)κ e
(eg(st)κT − eg(st)κ t),

and this let us conclude that

w(t, 1) = eg(st)κ (T−t)

[
e−κγ +

λ

g(st)κ e

]
− λ

g(st)κ e
(5.15)

To continue the derivation of the solution, we need to derive the solutions for cases
q = 2, 3, 4. These are shown in the Appendix B, as the derivation is long and the
method is analogous to the q = 1 case.

General case

We now turn our attention to the generic case for q. Upon examining the Equations
5.15, B.2, B.4, B.6, we observe a recurring pattern, which can be generalized by the
following solution:

w(t, q) =

q∑
i=0

(−1)ie(q−i)g(st)κ(T−t)

(
λ

g(st)κe

)i
1

i!

q−i∑
j=0

(
λ

g(st)κe

)j
1

j!
e−κγ(q−i−j)2 (5.16)

Thanks to this solution, we are now able to identify our optimal execution strategy, as
outlined in the following proposition.

Proposition 5.2.1 (Optimal Execution Strategy). Let Equation 5.16 be the solution
of the system 5.14, then the optimal execution strategy derived from system 5.7 is given
by

δ∗(t, q) =

1

κ

1 + log

∑q
i=0(−1)ie(q−i)g(st)κ(T−t)

(
λ

g(st)κe

)i
1
i!

∑q−i
j=0

(
λ

g(st)κe

)j
1
j!
e−κγ(q−i−j)2

∑q−1
i=0 (−1)ie(q−1−i)g(st)κ(T−t)

(
λ

g(st)κe

)i
1
i!

∑q−1−i
j=0

(
λ

g(st)κe

)j
1
j!
e−κγ(q−1−i−j)2


(5.17)
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Proof. Recall Equation 5.12, and that the optimal strategy δ∗ in feedback control form
is Equation 5.10, we can derive that the analytical formula for the optimal strategy is

δ∗(t, q) =
1

κ

[
1 + log

w(t, q)

w(t, q − 1)

]
,

or

δ∗(t, q) =

1

κ

1 + log

∑q
i=0(−1)ie(q−i)g(st)κ(T−t)

(
λ

g(st)κe

)i
1
i!

∑q−i
j=0

(
λ

g(st)κe

)j
1
j!
e−κγ(q−i−j)2

∑q−1
i=0 (−1)ie(q−1−i)g(st)κ(T−t)

(
λ

g(st)κe

)i
1
i!

∑q−1−i
j=0

(
λ

g(st)κe

)j
1
j!
e−κγ(q−1−i−j)2



In order for Proposition 5.2.1 to hold true, we need the following theorem, the
Verification Theorem:

Theorem 5.2.2 (Verification Theorem). Given a function g : Rd → R, a signal st ∈ Rd,
parameters λ, κ ∈ R, a terminal time T > 0, with T ∈ R, and a function w : R× N →
R+, then Equation 5.16 solves the system 5.14.

Proof. To demonstrate that 5.16 solves the system 5.14, we proceed to verify the termi-
nal and boundary conditions, and confirm that this solution indeed satisfies the ODE.

It is straightforward to observe that

w(t, 0) = 1,

since, if q = 0, then also i = 0 and j = 0. Moreover,

w(T, q) =

q∑
i=0

(−1)i
(

λ

g(st)κe

)i
1

i!

q−i∑
j=0

(
λ

g(st)κe

)j
1

j!
e−κγ(q−i−j)2 ,

because, if t = T , we have that

e(q−i)g(st)κ(T−t)|t=T = e(q−i)g(st)κ(T−T ) = e0 = 1.

Now, rewriting the terms of the sums, we get

w(T, q) =

q∑
i=0

q−i∑
j=0

(−1)i
(

λ

g(st)κe

)i+j
(i+ j)!

i! j!

1

(i+ j)!
e−κγ(q−i−j)2 .

53



5. OPTIMAL EXECUTION STRATEGY

If we now call n = i+ j, we derive

w(T, q) =

q∑
n=0

(
λ

g(st)κe

)n
1

n!
e−κγ(q−n)2

n∑
i=0

(−1)i
(
n

i

)
.

Now, using the Binomial theorem, we can observe that

n∑
i=0

(−1)i
(
n

i

)
= (1− 1)n,

which is equal to 0, ∀n ̸= 0. So, we will consider only the case where n = 0, and we
obtain that

w(T, q) = e−κγq2 ,

as in 5.14. Finally, we will prove that Equation 5.16 is indeed a solution of the ODE in
system 5.14 by substituting it into the equation and verifying that it sums to zero. By
substituting Equation 5.16 into the ODE of the system 5.14, we obtain

0 =

q∑
i=0

(−1)i+1(q − i)g(st)κe(q−i)g(st)κ(T−t)

(
λ

g(st)κe

)i
1

i!

q−i∑
j=0

(
λ

g(st)κe

)j
1

j!
e−κγ(q−i−j)2+

(5.18)

+

q∑
i=0

(−1)iqg(st)κe(q−i)g(st)κ(T−t)

(
λ

g(st)κe

)i
1

i!

q−i∑
j=0

(
λ

g(st)κe

)j
1

j!
e−κγ(q−i−j)2+

(5.19)

+

q−1∑
i=0

(−1)i
λ

e
e(q−1−i)g(st)κ(T−t)

(
λ

g(st)κe

)i
1

i!

q−1−i∑
j=0

(
λ

g(st)κe

)j
1

j!
e−κγ(q−1−i−j)2 ,

(5.20)

where 5.18 is the term ∂tw(t, q), 5.19 is qg(st)κw(t, q), and 5.20 is λ
e
w(t, q − 1). The

first line (5.18) can be written as

−
q∑

i=0

(−1)iqg(st)κe(q−i)g(st)κ(T−t)

(
λ

g(st)κe

)i
1

i!

q−i∑
j=0

(
λ

g(st)κe

)j
1

j!
e−κγ(q−i−j)2+ (5.21)

q∑
i=0

(−1)iig(st)κe(q−i)g(st)κ(T−t)

(
λ

g(st)κe

)i
1

i!

q−i∑
j=0

(
λ

g(st)κe

)j
1

j!
e−κγ(q−i−j)2 (5.22)
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and 5.21 vanishes with 5.19. Moreover, if i = 0, 5.22 will be zero. Therefore, 5.22 is
equivalent to Equation 5.23. With these considerations, we need to prove that

q∑
i=1

(−1)iig(st)κe(q−i)g(st)κ(T−t)

(
λ

g(st)κe

)i
1

i!

q−i∑
j=0

(
λ

g(st)κe

)j
1

j!
e−κγ(q−i−j)2+ (5.23)

+

q−1∑
i=0

(−1)i
λ

e
e(q−1−i)g(st)κ(T−t)

(
λ

g(st)κe

)i
1

i!

q−1−i∑
j=0

(
λ

g(st)κe

)j
1

j!
e−κγ(q−1−i−j)2 (5.24)

sums to zero.
Let us now focus on 5.23. By making a change of indices, we find that 5.23 is equal

to

−
q−1∑
i=0

(−1)ie(q−1−i)g(st)κ(T−t)

(
λ

e

)i+1 (
1

g(st)κ

)i
1

i!

q−1−i∑
j=0

(
λ

g(st)κe

)j
1

j!
e−κγ(q−1−i−j)2 ,

which vanishes with 5.24. Hence we have proven that 5.16 is indeed the solution of the
system 5.14.

Remark: Special Case with No Drift Term

We have just demonstrated an analytical strategy derived through stochastic control
techniques. This strategy allows for the inclusion of a drift term in the dynamics of the
mid-price, obtained through predictive models, and provides an indication of where the
mid-price will move. This enables the development of more intelligent strategies that
are capable of perceiving signals from the market and using them to their advantage.
As a comparative strategy, we will consider the same theoretical model, but without the
drift term (i.e., when g(st) = 0). In this way, the mid-price Mt will have the following
dynamic:

dMt = σtdWt, (5.25)

where, as before, σt is the volatility, and W = (Wt)0≤t≤T is a standard Brownian motion.
With this setup, [9] shows that the optimal execution strategy for a sell limit order is

δ∗(t, q) =
1

κ

[
1 + log

∑q
n=0

λ̃n

n!
e−κα(q−n)2(T − t)n∑q−1

n=0
λ̃n

n!
e−κα(q−1−n)2(T − t)n

]
(5.26)

This strategy will be used as a benchmark and, therefore, will serve as a basis for
comparison, as the execution strategy presented in this research (Equation 5.17) is an
extension of this model. This strategy will be referred to as the No-Drift Strategy.
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5.3 Theoretical Comparison of Different Strategies
We have introduced two strategies: the strategy with drift, as given by Equation 5.17
(the main contribution of this thesis to the scientific research), and the strategy without
drift (Equation 5.26). We now proceed to theoretically examine their behavior. For
this purpose, we assume that the terminal time is T = 60 seconds, and we consider the
possible values of q to be 1 and 2 (this is to relate to the placement of child orders, and
thus we assume that the unit of measure is €500,000). We will use two different values
for γ, namely 0.001 and 0.0001, and finally, we assume that κ is equal to 1000, and λ is
equal to 50/60. These parameters were chosen based on what was chosen in [9], and thus
to show an appropriate theoretical comparison. The values that g(st) can assume range
from -3 to 3, and we use these to illustrate what happens and how the new strategy
behaves in comparison with the strategy without drift. The theoretical simulations are
shown in Figure 5.1, where the depth is shown on the y-axis as a function of time.

As illustrated in Figure 5.1, the value of the optimal depth of the limit order exhibits
an interesting behavior, aligning well with theoretical intuitions. Depending on the
type of signal perceived from the data, the strategy provides a different optimal price.
Moreover, it ultimately converges to the value obtained without drift (calculated using
Equation 5.26), thereby demonstrating the correctness of the model extension approach.
It is crucial to note that as the value of g(st) varies, the price also changes significantly.
The more negative g(st) is, the lower the price compared to other strategies. Conversely,
the more positive g(st) is, the higher the price will be.

This observation aligns well with theoretical expectations. If, based on our predic-
tive model, the current data from the limit order book suggests that the mid-price is
likely to rise, we prefer to post the limit order at a higher price. This strategy allows
us to wait and potentially achieve a higher profit. On the other hand, if our predic-
tions indicate that the mid-price is declining, we would post the limit order at a more
aggressive price to avoid missing the execution opportunity.

It is also important to observe how the values change with variations in q and γ. In
this analysis, we are currently showing values for q = 1, 2, but this can be generalized.
As the value of q increases, the strategy tends to select a more aggressive price because
there is still a significant volume to be executed (as evidenced by the differences between
Figures 5.1a, 5.1c and Figures 5.1b, 5.1d). Furthermore, as γ varies, we can observe
that the aggressiveness of the strategy changes over time. Specifically, if γ is higher
(as depicted in Figures 5.1a and 5.1c)—indicating a greater penalty for reaching the
terminal time without execution—the final optimal depth will be more aggressive to
ensure the order is executed as soon as possible. Conversely, if γ is lower (as shown
in Figures 5.1b and 5.1d), the final optimal depth will be less aggressive due to the
reduced penalty for reaching the terminal time without execution.

This dynamic adjustment mechanism highlights the adaptive nature of the strategy
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(a) q = 1, γ = 0.001
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(b) q = 1, γ = 0.0001
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(c) q = 2, γ = 0.001
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(d) q = 2, γ = 0.0001

Figure 5.1: Optimal depth at which the agent posts the sell limit order as function of
time. The common parameters are T = 60, λ = 50/60, κ = 1000.

in response to varying market signals. By adjusting the limit order price according
to the predicted market trend, the strategy optimizes execution and profitability. The
model’s ability to converge to the no-drift value further validates its robustness and
reliability. Such behavior underscores the importance of incorporating predictive signals
into trading strategies.

There is indeed a significant challenge in utilizing this strategy, namely the selec-
tion of parameters. This challenge is also pertinent to the development of this thesis,
as parameter selection heavily relies on the available data. For parameter calibration to
be more efficient, historical limit order book data should be available (for the purposes
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of this research, historical limit order book data for the FX Spot Market is available).
However, it is equally important to have access to data describing the market orders
entering the market. Such data is essential for understanding their frequency, volume,
and order type. Unfortunately, this information is not available for the purposes of
this thesis, necessitating assumptions or simulations to best calibrate the model with
the required data. Consequently, in this chapter, we have decided to present theo-
retical values not calibrated to the data, to effectively demonstrate how the strategy
theoretically behaves, given the calibration difficulties due to data limitations.

Additionally, the strategy is highly sensitive to parameter variations. Significant
changes in parameters result in changes to the strategy’s shape. However, what remains
consistent is that if the value of g(st) becomes negative (or positive), the optimal depth
value will be lower (or higher) compared to the value without drift.

Despite these challenges, demonstrating the theoretical behavior of the strategy
provides valuable insights. It allows us to observe how the strategy would perform
under ideal conditions and underscores the importance of accurate data for practical
implementation. The consistent response of the optimal depth to changes in the signals
further validates the model’s theoretical foundations, even though practical calibration
remains challenging.

Ultimately, addressing these data limitations would significantly enhance the model’s
applicability and robustness. Future research should focus on obtaining comprehensive
market order data to improve parameter calibration and strategy performance. This
would bridge the gap between theoretical models and real-world trading scenarios, lead-
ing to more effective and reliable trading strategies.
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6 Empirical Experiments

In previous chapters, we have explored predictive models used to forecast the future
movement of the mid-price (Chapter 4), as well as methods for integrating these predic-
tions into our stochastic model, which describes the dynamics of mid-price movement
(Chapter 5). Subsequently, we developed an optimal strategy utilizing stochastic opti-
mal control techniques. This process allowed us to derive an analytical formula for our
strategy, as shown in Equation 5.17. As previously explained, this represents an exten-
sion of the strategy that does not incorporate any type of prediction, as demonstrated
in Equation 5.26. The new strategy, by including the prediction of the movement of the
mid-price, can better identify a more advantageous price for placing sell limit orders.

In this chapter, we will explain how we built a backtesting environment that we will
use to determine which strategy yields the greatest profit under identical conditions.
We will compare the optimal strategy derived from this research with the No-Drift
strategy to verify that such an approach can generate tangible benefits.

Additionally, we will use the WM/Reuters (WMR) FX benchmark as another bench-
mark. The WMR FX benchmarks are essential financial tools widely used to determine
the relative values of different currencies globally. These benchmarks are provided by
the WM company in partnership with Reuters, commonly referred to as the “WMR
rates” or ”4 PM fix” [26]. The WMR FX benchmarks aim to offer standardized, ob-
jective, and reliable exchange rates that reflect market conditions at a specific time of
day. They are calculated from the trades and order rates during a five-minute window
around 4:00 PM London time, a period of high trading and liquidity, thus believed to
provide representative pricing.

6.1 Backtesting Environment
To simulate the strategies and observe their behavior on historical data, it is now
necessary to construct a backtesting environment. This environment should be capable
of replaying the market based on historical data, effectively reconstructing past market
conditions and evaluating the performance of our strategies. However, this task is filled
with challenges, as accurately simulating past events using only LOB data is complex.
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With the available LOB data, we can determine the state of the order book at any
given moment. However, it is difficult to reconstruct the exact causes of changes in
the LOB state. For instance, changes in the LOB could result from the arrival of a
market order, which would alter the best ask or best bid. Alternatively, these changes
could be due to order cancellations or modifications. Another significant difficulty lies
in incorporating the market impact of our limit orders. When our strategy places a
limit order, it can influence the market by altering the LOB and potentially affecting
subsequent market orders. Accurately modeling this impact is essential for realistic
simulations but is inherently complex.

Despite these challenges, constructing a robust backtesting environment is impor-
tant for accurately assessing trading strategies. Future research focusing on these areas
could significantly refine backtesting accuracy. Steps such as acquiring more compre-
hensive data, refining simulation assumptions, and developing sophisticated models to
assess market impact are essential for more reliable and insightful backtesting outcomes.

6.1.1 Market Order Simulation
We now turn our attention to simulating market orders. As noted earlier, direct market
order data is not available for this study, even though such data is critical for under-
standing market dynamics due to its role in executing limit orders. Therefore, we must
rely on assumed frequencies for the arrival of market orders, based on values derived
from [22], which are detailed in Table 6.1.

We will consider the average of those frequencies, hence the arrival frequencies of
market orders for our research are shown in Table 6.2.

It is important to note that the frequency of market orders increases as the spread
decreases. This occurs because the bid and ask prices are closer, making it more
attractive for traders to execute market orders due to reduced transaction costs and
increased liquidity. A smaller spread implies less price slippage and higher execution
probability, encouraging higher trading activity.

For the simulation of market order arrivals, we assume they follow a Poisson process,
which is explained in more details in Appendix C. The Poisson process is a common
model for describing the random occurrence of events over time, characterized by a
constant average rate of occurrence. It is particularly suitable for modeling market
order arrivals in our case due to several reasons:

• Simplification for Modeling: Using a Poisson process simplifies the mathemat-
ical and computational modeling of order arrivals, making it easier to integrate
into the backtesting framework.

• Historical Precedent: Prior research and practical implementations in finan-
cial markets have successfully utilized Poisson processes to model order arrivals,
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Table 6.1: Arrival rate per second of market orders for each spread size ∆ in ticks.

(a) 7-6-2021 - 11-6-2021.

∆ (in ticks) Sell Buy Total
1 0.21 0.27 0.48
2 0.09 0.08 0.17
3 0.05 0.04 0.09
4 0.04 0.03 0.07
5 0.04 0.03 0.07

(b) 14-6-2021 - 18-6-2021.

∆ (in ticks) Sell Buy Total
1 0.24 0.30 0.54
2 0.11 0.11 0.22
3 0.05 0.05 0.09
4 0.04 0.04 0.07
5 0.04 0.03 0.07

(c) 21-6-2021 - 25-6-2021.

∆ (in ticks) Sell Buy Total
1 0.27 0.27 0.54
2 0.11 0.10 0.22
3 0.05 0.05 0.11
4 0.05 0.04 0.09
5 0.04 0.05 0.09

(d) 28-6-2021 - 2-7-2021.

∆ (in ticks) Sell Buy Total
1 0.16 0.17 0.34
2 0.10 0.09 0.19
3 0.07 0.06 0.13
4 0.05 0.05 0.11
5 0.08 0.05 0.13

providing a validated approach, such as in [9] or [8].

By assuming that market orders follow a Poisson distribution, we can simulate their
arrival times more realistically. The key parameter in this process is the rate parameter
f , which represents the average number of market orders arriving per unit of time.

Incorporating a Poisson process into our simulation allows us to approximate the
random yet statistically quantifiable nature of market order arrivals. However, it is
important to recognize the limitations of this approach. The assumption of a constant
arrival rate may not always hold, particularly during periods of market turbulence
or significant events that cause sudden spikes in trading activity. Therefore, future
research could explore more sophisticated models that account for time-varying arrival
rates and other factors influencing market order dynamics, such as Hawkes processes
([29], [19]).

Once the bid-ask spread is established and thus the frequency of incoming market
orders is known, it becomes important to integrate this information within the back-
testing environment. Consequently, each time a limit order is placed, the simulator will
examine the spread and calculate the arrival time of the next market order. Whenever
the price of the limit order is updated, the spread will be recalculated. If a change in the
spread occurs, a new arrival time for the subsequent market order will be determined,
and the final time will be calculated as the average of the two. This approach accounts
for the potential impact of the preceding order on the market dynamics.
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Table 6.2: Average arrival rate per second of market orders for each spread size ∆ in
ticks.

∆ (in ticks) Sell Buy Total
1 0.22 0.2525 0.475
2 0.1025 0.095 0.2
3 0.055 0.05 0.105
4 0.045 0.04 0.085
5 0.05 0.04 0.09

It is important to note that for our simulations, we assume that the market orders
always have a constant volume. This assumption is plausible, as typically, based on
[22], the volume of market orders is either 500,000 euros or 1,000,000 euros. Given that
we consider the volume of child orders to be 1,000,000 euros. This strategy involves
breaking down a larger ”parent order”, which is the entire quantity to be traded, into
smaller, less conspicuous child orders that match common market transaction sizes [22].
By doing so, a child order can either be executed in one go if a market order matches
the size of 1,000,000 euros, or it may require two transactions of 500,000 euros each.
This approach ensures that the execution of large orders doesn’t visibly affect market
dynamics or alert other traders to the strategy being employed, thereby facilitating
smoother, more stealthy market operations.

6.1.2 Execution of Limit Orders
Upon simulating the arrival of market orders, it is essential to understand the dynamics
of the simulator. The process begins at the initial time when a limit order is intended
to be placed in the limit order book. The price of this order is calculated based on the
selected trading strategy. Once determined, the simulator assesses the time until the
next market order based on the current spread, and this time is recorded.

Subsequently, the limit order book is scanned to verify if there exists a limit order in
the opposite direction that matches the trader’s own limit order, leading to its execution.
This verification continues until there is a price update, which in our case will happen
once every 50 milliseconds. This quantity will also be utilized in our execution strategy.
Indeed, the price will be updated every 50ms, as this not only serves to keep the
price aligned with market developments but also represents the minimum acceptable
interval for updating the price. In the venues we consider for our simulations, there is
a maximum limit of 20 limit orders that can be placed per second. Upon updating the
price, the arrival of the next market order is recalculated, and the simulator persistently
checks for the execution of the trader’s limit order by an opposing limit order.
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At the point when the time for the market order arrives, the simulator checks
whether the trader’s limit order is within the current spread. If it is, one unit of the
order is executed. This process continues until the order is entirely executed, either by
market orders or by a limit order in the opposite direction.

6.2 Execution Strategy Experimentation with Mar-
ket Data

The backtesting system described in the previous section is complex, yet it is capable of
simulating the FX Spot Market dynamics fairly realistically using historical market data
provided by MN. In this section, we will present the results of the strategy comparison
and determine which performs better relative to the others. For our simulations, we
will assume that an agent wishes to place a sell limit order, as this serves as the example
for our thesis. The various execution strategies will be used under the same conditions
in the following manner: 10 different days throughout the year will be selected, and
from these, 50 times will be randomly chosen, totaling 500 simulations. For each of
these times, the execution strategies will be independently initiated in the backtesting
environment. Once the order is executed, the final execution price will be recorded and
used as the value for comparison.

6.2.1 Hyperparameters tuning
Firstly, in Chapter 5, we outlined the theoretical strategies. It is now crucial to explain
how in this research the parameters for these strategies were calibrated. It is also
important to note that this phase is highly complex as it heavily relies on the available
data, and choosing these parameters appropriately is not straightforward. Additionally,
a further challenge arises from the lack of available data on market orders, requiring
some parameters to be based on simulations conducted by us. Future research could
focus on improving the calibration of these strategies.

Recalling how we modeled the problem of an agent wanting to post a sell limit
order in Chapter 5, we need to identify the following parameters: T , which is the
terminal time; λ and κ, which are part of the intensity parameter of counting process
N δ = (N δ

t )0≤t≤T ; q, which is the agent inventory to be liquidated; γ, which is the
liquidation penalty.

Some of these parameters are straightforward to choose, as they depend on how we
wish to execute the order. For instance, the terminal time T should be selected based on
our execution requirements and the amount of time available for each child order. For
our simulations, we will choose T = 10 seconds. The parameter γ also depends on our
requirements. Based on its usage in the literature, such as in [9] and [8], we will choose
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γ to be 0.001. Also q depends on our requirements. Typically, a child order is selected
with a volume that is designed to be “invisible” in the market, meaning it does not
alter market conditions or have a market impact. Moreover, it usually has a standard
volume used by all participants to prevent identification of the order’s originator. In
our case, this standard volume is 1 million euros. Our strategy, however, accommodates
significantly larger quantities, q, in units. Drawing on analyses by [22] and to illustrate
scenarios where the q units to be liquidated exceed 1, we will assume that the volume
unit is 500,000 euros. Consequently, incoming market orders are also of 500,000 euros.
This adjustment results in our q being equal to 2.

The parameters λ and κ, part of the intensity of the counting process N δ with
an intensity of λe−κδt , are more challenging to determine because they represent the
probability that our sell limit order will be executed. Therefore, this quantity represents
the fill probability. Considerable research has been conducted on this probability, and
it is generally accepted in the literature that it can be represented by an exponential
function [8].

To calibrate these parameters, as previously mentioned, it is necessary to gather
information about market orders entering the market. [8] does not explicitly provide
details on how these parameters were chosen; thus, in this research, we propose a
method to determine them via simulation. We utilized Monte Carlo simulations to
compute these fill probabilities: for each potential depth δ in the limit order book,
across several days, we randomly selected a total of 10,000 initial times. For each of
these starting points, we observed whether the placed sell limit order at that depth was
executed within the next 50 milliseconds. This sell limit order can be executed in two
ways: either the best bid reaches this order and, if the volume is sufficient, executes
the sell limit order, or it is executed via the arrival of a market order. Additionally, our
strategy includes a condition that if the price of the sell limit order is set higher than
the best ask, it is then placed directly at the best ask (similarly for the best bid). This
is because it has been observed that orders placed outside the spread are unlikely to be
executed [22], and it also simplifies some considerations for simulating the market and
our trading venues.

Moreover, our simulations assume that the arrival of market orders is dependent of
the spread, which implies that we take as frequency of the arrival of market orders the
values shown in Table 6.1. For each depth of the limit order, the spread is calculated,
which will vary depending on the state of the limit order book of the simulation under
consideration, and based on that, the frequency will be determined.

Upon completing these simulations on historical data, we fitted an exponential
function of the form λe−κδ. Both the simulation results of the execution probabilities
for each depth and the fitted exponential function are displayed in Figure 6.1. The
parameters found are λ = 0.027, and κ = 1.38.
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Figure 6.1: This plot visualizes the results from Monte Carlo simulations alongside the
fitted exponential decay function λe−κδ, illustrating the probability of sell limit order
execution within 50 milliseconds at varying depths δ.

6.2.2 Comparison of Execution Strategies’ Performance
We will now examine the performance of the execution strategies. To do this, we
consider three different execution strategies, chosen based on the models discussed in
this thesis:

• OF-CNN-LSTM: this is the execution strategy where the g(st) is the Order-Flow-
CNN-LSTM model, as explained in 4.3, and the optimal depth of the sell limit
order is given by Equation 5.17.

• FPovi5: this is the execution strategy where the g(st) is the Forward-looking Price
Impact model, with ovi5, as explained in 4.2, and the optimal depth of the sell
limit order is given by Equation 5.17

• No-Drift: this is the execution strategy where g(st) = 0, and the optimal depth
is given by Equation 5.26.

These are the three execution strategies that we have discussed throughout the
thesis and have chosen to consider for this research. Using Monte Carlo simulations,
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after being simulated 500 times as previously explained, we calculated the average
difference in execution prices (in ticks) between the various execution strategies, as well
as the standard deviation. The results are shown in Table 6.3.

Strategy 1 Strategy 2
Average Difference

Execution Price
Strategy 1 - Strategy 2

Standard Deviation

OF-CNN-LSTM No-Drift 1.2 3.6
FPovi5 No-Drift 0.95 3.0

OF-CNN-LSTM FPovi5 0.25 2.7

Table 6.3: Comparison of execution strategies.

Table 6.3 displays the three strategies, presenting the average difference (and the
standard deviation) in execution prices among them. Notably, the OF-CNN-LSTM
strategy performs best, as on average, a sell limit order placed using this strategy is
executed at a price that is 1.2 ticks higher than the execution price of a sell limit order
placed using the No-Drift strategy. Additionally, using the FPovi5 strategy, the average
execution price of a sell limit order is 0.95 ticks higher compared to one executed using
the No-Drift strategy. The third row is related to the first two in the table.

Regarding the standard deviation, it is relatively high. However, it still shows good
values, and on average, execution strategies that include the effect of the drift term,
which models the mid-price prediction based on the limit order book imbalance, tend
to execute their sell limit orders at higher prices.

Additionally, to better illustrate the performance of the strategies, Figure 6.2 shows
the dynamics of price evolution as determined by the strategies.

The figure features five different lines. The red line represents the Best Ask price
from the limit order book during that time interval, while the purple line represents the
Best Bid. These values are based on historical limit order book data, hence they are
real. The other three lines represent the sell limit order price determined by the three
different strategies previously discussed: the blue line represents the FPovi5 strategy,
the orange line represents the No-Drift strategy, and finally, the green line represents
the OF-CNN-LSTM strategy.

Let us now focus on the individual lines representing the sell limit order prices
obtained with the three strategies. Starting with the green line: as we can observe, the
strategy initially sets a price, and then, based on the data from the limit order book,
decides to lower it. This movement allows the order to be executed at point A at a
price of 1.05322. This execution occurs because the sell limit order matches the Best
Bid, effectively becoming a market order. This execution also happens due to a sudden
increase in the Best Bid, which matched the sell limit order placed by our agent.
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Figure 6.2: Price evolution of the three strategies, in the same condition.

Now let us have a look at the blue line, which represents the FPovi5 strategy. The
price undergoes movements similar to the green line but then rises to 1.05325, aligning
with the price on the red line, i.e. the Best Bid. However, at point B, it decides to lower
the price to 1.05324, by one tick, making the order more aggressive. This adjustment
is based on the data from the limit order book, as at that moment the imbalance
had changed, and the strategy suggested lowering the price, presumably because the
average price was expected to drop. This caused a narrower spread, thus increasing the
frequency of market orders, leading to the execution of the sell limit order at point C
at a price of 1.05324 by a market order.

Finally, examining the orange line, representing the No-Drift strategy, the situation
is different. This strategy does not make any predictions, hence it follows the price
trend. It was unable to anticipate a price drop, so it follows this drop at point D,
remaining at a price equal to the Best Ask until it is executed by a market order at
point E at a price of 1.05320. This results in the final execution price obtained with
the No-Drift strategy being lower, thus yielding less profit compared to the execution
prices obtained with the other strategies.

The execution prices are shown in Table 6.4, and, as we can see, the No-Drift
execution price is the worse, given by the fact that it was not able to predict the
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movement of the mid-price in advance.

Strategy Execution Price
OF-CNN-LSTM 1.05322

FPovi5 1.05324
No-Drift 1.05320

Table 6.4: Final execution prices of the three strategies.

An important final consideration concerns the execution time of these strategies. As
noted in Chapter 5, having found an analytical solution to the optimization problem
ensures that the optimal depth can be determined very quickly (less than a millisecond),
which represents a significant achievement of this research. If we also consider the time
required to predict mid-price movements using the FPovi5, the total execution time
remains on average under one millisecond. However, in the case of using the OF-CNN-
LSTM model, the total time is around 35 milliseconds, which, as previously noted,
is due to the machine and programming language used. This timing, as observed in
Chapter 4, can be reduced to about a millisecond with the use of appropriate machines
and techniques. Thus, these strategies are viable in a real-world setting as they are fast
enough.

6.2.3 WMR Benchmarks
The WM/Reuters (WMR) FX benchmarks are financial tools used globally to deter-
mine the exchange rates for currencies at specific times throughout the trading day.
These rates are important for valuing portfolios, measuring performance, and execut-
ing substantial currency trades at fair, transparent rates, since they are commonly used
in industry [26].

The WMR FX benchmarks are calculated using a methodology that ensures accu-
racy and fairness in rate determination. The most referenced WMR rate, the 4 PM
London fix, is based on actual transactions and order rates sourced from global forex
markets within a defined five-minute window (two minutes and thirty seconds before
and after 4 PM London time). By taking a median of all eligible trades and order rates
during this period, the benchmark reflects a consistent and representative exchange
rate for each currency pair.

These benchmarks are widely utilized in the industry, and therefore, we found it
pertinent to assess how our strategy performs in comparison with these benchmarks.
To do this, we considered various randomly chosen days (January 17th, February 6th,
February 19th, March 5th, March 21st, April 11th, April 23rd, April 26th, June 17th,
July 1st, July 2nd, July 3rd) and executed 30 child orders of 1 million each, posted
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every 10 seconds starting from two and a half minutes before 4 PM London Time, using
the OF-CNN-LSTM execution strategy. We then calculated the average execution price
for each day to obtain our average exchange rate between the euro and the dollar at
the time of posting a sell limit order, which we then compared to the benchmarks.

However, the WMR benchmarks are not highly precise as they are approximated to
the fifth decimal place to either 0 or 5, thus losing some pricing flexibility by a few ticks.
This makes it impossible to directly compare our execution price with the benchmarks,
as a difference of 5 ticks is considerable, especially since our analysis considers ticks as
the minimal variation. To address this issue and to obtain benchmarks comparable to
the WMR, we decided to use the average of the mid-prices over those five minutes as our
WMR benchmarks. Therefore, we will compare our average sell limit order price over
five minutes with the average mid-price, calculate the difference, and finally, analyze
the average over the various days considered.

On the days considered, after utilizing the backtesting environment described earlier
and running our strategy within those five minutes, the average difference between the
execution price of the sell limit orders and the empirically calculated average mid-price
for each day is 5 · 10−7, with a standard deviation of 1.2 · 10−6. This indicates that our
strategy is capable of executing sell limit orders at a price, on average, higher than our
empirical WMR benchmarks, thereby facilitating a favorable profit.
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Algorithmic trading is increasingly prevalent, and many companies, including MN which
collaborated on this thesis, utilize it to execute trades at favorable prices. Specifically,
MN has developed ALGO, an autonomous execution algorithm that operates in the FX
Spot Market. The purpose of this thesis is to identify a novel optimal execution strategy
for limit orders. This is based on the information of the limit order book (LOB), which
is used to make prediction of the movements of the mid-price using data-driven models.

To achieve this, we first defined a new way of measuring the order book volume
imbalance, which incorporates multiple price levels of the LOB in a weighted manner.
This measure provides clearer indications of future mid-price movements compared to
a measure that considers only the first level, i.e., just the best ask and best bid.

Subsequently, this research proposes methods for utilizing information from the limit
order book and its imbalances (not only through the order book volume imbalance but
also through the order flow, which takes into account the temporal evolution of the im-
balances) to attempt to predict future mid-price movements. The main models fall into
two categories: the first is based on a model similar to regression (the Forward-Looking
Price and Cross Impact model), where the features considered are the imbalances of
one’s own order book, but also those of others that are related to the one being consid-
ered. Tested on real LOB data from two different venues, we conclude that in our case
including the cross effect of two venues does not aid in the prediction of movement, and
that including multiple levels of the limit order book provides more accurate predic-
tions. Subsequently, the second type of predictive models we consider is based on deep
learning models. The base model is a Convolutional Neural Network (CNN) (capable of
aggregating LOB data together, implicitly defining a measure of imbalance), followed
by a Long-Short Term Memory network (which takes the aggregated data from the
CNN and uses it, considering their temporal relationship, to make future predictions of
return). This research extends this concept to the use of multiple venues by introducing
a new and innovative method: a new layer is added to the CNN model, enabling the
utilization of multiple venues. Here again, the results are promising, however, it is not
necessary to include the data from the other order book as it does not provide more
accurate predictions.
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Once our predictive models are constructed, the research continues with the stochas-
tic modeling of the mid-price and the actions of an agent who wants to post a sell limit
order. This thesis proposes a new stochastic model, which to our knowledge has not
yet been proposed in the literature, that includes in the drift term the predictions made
by our models: upon receiving a signal from the limit order book (for instance, an im-
balance), the model makes a prediction of future return based on historical data, and
this is used as the drift term of our stochastic model for the mid-price. Subsequently,
a stochastic optimization problem is defined which is solved analytically, and leads to
an explicit solution, which corresponds to our optimal execution strategy. This new
strategy effectively reflects the predictions of the mid-price: if the forecast suggests
that the price will fall (or rise), and we wish to sell, the strategy will choose a lower (or
higher) price for the limit order, aiming to execute the order as soon as possible and
secure a higher profit.

Finally, in this research, we have developed a backtesting environment that allows
for the simulation of the market using historical data to test our strategies. The results
are excellent: the new strategy achieves a greater profit compared to a strategy that does
not include the drift term and is therefore unable to adapt to current market conditions.
Furthermore, the best predictive model to use in the strategy is the one based on deep
learning. Additionally, a final comparison is made with the WMR benchmarks, which
were empirically determined in this thesis. This strategy enables sell limit orders to be
executed on average at a higher price than these benchmarks.

However, this research also has its limitations. Firstly, all models were trained and
calibrated over a one-week data interval to simplify both computational costs and the
amount of data used. This provides a good degree of generalizability, which, however,
could be made more robust with the use of a larger dataset. Additionally, the strategy
was tested only on the FX Spot Market and not on other types of data. Moreover,
the predictions of the models are good, but not excellent. Obviously, we cannot ex-
pect to predict future returns with high accuracy, due to the influence of numerous
unpredictable factors, including economic news, investor decisions, market volatility,
and geopolitical events, which complicate the accurate modeling of its dynamics. In
addiction, we assumed that the arrival of market orders follows an independent Poisson
process, which is a good assumption, but it could be made more general by consid-
ering the arrivals not as independent but as dependent on other arrivals. For this,
one could utilize alternative models, such as Hawkes processes. Another limitation is
the execution time of the strategies. As observed, this should not be a problem since
the maximum execution time is expected to be around one millisecond. However, this
should be empirically tested and verified using more powerful machines and more effi-
cient programming languages. A final limitation concerns the backtesting environment
where all the strategies were tested. This environment was constructed based on cer-
tain market assumptions, and many other factors could be included in simulations to
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make them more realistic. Since simulations are not entirely true to life, the actual
performance of these strategies might differ in reality. However, this does not pose a
problem for comparing strategies, as they were executed under the same conditions and
within the same environments.

This study lays the groundwork for many potential future investigations. First
and foremost, the strategy allows for the incorporation of any predictive function, thus
opening the door to exploring various types of functions, including those based on time
series analysis, or other forms of machine learning and deep learning models. Addition-
ally, there is scope to research alternative methods for calibrating the parameters used
in the optimal strategy, as well as to enhance the backtesting environment to make it
more realistic and thus have more truthful simulation results.

Another potential area of research is the application of this strategy across differ-
ent markets, such as equities, since the methodology should be transferable. Lastly,
there is an opportunity to further extend and improve the deep learning model that
operates across multiple venues (or stocks). This could also be adapted for use in con-
texts involving different assets, not just different venues, potentially broadening the
applicability of the strategy.
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A Principal Component Analysis

Principal Component Analysis (PCA) is a statistical technique utilized to emphasize
variation and identify strong patterns in a dataset. It is frequently employed to reduce
dimensions while preserving as much of the data’s variability as possible. This chapter
will explain what is PCA, based on [1].

A.1 Mathematical Foundations
PCA essentially transforms the original variables into a new set of variables, which
are linear combinations of the original ones. These new variables, called principal
components, are orthogonal and arranged in such a way that the first few retain most
of the variation present in all of the original variables.

The mathematical foundation of PCA is based on the eigendecomposition of ma-
trices. Consider a data matrix X of size n × p, where n represents the number of
observations and p the number of variables. PCA starts with the covariance matrix C
of X, defined as:

C =
1

n− 1
(X − hx̄T )T (X − hx̄T )

where C is a p× p symmetric matrix, x̄ is the mean vector of the columns of X, and h
is a n× 1 column vector of all 1s. The eigendecomposition of C is given by:

C = V ΛV T

where V consists of the eigenvectors of C, and Λ is a diagonal matrix with eigenvalues
λ1, λ2, . . . , λp of C.

The principal components are obtained by projecting the original data onto the
eigenvectors. The first principal component Z1 is obtained by:

Z1 = Xv1
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where v1 is the eigenvector associated with the largest eigenvalue λ1. This component
captures the maximum variance in the data. The subsequent components are calculated
in a similar manner, under the constraint that they are orthogonal to the previous
components.

PCA reduces the dimensionality of the data by retaining only those components
that significantly contribute to the variance. The number of components retained, k,
is much smaller than p. This reduction is accomplished by keeping only the first k
eigenvectors corresponding to the largest k eigenvalues.
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B Derivation of Execution Strategy.
Cases q = 2, 3, 4

In this appendix, we will continue with the derivation of the analytical solution of the
execution strategy described in Chapter 5. Here, the cases q = 2, 3, 4 will be shown.

q = 2

We now proceed on calculating w(t, 2) (i.e. the case q = 2),
∂tw(t, 2) + 2g(st)κw(t, 2) + λ

e
w(t, 1) = 0,

w(T, 2) = e−κγ4,

w(t, 0) = 1.

(B.1)

Similarly to the case q = 1, we obtain

∂t
[
e2g(st)κ tw(t, 2)

]
= −λ

e
e2g(st)κ tw(t, 1),

and using Equation 5.15 and integrating wrt t, we obtain

e2g(st)κTw(T, 2)− e2g(st)κ tw(t, 2) = −λ

e

∫ T

t

eg(st)κ (T+u)

[
e−κγ +

λ

g(st)κ e

]
du+

+
λ

e

∫ T

t

e2g(st)κu λ

g(st)κ e
du =

= − λ

g(st)κ e

[
e−κγ +

λ

g(st)κ e

] (
e2g(st)κT − eg(st)κ (T+t)

)
+

+
1

2

(
λ

g(st)κ e

)2 (
e2g(st)κT − e2g(st)κ t

)
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So, using the terminal condition,

e2g(st)κ tw(t, 2) = e2g(st)κT e−κγ4+

+
λ

g(st)κ e

[
e−κγ +

λ

g(st)κ e

] (
e2g(st)κT − eg(st)κ (T+t)

)
+

− 1

2

(
λ

g(st)κ e

)2 (
e2g(st)κT − e2g(st)κ t

)
.

We can conclude that

w(t, 2) = e2g(st)κ (T−t)e−κγ4+

+
λ

g(st)κ e

[
e−κγ +

λ

g(st)κ e

] (
e2g(st)κ (T−t) − eg(st)κ (T−t)

)
+

− 1

2

(
λ

g(st)κ e

)2 (
e2g(st)κ (T−t) − 1

)
,

which can be written as

w(t, 2) = e2g(st)κ (T−t)

[
e−4κγ +

λ

g(st)κ e
e−κγ +

1

2

(
λ

g(st)κ e

)2
]
+

− λ

g(st)κ e
eg(st)κ (T−t)

[
e−κγ +

λ

g(st)κ e

]
+

1

2

(
λ

g(st)κ e

)2

.

(B.2)

q = 3

Let us now consider the case q = 3:
∂tw(t, 3) + 3g(st)κw(t, 3) + λ

e
w(t, 2) = 0,

w(T, 3) = e−κγ9,

w(t, 0) = 1.

(B.3)

Repeating the steps of the previous cases, we get

∂t
[
e3g(st)κ tw(t, 3)

]
= −λ

e
e3g(st)κ tw(t, 2).
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Using Equation B.2 and integrating wrt t, we obtain

e3g(st)κTw(T, 3)− e3g(st)κ tw(t, 3) = −λ

e

∫ T

t

e3g(st)κuw(u, 2)du

= −λ

e

1

2

(
λ

g(st)κ e

)2 ∫ T

t

e3g(st)κudu+

− λ

e

[
e−4κγ +

λ

g(st)κ e
e−κγ +

1

2

(
λ

g(st)κ e

)2
]
e2g(st)κT ·

·
∫ T

t

eg(st)κudu+

+
λ

e

λ

g(st)κ e
eg(st)κT

[
e−κγ +

λ

g(st)κ e

] ∫ T

t

e2g(st)κudu

= −1

6

(
λ

g(st)κ e

)3 (
e3g(st)κT − e3g(st)κ t

)
+

− λ

g(st)κ e

[
e−4κγ +

λ

g(st)κ e
e−κγ +

1

2

(
λ

g(st)κ e

)2
]
·

·
(
e3g(st)κT − eg(st)κ (2T+t)

)
+

+
1

2

(
λ

g(st)κ e

)2 [
e−κγ +

λ

g(st)κ e

] (
e3g(st)κT − eg(st)κ (T+2t)

)
.

So, we can conclude, by using the terminal condition, that

w(t, 3) = e3g(st)κ (T−t)

[
e−9κγ +

λ

g(st)κ e
e−4κγ +

1

2

(
λ

g(st)κ e

)2

e−κγ +
1

6

(
λ

g(st)κ e

)3
]
+

− λ

g(st)κ e
e2g(st)κ (T−t)

[
e−4κγ +

λ

g(st)κ e
e−κγ +

1

2

(
λ

g(st)κ e

)2
]
+

+
1

2

(
λ

g(st)κ e

)2

eg(st)κ (T−t)

[
e−κγ +

λ

g(st)κ e

]
+

− 1

6

(
λ

g(st)κ e

)3

.

(B.4)
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q = 4

Finally, let us now consider the case where q = 4.,
∂tw(t, 4) + 4g(st)κw(t, 4) + λ

e
w(t, 3) = 0,

w(T, 4) = e−16κγ ,

w(t, 0) = 1.

(B.5)

Following the idea of the previous cases that

∂t
[
e4g(st)κ tw(t, 4)

]
= −λ

e
e4g(st)κ tw(t, 3),

by utilizing Equation B.4 and performing integration with respect to t, we have that

e4g(st)κTw(T, 4)− e4g(st)κ tw(t, 4) = −λ

e

∫ T

t

e4g(st)κuw(u, 3)du

=
1

6

λ

e

(
λ

g(st)κ e

)3 ∫ T
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e4g(st)κudu− λ

e

[
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+
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e−4κγ +

1
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(
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·
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·
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e

(
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λ

g(st)κ e

]
eg(st)κT
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t
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=
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(
λ

g(st)κ e

)4 (
e4g(st)κT − e4g(st)κ t

)
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− λ

g(st)κ e

[
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2

(
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+
1

6

(
λ
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] (
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+
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+
1

2

(
λ

g(st)κ e

)2 [
e−4κγ +

λ
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+
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)
.

Hence, we can conclude that

w(t, 4) = e4g(st)κ (T−t)

[
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λ

g(st)κ e
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2
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+
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(
λ
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[
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+
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(B.6)
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C Poisson Process and Event Ar-
rival Simulation

The Poisson process is a stochastic process that models the occurrence of events hap-
pening randomly over a fixed period of time.

Definition of the Poisson Process

A Poisson process is characterized by the following properties:
1. Independent Increments: The number of events occurring in disjoint time

intervals are independent.

2. Stationary Increments: The probability of a certain number of events occur-
ring in a time interval depends only on the length of the interval, not on its
position in time.

3. No Simultaneous Events: The probability of more than one event occurring
at exactly the same time is zero.

Mathematically, a Poisson process with rate parameter λ > 0 is defined such that
the number of events N(t) occurring in a time interval of length t follows a Poisson
distribution:

P (N(t) = k) =
(λt)ke−λt

k!
, k = 0, 1, 2, . . . (C.1)

Here, λ represents the average rate of event occurrences per unit time.

Interarrival Times

An important property of the Poisson process is that the interarrival times (the times
between consecutive events) are exponentially distributed. If Ti denotes the time be-
tween the (i − 1)-th and i-th event, then Ti follows an exponential distribution with
parameter λ:

fT (t) = λe−λt, t ≥ 0. (C.2)
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