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A novel concurrent approach for multiclass scenario discovery using 
Multivariate Regression Trees: Exploring spatial inequality patterns in the 
Vietnam Mekong Delta under uncertainty 
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Faculty of Technology, Policy, and Management, Delft University of Technology, Jaffalaan 5, 2628 BX, Delft, the Netherlands   
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A B S T R A C T   

To support equitable planning, model-based analyses can be used to explore inequality patterns arising from 
different scenarios. Scenario discovery is increasingly used to extract insights from ensembles of simulation. 
Here, we apply two scenario discovery approaches for unraveling inequality patterns and their drivers, with an 
application to spatial inequality of farms profitability in the Vietnam Mekong Delta. First, we follow an estab-
lished sequential approach where we begin with clustering the inequality patterns from the simulation results 
and next identify model input subspaces that best explain each cluster. Second, we propose a novel concurrent 
approach using Multivariate Regression Trees to simultaneously classify inequality patterns and identify their 
corresponding input subspaces. Both approaches have comparable output space separability performance. The 
concurrent approach yields significantly better input space separability, but this comes at the expense of having a 
larger number of subspaces, requiring analysts to make extra effort to distill policy-relevant insights.   

1. Introduction 

Recent model-based studies for supporting climate planning have 
advocated for assessing distributional outcomes of alternative policies 
(see e.g., Gourevitch et al., 2020; Kind et al., 2017; Rao, 2013). This is 
because evaluating policies using aggregate metrics can be misleading, 
as a policy that is optimal from an aggregate point of view might actually 
benefit some people at the expense of the others (Hansson, 2007; Rao 
et al., 2017; Sayers et al., 2018). Looking only from an aggregate point of 
view can introduce, or even exacerbate inequalities. Furthermore, there 
exists uncertainty in not only the magnitude and the spatial distribution 
of climate change, but also in the differential exposure, vulnerability, 
and adaptive capacity of the people and how these factors evolve over 
time (Green, 2016; O’Neill et al., 2017; Thomas et al., 2019). This makes 
it even more crucial to assess ex ante the distributional consequences of 
adaptation and mitigation policies. 

There are two types of analyses for assessing distributional outcomes. 
The first one is normative analysis. Here, the aim is to identify a policy 
that best satisfies a moral principle. For instance, in climate change 
mitigation, the polluters pay principle and the equal per capita entitle-
ments are two often used imperatives for allocating mitigation re-
sponsibility (Gardiner, 2010; Okereke, 2010). In adaptation, the use of 

differentiated historical responsibility has been proposed for deter-
mining funding responsibility (Grasso, 2007), whereas ‘putting the most 
vulnerable first’ has been proposed for distributing benefits (Paavola 
and Adger, 2006). These principles can be operationalized for use in 
quantitative model-based studies. For example, Adler et al. (2017) 
operationalize the prioritarian principle (giving higher weights to out-
comes experienced by worse-off people) for calculating the social cost of 
carbon. 

The second type is explorative analysis. Rather than putting value 
judgements on whether the distribution of outcomes is morally accept-
able, explorative analysis aims to identify groups who become better-off 
and worse-off because of the implementation of policies. There are 
various ways to define population subgroups. For example, Ciullo et al. 
(2020) look at the distribution of flood risk reduction benefits across 
people living in different locations (i.e., dike rings). By identifying po-
tential ‘winners’ and ‘losers’, explorative analysis can help planners in 
anticipating unintended distributive consequences and ameliorating 
potential injustices, for instance by preparing compensation measures to 
worse-off actors. 

When performing explorative analysis, the analyst faces an inter-
pretation problem arising out of two concerns (Jafino et al., 2021b). 
First, identifying inequality patterns requires calculating the outcomes 
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experienced by individual actors, leading to a larger number of perfor-
mance indicators. This sometimes requires a modification to the model 
structure (Rao et al., 2017), and how model outputs are treated 
(Franssen, 2005; Kasprzyk et al., 2016). Second, the fact that distribu-
tional outcomes can vary substantially under different futures necessi-
tates the exploration of inequality pattern across a large ensemble of 
scenarios (Schweizer, 2018; Taconet et al., 2020). Taken together, the 
large ensemble of scenarios and the high dimensionality of the output 
space make it hard to distill policy-relevant insights about the different 
plausible modes of inequality patterns, and the associated policies and 
uncertainties under which the different modes arise. 

Scenario discovery is an approach for deriving policy-relevant in-
sights from large ensembles of simulation results (Bryant and Lempert, 
2010; Groves and Lempert, 2007). Scenario discovery process begins 
with generating simulation results database through running the model 
under a large number of scenarios (Bankes, 1993; Moallemi et al., 2020), 
and proceeds with identifying combinations of driving forces that lead to 
a certain pattern of model outcomes. Scenario discovery answers the 
question ‘under which conditions or scenarios do the model outcomes 
behave in a certain way?‘. Scenario discovery by now is a recognized 
approach to deal with deep uncertainty in model-based planning for 
climate change and to make sense of large-scale computational experi-
ment (see e.g., Guivarch et al., 2016; Herman et al., 2015; Knox et al., 
2018; Lamontagne et al., 2018; Moallemi et al., 2017; Rozenberg et al., 
2014; Weaver et al., 2013). 

Traditional applications of scenario discovery include policy stress 
testing and vulnerability analysis (e.g., Eker and van Daalen, 2015; 
Halim et al., 2015; Hidayatno et al., 2020; Shortridge and Zaitchik, 
2018) as part of (Many Objective) Robust Decision Making (Bartholo-
mew and Kwakkel, 2020; Kasprzyk et al., 2013). The main objective 
here is identifying conditions under which a policy fails to meet its ob-
jectives. This requires users to set a threshold for classifying policy 
success. If the performance of the policy exceeds (or goes below, in case 
of a maximization problem) the threshold, the policy is deemed to fail in 
reaching its objectives. In this established application of scenario dis-
covery, one applies a binary classification to the model output space 
(from the simulation results database) by dividing the output space into 
a region where the policy performance meets the minimal requirement 
and a region where it fails to do so. A rule induction algorithm is then 
applied to identify combinations of input parameters that lead to the 
vulnerable region in the output space. 

In this study, we investigate the merits of using multiclass scenario 
discovery, an extension of the standard binary-class scenario discovery, 
for performing explorative analysis of distributional outcomes. In mul-
ticlass scenario discovery the model output space is partitioned into 
multiple clusters, and the input subspaces for each cluster are then 
identified. Multiclass scenario discovery is appropriate for explorative 
analysis of distributional outcomes. As there might be numerous modes 
of inequality in the future, we cannot simply impose a binary classifi-
cation on the distributional outcomes. Distinctive inequality patterns 
might emerge, but due to system complexity and non-linearity, similar 
patterns might arise from completely distinct uncertainty and policy 
scenarios (Jafino et al., 2021a). 

We explore two alternative approaches to multiclass scenario dis-
covery. First, we adapt the cluster-then-identify approach as has been 
used in previous multiclass scenario discovery studies (Gerst et al., 2013; 
Rozenberg et al., 2014; Steinmann et al., 2020). In this approach, the 
clustering of the model output space is performed first, followed by the 
identification of input subspaces for each cluster separately. This can 
negatively affect interpretability because different clusters in the output 
space might be linked to overlapping subspaces of the input space. To 
address this, we propose and test the use of Multivariate Regression Tree 
(MRT) for multiclass scenario discovery. In this second approach, the 
output space clustering and input subspace identification are solved 
concurrently through the MRT algorithm. We apply both the established 
sequential and the novel concurrent approach for multiclass scenario 

discovery to an agriculture adaptation planning problem for the upper 
Vietnam Mekong Delta (VMD). We explore spatial inequality of 
district-level farms profitability resulting from different realizations of 
uncertainties and implementation of adaptation measures. 

The rest of the paper is structured as follows. In section 2, we 
describe the two approaches of multiclass scenario discovery and 
explain further the concept of input and output space separability. In 
section 3, we provide the background of the case study and introduce the 
model that is being used. In Section 4, we present the results of the two 
approaches. In Section 5, we discuss the merits of each approach, i.e., 
their performance in terms of input and output space separability as well 
as the resulting scenario narratives identified by each approach. In 
Section 6, we summarize our main findings and insights. 

2. Methods 

2.1. Multiclass scenario discovery 

There are a number of scenario discovery applications that extend 
the output space partitioning from binary classification to multiclass 
classification (Gerst et al., 2013; Kwakkel and Jaxa-Rozen, 2016; 
Rozenberg et al., 2014; Steinmann et al., 2020). A major difference 
between traditional scenario discovery and multiclass scenario discov-
ery lies in the characterization of the output space. In traditional sce-
nario discovery, the output space is partitioned into only two classes: 
those which are of interest and those which are not (Kwakkel et al., 
2013). In contrast, in multiclass scenario discovery the output space is 
partitioned into more than two classes. Multiclass scenario discovery 
involves two tasks: the output space has to be partitioned into multiple 
distinct classes, and for each class input subspaces which are highly 
predictive for it have to be identified. The highly predictive input sub-
spaces form the narrative behind each class in the output space. 

For the first task (partitioning the output space), various approaches 
for specifying the classes have been used. Classification can be per-
formed by either manually imposing a threshold on the outcome vari-
ables (e.g., Guivarch et al., 2016; Rozenberg et al., 2014), or by using a 
clustering algorithm to automatically identify the classes (e.g., Berntsen 
and Trutnevyte, 2017; Gerst et al., 2013; Moallemi et al., 2017; Stein-
mann et al., 2020). In the manual threshold approach, the analyst has 
full control over how the output space is partitioned, thus enhancing the 
interpretability of the resulting classes. However, the task becomes 
increasingly complex with increasing number of outcome variables. In 
contrast, clustering algorithms can handle a larger set of outcome var-
iables but at the expense of worsening interpretability. For the second 
task (identifying highly predictive input subspaces), both the Patient 
Rule Induction Method (PRIM) (Friedman and Fisher, 1999) and Clas-
sification and Regression Tree (CART) algorithms (Breiman et al., 1984) 
have been widely used. For multiclass scenario discovery, PRIM is 
iteratively and independently applied to each cluster of the output space 
(see e.g. Rozenberg et al., 2014). In contrast, CART can identify highly 
predictive input subspaces for multiple clusters of the output space 
simultaneously, by predicting the membership of each scenario in one of 
the identified clusters (see e.g. Gerst et al., 2013). 

The partitioning of the output space and the identification of highly 
predictive input subspaces are traditionally performed sequentially. In 
this study, we propose the use of Multivariate Regression Tree (MRT) for 
multiclass scenario discovery to concurrently perform these two tasks. 
MRT is an extension of CART where multiple dependent variables are 
being used to characterize the impurity of a decision node (De’ath, 
2002). MRT has previously been used for model-based analysis, such as 
for unraveling tradeoffs and synergies between management objectives 
(Ndong et al., 2020; Smith et al., 2019). For multiclass scenario dis-
covery, the input parameters of the simulation model become the in-
dependent variables of the MRT, while the outcome variables of interest 
become the dependent variables. The leaves resulting from the regres-
sion tree then act as the clusters of the output space. The variables being 
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used in each decision node and their corresponding splitting values form 
the narrative behind each cluster of output space. 

Scenario discovery enables the extraction of policy-relevant insights 
(e.g., exploring plausible modes of inequality patterns) from large-scale 
computational experiments by making the large ensemble of simulation 
results interpretable. The interpretability of multiclass scenario discov-
ery can be evaluated using three criteria. The first criterion is output 
space separability, which is similar to the objective of clustering algo-
rithms (Hastie et al., 2009; Jain, 2010). After clustering the output 
space, members within the same cluster should have similar outcome 
characteristics (e.g., spatial inequality patterns), while members from 
different clusters should be dissimilar. The second criterion is input 
space separability (Steinmann et al., 2020), which focuses on the rule 
induction part of scenario discovery. Each class of outcome should 
originate from distinct and non-overlapping subspaces in the input 
space. As illustrated in Fig. 1, scenario discovery results are ideal if the 
identified input and output subspaces are completely separable, i.e., if 
each cluster in the output space is distinctive from the other clusters and 
is driven by distinctive subspaces in the input space. The third criterion 
is the resulting number of scenario narratives. Having a larger number of 
clusters generally leads to better output space separability (Hastie et al., 
2009), but it comes at the expense of having more complicated narra-
tives to be communicated to decision makers. 

2.2. Sequential approach: cluster-then-identify 

2.2.1. Clustering phase 
The clustering phase aims to find distinctive patterns of outcomes 

within the simulation results. Clustering performance is evaluated by the 
explained variance: 

EVK = 1 −

∑K
k=1SSEk

SSEall  

where EVK is the explained variance of the algorithm with K clusters, 
SSEk is the sum of squared error of members in cluster k, and SSEall is the 
sum of squared error of the entire dataset. Explained variance generally 
increases with the number of clusters. The more clusters are used, the 
smaller the differences between members within each cluster will be. We 
use the elbow method to select the optimal number of clusters (Ketchen 
and Shook, 1996). Here, we calculate the difference of the explained 
variance: 

ΔEVK =EVK − EVK− 1 

We can then set a threshold T and determine the number of clusters 
where an additional cluster would yield ΔEVK < T as an optimal number 
of clusters for the particular algorithm. 

We consider five clustering algorithms that are commonly used in 
model-based analysis (Bandaru et al., 2017; Bárcena et al., 2015; 
Moallemi et al., 2018; Rohmer et al., 2018; Szekely and Rizzo, 2005): 
k-means clustering, k-medoids clustering, Gaussian mixture model, 

Fig. 1. Illustration of input and output space separability. The color of the data points is based on the identified clusters in the output space. The shaded regions are 
the identified input subspaces from the rule induction algorithm. The output space separation in the second and fourth row misclassifies some of the orange cluster 
into the grey and red clusters. The input space separation in the third and fourth row is not clean as there is too much overlap between the induced subspaces. 
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agglomerative clustering with complete linkage, and agglomerative 
clustering with average linkage. The combination of clustering algo-
rithm and corresponding optimal number of clusters that yields the 
highest explained variance is selected for further analysis. 

2.2.2. Input subspace identification phase 
We adopt the boosted trees algorithm to induce subspaces condi-

tional on each class of the output space (Trindade et al., 2019). Boosted 
trees build upon CART by generating an ensemble of classification trees, 
where each tree tries to minimize the impurity in the dataset by itera-
tively splitting the dataset into leaves (De’ath, 2007; Hastie et al., 2009; 
Schapire and Freund, 2012). A leaf is impure if it contains mixes of data 
points from different classes, or, in our case, simulation results from 
different clusters. We use the Gini impurity criterion: 

IG(m)=
∑K

k=1
pmk(1 − pmk)

where IG(m) is the Gini impurity of leaf or node m, K is the total number 
of classes of the output space, and pmk is the proportion of scenarios with 
class k in node m. In each iteration, a classification tree looks for all 
possible splits across the input features and selects the one that yields the 
highest reduction in impurity. Boosted trees employ an ensemble of 
weak classification trees through multiple boosting iterations. In each 
boosting iteration, the algorithm readjusts the weights of misclassified 
data that are to be inputted to the weak classifier in the successive it-
erations (Freund and Schapire, 1997; Hastie et al., 2009). Users control 
the algorithm by setting the maximum number of boosting iteration and 
limiting the complexity of individual trees (Pedregosa et al., 2011; Zhu 
et al., 2009). 

The setup of boosted trees allows for calculating the relative 
importance of each input feature. In each splitting iteration, a classifi-
cation tree uses one input feature to separate a parent node into two 
child nodes. The importance of an input feature can be estimated as a 
function of how often a given feature is selected as the splitting variable 
and how much impurity reduction is achieved. Specifically, the impor-
tance is measured by the normalized percentage of total impurity loss 
across all trees due to splits using the input feature. Finally, for scenario 
discovery, the most influential input features are mapped back to the 

identified clusters of the output space – a technique often coined factor 
mapping (Trindade et al., 2019). The factor maps can be used to visually 
construct rules or scenario narratives (i.e., combinations of input pa-
rameters) for each cluster of output space. 

2.3. Concurrent approach: Multivariate Regression Trees 

MRTs are an extension of univariate regression tree where multiple 
response variables are being used simultaneously to find candidate splits 
in each decision node (De’ath, 2002). In each iteration, MRT looks for 
the best split in the input features that leads to the largest reduction of 
impurity in the child nodes. For regression problems, the impurity of a 
node in terms of a single response variable is calculated as the summed 
Euclidean distance between each data point to the mean of the response 
variable. Accordingly, in MRT, the total impurity of a node (also termed 
the error of the node for regression trees) is calculated as the summation 
of the impurity of each response variable: 

Em =
∑Nm

n=1

∑J

j=1
(yij − yj(m))

2  

where Em is the error or impurity of node m, Nm is the total number of 
data points in node m, J is the total number of response variables, yij is 
the value of response variable j from data point i, and yj(m) is the mean of 
response variable j across data points in node m. The algorithm looks for 
the optimal split in the input space that yields the lowest sum of errors 
from the two child nodes. 

In our application, the leaves from the tree will directly turn into the 
clusters of inequality patterns. This is because the splitting criterion in 
MRT is intended to minimize the similarity of outcome variables be-
tween the child nodes while maximizing the similarity within the child 
nodes. To maintain interpretability, it is important to balance the size of 
the tree with the purity of the tree. The size of the tree (the tree ‘depth’) 
in an MRT is externally determined by the user by specifying a stopping 
criterion, such as the maximum number of leaves, or the minimum 
impurity of the leaves (Breiman et al., 1984; De’ath, 2002; Pedregosa 
et al., 2011). We use a 10-fold cross validation technique to decide the 
appropriate depth of the tree (Larsen and Speckman, 2004). In each fold, 
the algorithm is trained on 90% of the data and the accuracy of the 

Fig. 2. Schematic comparison of the sequential and the concurrent approach.  
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resulting tree is tested on the rest 10% of the data. The accuracy is 
indicated by the coefficient of determination score: 

R2 = 1 −
SSEres

SSEall  

where SSEres is the sum of squared error between the predicted values 
and the actual values of the response variables, while SSEall is the sum of 
squared error between the actual values and the mean values of the 
response variables in the entire dataset. The accuracy of an MRT will 
increase with the depth of the tree. Hence, we also calculate the changes 
in accuracy and attempt to balance this with the complexity of the tree 
(Ndong et al., 2020; Smith et al., 2019). The selected tree depth is the 
one that has changes in accuracy smaller than a specified threshold T. 

The resulting decision tree can be analyzed and visually inspected 
starting from either the leaves or the root (Smith et al., 2019). In 
leaves-first analysis, users begin with looking for the leaf that contains 
certain patterns of interest. The analysis then goes up the decision tree to 
understand conditions (i.e., combinations of input parameters and their 
values) that lead to the leaf of interest. In root-first analysis, users start 
from the very first decision node at the top of the tree, and go down the 
tree to explore a specific scenario. Leaves-first analysis is a bottom-up 
approach to reading a decision tree while root-first analysis is a 
top-down approach. Note that leaves-first and root-first analyses are 
concerned with how we read the MRT results. Hence, the choice be-
tween these two does not alter the results of the algorithm itself. 

Fig. 2 summarizes how the two main steps in multiclass scenario 
discovery (i.e., output space partitioning and input subspaces identifi-
cation) are carried out in the sequential and the concurrent approach. 
Through iteratively minimizing the impurity of the child nodes, the MRT 
partitions the output space to find distinctive patterns of outcomes. At 
the same time, the input features used to split each parent node as well 
as the splitting value of these features are used to construct narratives 
behind each final child nodes of the tree. 

3. Case study 

3.1. Adaptation planning in the upper Vietnam Mekong Delta (VMD) 

The VMD, located in the southern part of the country, is one of the 
largest deltas in the world. The delta supplies 55% of total rice pro-
duction and 85% of total rice export of Vietnam (GSO, 2019; Toan, 

2014). The upstream part of the delta – including An Giang and Dong 
Thap provinces (see Fig. 3a) – is subject to annual monsoon flooding 
which could be worsened by climate change (Hoang et al., 2019; Triet 
et al., 2020). Flood risks are further exacerbated by land subsidence of 
which 7–17 mm/year has been attributed to agricultural activities 
(Minderhoud et al., 2018). Sediment starvation puts another pressure on 
the delta. Further development of hydropower dams in Cambodia, 
which is located upstream of the VMD, reduces sediment concentration 
in the river, which has been one of the main sources of free nutrients for 
farmers in the VMD (Lauri et al., 2012; Manh et al., 2015). 

The agricultural sector in the VMD has experienced several transi-
tions in the past decades. The construction of water resources infra-
structure allowed farmers to harvest twice a year (double-rice cropping): 
the winter-spring crop between December and March and the summer- 
autumn crop between April and July (Ngan et al., 2018; Son et al., 
2013). Dikes of around 2 m high were initially constructed, but they do 
not protect the paddy fields against flooding during the annual peak 
discharges in the monsoon season. To facilitate further intensification of 
the agriculture sector, the government has been constructing high dikes 
of 4.5 m since the early 2000s, protecting the fields against monsoon 
flooding and thus enabling farmers to have a third cropping season 
(triple-rice cropping, see Fig. 3b). Recently, it was found that the high 
dikes expansion policy has unintended consequences for environmental 
sustainability (Garschagen et al., 2012; Tran et al., 2018) and for 
inequality between richer and poorer farmers (Chapman et al., 2016). 

In this study, we evaluate the spatial inequality of farm profitability. 
Specifically, we look at how different spatial inequality patterns at a 
district level emerge from different combinations of anthropogenic 
pressure, climatic change, and implementation of alternative adaptation 
policies. This allows us to provide spatially explicit policy advice and 
administrative area-based recommendations for local decision makers. 
Our study complements previous inequality studies in the region that 
focus on the distributional outcomes from a household point of view (i. 
e., comparing poor and rich farmers at an individual household level) 
(Chapman and Darby, 2016; Chapman et al., 2016). 

3.2. Integrated assessment metamodel 

We used a spatially explicit integrated assessment metamodel to 
simulate the profitability of the farmers in An Giang and Dong Thap 
provinces, combining previously established complex models (Jafino 

Fig. 3. a) Provinces in the VMD, with the case study area highlighted in red and the Mekong river branches represented by blue lines; b) Land-use changes in An 
Giang and Dong Thap between 2002 and 2011 (GAEN-View, 2013; Sakamoto et al., 2009). The expansion of triple-rice farming indicates the construction of high 
dikes, as triple-rice farming systems are only possible in high dikes enclosed areas. 
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et al., 2021a). Fig. 4 shows the general conceptualization of the model. 
In short, the model operates with a spatial resolution of 200m where 
each cell is represented by a particular land-use function (e.g., single 
rice, double-rice, triple-rice, orchard plantation, or aquaculture). Prof-
itability is then calculated for each cell. based on income from selling 
rice and cost of purchasing fertilizer. We assume that nutrients are the 
limiting factors of rice yield, which is the case in most Southeast Asian 
countries (Sattari et al., 2014; Witt et al., 1999). 

Inundation plays two opposing roles. On the one hand, unintentional 
inundation, for instance due to extremely high discharge in monsoon 
seasons, reduces the total annual rice yield. On the other hand, inun-
dation supplies free nutrients through floodplain sedimentation. Flood 
risks are reduced in areas with higher dikes and are increased by land 
subsidence, which in turn is dependent on the land-use dynamics. 
Finally, the land-use module simulates farmers’ behavior of changing 
cropping practices especially between double-rice cropping, triple-rice 
cropping, orchard plantation, and aquaculture. Future distributional 
outcomes are evaluated at a district level. Hence, the cell-level profit-
ability is aggregated for each of the 23 districts in An Giang and Dong 
Thap provinces. The model is run with an annual time step from 2012 to 
2050. The detailed model description, validation, and fit for purpose 
assessment are described in Jafino et al. (2021a). 

3.2.1. Adaptation measures 
We tested both ‘hard’ infrastructural and ‘soft’ non-infrastructural 

policies that affect the different modules within the model. The infra-
structural policies are related to dike (de)construction. These policies 

are drawn from the recent flood control debates in the region: either 
further expansion of high dikes or deconstructing all established high 
dikes into low dikes (Käkönen, 2008; Tran et al., 2018; Triet et al., 
2020). These policies are applied in An Giang and Dong Thap inde-
pendently, resulting in a total of four alternative policies. The first soft 
policy is a seeds upgrade policy. We assume that by using a better seed 
variety the crops become more resilient to floods. We model this by 
reducing the steepness of the stage-damage curve (Dutta et al., 2003; 
Triet et al., 2018), so that the same level of inundation results in a lower 
yield reduction. The second policy is fertilizer subsidies where 50 kg of 
free fertilizer are distributed to farmers in each cropping season. Free 
fertilizer is given to farmers located far from the river, as they get a 
significantly lower nutrients concentration from floodplain sedimenta-
tion (Manh et al., 2013, 2014). 

3.2.2. Uncertainties 
There are five key uncertain factors affecting the productivity of the 

agricultural sector in the upper VMD. The first uncertain factor is future 
annual peak discharge that affects flood risk. We use synthetic future 
hydrographs of the Mekong River, generated by a global hydrological 
model driven by climatic data from two scenarios (RCP 4.5 and 8.5) 
(Sutanudjaja et al., 2018; Winsemius et al., 2013). The second uncertain 
factor is the hydropower dam development upstream in Cambodia. This 
factor affects the annual peak discharge and reduces total sediment 
supply to the VMD as the dams trap the sediment upstream. We use five 
dam development scenarios as worked out by Lauri et al. (2012) and 
Manh et al. (2015). 

Fig. 4. Conceptual diagram of the spatially-explicit integrated assessment metamodel, taken from Jafino et al. (2021a).  

Fig. 5. XLRM overview of the case study.  
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The next two factors are the productivity gap among the three sea-
sons. The winter-spring season that starts in December, just after the wet 
monsoon season, is the most productive season. The summer-autumn 
season and the autumn-winter season are less productive due to the 
limited water content in the soil in the former and the high degree of 
precipitation in the latter. In 2002, the summer-autumn season and the 
autumn-winter season in Dong Thap produced 38% and 50% fewer yield 
per hectare, respectively. In 2016, the productivity gap has been 
reduced to only 26% and 35% for the summer-autumn and autumn- 
winter season, respectively. In this study, we consider a wide range of 
plausible future productivity gap between 15 and 45%. 

The last uncertain factor is the society’s preference toward the 
different rice cropping system and the spatial plan for the region. This 
factor affects future land-use demand, which in turn is spatially allo-
cated by the land-use change module. We consider four scenarios based 
on the competing narratives of agriculture intensification in the VMD as 
well as based on the Mekong Delta Plan (Mekong Delta Plan Consortium, 
2013; Tran et al., 2018; Triet et al., 2018): continuing intensification 
(higher triple-rice cropping demand and lower double-rice cropping 
demand), reverting to double rice (the opposite of the first scenario), 
rising non-rice preferences (higher demand for alternative livelihoods 
such as orchard plantation, aquaculture, and shrimp-rice farming), and 
increasing urbanization (higher demand for residential area). 

3.2.3. Experimental setup 
The setup of the case study is summarized using the XLRM frame-

work (Lempert et al., 2003) in Fig. 5. To allow for an exhaustive 
exploration of plausible combinations of uncertainties and policies, we 
apply full factorial sampling to input factors that are categorical and 
ordinal, i.e., we sample all possible combinations of categorical and 
ordinal input factors. These factors include the six policy variables and 
some of the uncertain variables (i.e., river discharge and farming prac-
tice preference). We combine the full factorial sample with a Latin Hy-
percube Sampling of the productivity gap uncertainties, as the values for 
these uncertainties take a continuous range. This experimental setup 
results in a total of 43200 computational experiments. The exploratory 
modelling workbench (Kwakkel, 2017) is used to perform these 
experiments. 

3.3. Post-processing of simulation results 

The clustering phase in the sequential approach and the calculation 
of error in the concurrent approach require the computation of ‘dis-
tance’ between the outcomes of each scenario in the simulation results 
database. To avoid having one outcome variable dictating the distance 
calculation, the values of each outcome variable are usually normalized 
to 0–1 across the scenarios (e.g., Giudici et al., 2020; Smith et al., 2019). 
Normalization of each outcome variable across the entire scenarios 

when doing explorative analysis of distributional outcomes is prob-
lematic. The outcome variables are the outcomes for each district. By 
doing a normalization we lose sights of the relative performance of each 
district compared to all other districts within each scenario (see Fig. 6a 
and b). Hence, we calculate instead the ‘relative profitability’ of each 
district, i.e., the 0–1 normalization is applied between the performance 
of each district within each scenario, instead of across scenarios (see 
Fig. 6c). In this way we maintain the information regarding the relative 
‘winners’ and ‘losers’ in each scenario. As a result, the clustering algo-
rithm is forced to look for distinctive inequality patterns. 

4. Results 

4.1. Sequential approach 

The first step in the sequential approach is clustering the output 
space into a number of representative inequality patterns. We test five 
alternative clustering algorithms while varying the number of clusters 
(see Appendix A for details). We find that the k-Means algorithm with 
seven clusters yields the most satisfactory performance which balances 
the explained variance and the number of final clusters. The remainder 
of the sequential approach is thus based on the results from this clus-
tering setup. 

Fig. 7a shows the seven representative inequality patterns from each 
cluster of the output space. The representative scenario is taken from the 
medoid of the corresponding cluster, that is, the scenario which out-
comes have the smallest Euclidean distance to all other scenarios in the 
cluster. At a glance, we can see that cluster 2, 3, 6 and 7 have similar 
inequality patterns where three districts located around the mid- 
northeastern part of the region have a higher relative profitability of 
higher than 0.7. The patterns are different once we inspect them in more 
detail. For example, in cluster 3, the district located in the top north-
western part of the region is not relatively better-off. In cluster 6, this 
district is significantly better-off compared to the others (relative prof-
itability = 1). 

Next, we use the boosted trees algorithm to first identify the most 
critical input features that best explain the seven clusters of inequality 
patterns. Fig. 7b shows the results of the input feature scoring. The most 
important input feature is the degree of upstream dam development, 
followed by three dikes construction policies: expansion of high dikes in 
An Giang, in Dong Thap, and reverting back to low dikes in An Giang. 
The other input features have substantially lower importance scores. 

We use the four most important input features to map back the input 
space to the seven clusters of output space. The importance scores of 
these four features add up to 0.705, implying that these features 
contribute to 70.5% of the total impurity reduction in the entire 
ensemble of trees. Fig. 7c shows the factor map for each cluster, where 
the cluster numbering corresponds to the seven inequality patterns in 

Fig. 6. An illustration of the implication 
of normalizing across scenarios and 
within scenarios. If district a and district 
b have the same outcomes, the data point 
will fall exactly on the diagonal dashed 
line. (a) Outcomes for the two districts 
across 500 scenarios. (b) Clustering re-
sults when the outcomes are normalized 
across scenarios. Here we see that in 
each cluster we have scenarios where 
both district b and district a are better- 
off. (c) Clustering results when the out-
comes are normalized within each indi-
vidual scenario. Here the resulting 
clusters have distinctive inequality 
pattern (district a is better-off in the or-
ange cluster, while district b is better-off 

in the blue cluster).   
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Fig. 7a. Since three of the four most important features are related to 
dike construction policies, we combine them into a single axis (i.e., the 
vertical axis on Fig. 7c). The numbers underlying the heatmap corre-
spond to the fraction of scenarios in that particular cluster. For example, 
20% of the 7879 scenarios in cluster 1 are scenarios with high upstream 
dam development while maintaining the current dikes configuration in 
the VMD. Another 20% of the scenarios have a combination of high 
upstream dam development and low dikes policy in An Giang. 

Fig. 7c shows that cluster 1, which has one of the more distinctive 
inequality patterns (see Fig. 7a), is primarily induced through a com-
bination of high sediment trapping due to upstream dam development, 
and, either expansion of high dikes in An Giang, or the preservation of 

current dikes. Inequality pattern as exemplified by cluster 4 is caused by 
the transformation of high dikes back into low dikes in An Giang 
together with a high degree of upstream dam development. Cluster 2 
and 7, which have similar inequality patterns, emerge if upstream dam 
development is relatively low and either the low dikes policy in An 
Giang is enacted or the current dikes system is maintained. Further 
construction of high dikes in An Giang in combination with relatively 
low upstream dam development would lead to inequality patterns as 
depicted either in cluster 3 or 6. 

What do these results imply for adaptation planning in the VMD? The 
most important insight is that the interaction between what the VMD 
government does (in terms of dikes (de)construction) and what the 

Fig. 7. Results from the sequential approach: (a) representative inequality pattern from each cluster of output space and the number of scenarios in each cluster; (b) 
relative importance of the input parameters as identified by the boosted trees algorithm; (c) Factor maps of the identified clusters of output space. AG_hi and DT_hi 
refer to further construction of high dikes in An Giang and Dong Thap, respectively. AG_lo refers to deconstruction of high dikes into low dikes in An Giang. The 
colorbar in each sub-figure refers to the fraction of total scenarios within that particular cluster. 
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Cambodian government does (in terms of hydropower dams develop-
ment) has non-linear effects on the emerging spatial distribution of 
farms profitability. For instance, a relatively small degree of upstream 
dam development would make provinces that expand their high dikes 
worse-off. This follows from comparing cluster 3 and 6 with cluster 5. In 
cluster 3 and 6, the high dikes policy in An Giang is enacted and this 
makes districts within An Giang relatively worse-off. In cluster 5, the 
high dikes policy in Dong Thap is also enacted and this leads to districts 
in Dong Thap becoming worse-off. This stresses the importance of 
having transboundary basin management in order to ensure equitable 
future for the VMD farmers. 

4.2. Concurrent approach 

The first step in the concurrent approach is growing the regression 
tree and selecting an appropriate tree size. We iteratively grow the tree 
from three to 40 leaves and observe the evolution of the cross-validation 
scores (see Appendix B for details). We find that the tree with 18 leaves 
yields the most satisfactory cross validation score and proceed with this 
tree size in the remainder of the concurrent approach. For visualization 
purpose, we separate the entire regression tree into two figures: Fig. 8 
and Fig. 9 together make up the entirety of the regression tree. 

The first splitting variable identified by the MRT is the expansion of 
high dikes in An Giang. Fig. 8 shows the left branch of the tree (high 
dikes in An Giang is expanded) while Fig. 9 shows the right branch of the 
tree (high dikes in An Giang is not expanded). The number of scenarios 
and the representative inequality pattern from all scenarios in each leaf 
are provided at the bottom of the figures. Similar to the sequential 
approach before, the medoid scenario in each leaf is assigned to be its 
representative inequality pattern. It is important to restate here that in 
each scenario the profitability of the districts is normalized between 
0 and 1 where darker green color means higher relative profitability. 
Here, we illustrate how we can use either leaves-first or root-first anal-
ysis to interpret the results of the MRT. We will use root-first analysis to 
analyze the left branch of the tree and leaves-first analysis for the right 
branch of the tree. 

The left branch of the tree as shown in Fig. 8 contains scenarios 
where the high dikes policy in An Giang is implemented. For illustration, 
we approach this side of the tree using root-first analysis. The subse-
quent decision node here is the degree of upstream dam development 
with a cutoff point of 2.5 (we have six levels of upstream dam 

development, with 0–2 being no to medium degree of upstream devel-
opment and 3–5 being higher degrees of development). If upstream dam 
development is relatively small, the next deciding factors are the dikes 
policy in Dong Thap. Low dikes policy leads to inequality pattern in 
cluster 1, high dikes policy leads to cluster 2, while maintaining the 
current dikes distribution in Dong Thap leads to cluster 3. 

It is interesting to compare cluster 2 and cluster 4, as, from the root- 
first perspective the only difference is the degree of upstream dam 
development. If high dikes are expanded in both provinces and many 
upstream dams are eventually built, districts alongside the river will 
become substantially better-off (cluster 4). However, a smaller degree of 
upstream dam construction will lead to a less striking difference in 
relative profitability (cluster 2). Cluster 6, although having a different 
narrative, has a similar inequality pattern as cluster 4. Even without 
expansion of high dikes in Dong Thap, a very large degree of upstream 
dam development in combination with high dikes policy in An Giang 
still make districts alongside the river better-off. 

The right branch of the tree contains the remaining 12 leaves (Fig. 9). 
We approach the interpretation of this branch by following leaves-first 
analysis. We focus on three visually distinct inequality patterns. The 
first pattern is typified by the higher relative profitability of districts 
alongside the river, as observed in cluster 15 and 18. Both clusters 
actually have a similar narrative where no dikes policy is taken, and 
upstream dam development is relatively large. The second distinct 
pattern is exemplified by cluster 8 and 9. In both clusters, districts 
located to the north of the river have smaller relative profitability. Both 
clusters have a similar narrative of medium degree of upstream dam 
development, and with high dikes being expanded in Dong Thap. 

The third distinct pattern is observed in cluster 10–14 and cluster 16. 
The main pattern here is that there are three districts located to the north 
of the river, three districts located to the south of the river, and one 
district on the northwest corner of the region who are better-off. This 
pattern can emerge from multiple future conditions. For example, a 
condition for cluster 10–14 to materialize is no extremely high upstream 
dam development. However, Cluster 16 shows that even if all planned 
upstream dams are built, a similar inequality pattern could emerge if all 
dikes in both An Giang and Dong Thap are reverted back into low dikes. 

What can the VMD government learn from the concurrent approach? 
Through combining both root-first and leaves-first analyses, we can 
clearly see that similar narratives could lead to distinctive patterns of 
spatial distribution. At the same time, similar distribution patterns could 

Fig. 8. Left branch of the multivariate regression tree and the corresponding representative inequality pattern.  
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Fig. 9. Right branch of the multivariate regression tree and the corresponding representative inequality pattern.  

B.A
. Jafino and J.H

. Kw
akkel                                                                                                                                                                                                               



Environmental Modelling and Software 145 (2021) 105177

11

emerge from distinctive narratives. The decision tree can easily help the 
government in understanding plausible inequality patterns and path-
ways that lead to those patterns, and thus preparing additional measures 
to compensate worse-off districts. 

5. Discussion 

5.1. Input space and output space separability 

The induced input subspaces though scenario discovery have a per-
fect separability if each subspace is mutually exclusive with the others. 
While traditionally this has been quantified through the density and 
coverage indicators (Bryant and Lempert, 2010), the use of these in-
dicators is not applicable for sequential multiclass scenario discovery as 
presented here. This is because in the sequential approach we do not set 
a strict boundary on the identified subspaces. However, from a visual 
inspection, we can see that some of the identified subspaces are over-
lapping with each other (see Fig. 7c). For example, the combination of 
current dikes and low to medium upstream dam development exists in 
the identified subspaces of cluster 2 and 7. In contrast, the concurrent 
approach produces completely separable input subspaces, as each end 
leaf has unique scenario narratives (i.e., combination of the scenario 
variables). Therefore, the concurrent approach leads to better input 
space separability compared to the sequential approach. 

To quantify output space separability, we calculate the average 
Euclidean distance between the relative profitability of the 23 districts 
in all scenarios within each cluster (within-class dissimilarity) as well as 
between scenarios from different clusters (between-class dissimilarity). 
A better separability of output space thus entails low within-cluster 
distance and high between-cluster distance. From Table 1, we can see 
that neither approach is superior to the other. The concurrent approach 
has better within-cluster average distance compared to the sequential 
approach. This can be explained by the more granular separation of the 
output space, so that each cluster consists of more similar simulation 
results. In contrast, the sequential approach has better between-cluster 
average distance compared to the concurrent approach. This is 
explained by looking at the representative inequality patterns from the 
concurrent approach on Figs. 8 and 9, where there are many clusters that 
have similar inequality patterns. To this end, it is interesting to observe 
in more details the (dis)similarity of the resulting narratives from the 
two approaches. 

5.2. Comparison of the resulting scenarios 

In this section we compare the clusters of inequality patterns from 
the two approaches as well as the narratives behind each cluster. First, 
we see that the clusters of inequality patterns from the concurrent 
approach have a higher degree of variation as there are several clusters 
that have a comparable pattern. However, most of the patterns identi-
fied from the concurrent approach are also present in the sequential 
approach. For example, the inequality patterns of cluster 4, 6, 15, and 18 
from the concurrent approach are comparable to the inequality pattern 
of cluster 1 from the sequential approach. Table 2 lists the other pairs of 
similar inequality patterns identified by the two approaches. 

Two exceptions worth noting are cluster 15 and 16 from the con-
current approach. In general, cluster 16 has a similar inequality pattern 

to cluster 2 from the sequential approach. However, the most profitable 
districts in cluster 16 are the two districts in the westernmost part of the 
region. Furthermore, the easternmost district is also slightly better-off 
than many of the other districts. Cluster 15 has similar inequality 
pattern to cluster 1 from the sequential approach. The difference is that 
many districts to the north of the river are also relatively better-off in 
cluster 15. 

Most of the narratives behind each inequality pattern identified by 
the two approaches are also comparable (see Table 2). For example, 
cluster 4 and 5 from the sequential approach have similar narratives to 
their counterparts from the concurrent approach. Since in the concur-
rent approach we do not limit our analysis to only four most important 
factors, this approach yields slightly richer and more detailed narratives 
for some of the clusters. In the concurrent approach, the low dikes policy 
in Dong Thap is identified as an important part of the narratives for some 
of the clusters (i.e., cluster 1, 10, and 16 from the concurrent approach). 

The more aggregated results of the sequential approach conceal 
some diversity within the scenarios. For example, maintaining the cur-
rent dike system in combination with a medium to high degree of up-
stream dam development is part of the narrative for cluster 6 from the 
sequential approach. However, the same narrative leads to different 
inequality patterns if we follow the decision tree from the concurrent 
approach (i.e., cluster 14 and 15). This is because combining the 
inequality patterns from cluster 14 and 15 of the concurrent approach 
will average out the profitability of districts that are better-off in each 
cluster, resulting in a more equal distribution as exemplified by the 
representative inequality pattern of cluster 6 from the sequential 
approach. 

5.3. Reflection for practice 

The comparisons above show that the concurrent approach out-
performs the sequential approach. However, it comes with a caveat of 
having a larger number of final narratives. This raises the question of 
whether the benefit of better input space separability in the concurrent 
approach does outweigh the drawback of having more clusters and 
narratives. To answer this, we need to first revisit the main purpose of 
scenario discovery itself, which is to craft narratives about system out-
comes under certain combinations of uncertainties/polices (Bryant and 
Lempert, 2010; Greeven et al., 2016; Lempert et al., 2006). In particular, 
attention needs to be given on the decision-making contexts, and on the 
use-case of the narratives generated from the multiclass scenario dis-
covery exercise. 

Past scenario discovery studies have a varying level of stakeholder 
involvement. Some studies indicate a relatively low degree of in-
teractions with stakeholder (e.g., Hidayatno et al., 2020; Lamontagne 
et al., 2018; Moallemi et al., 2017). In these studies, the generated 
narratives are mainly aimed at defining plausible future pathways, 
which are to be used by other institutions in other contexts. Other 
studies indicate a more frequent and thorough interactions (e.g., Groves 
et al., 2019; Hamarat et al., 2013; Trindade et al., 2019). The aim of such 
studies is often more specific, such as for stress testing alternative pol-
icies and identifying vulnerabilities. Accordingly, narratives generated 
in such use-cases are used solely for the purpose of the project. The 
sequential approach, with a relatively lower number of narratives, is 
more suitable for the former type of use-cases (relatively little stake-
holder engagement, narratives to be transferred for other contexts). The 
concurrent approach, with better separability performance but more 
narratives, is more suitable for the latter type of use-cases (more intense 
stakeholder engagement, more focused analysis). 

In addition to the characteristics of the use-cases, there are two 
further important points to note. First, an important strength of scenario 
discovery is to facilitate deliberation, and this obviously requires thor-
ough engagements with clients and stakeholders. Accordingly, narra-
tives from scenario discovery should not be shared as-is with 
stakeholders. Rather, the analyst should always be at the interface 

Table 1 
Comparison of output space separability.   

Within-cluster average 
distance 

Between-cluster average 
distance 

Sequential 
approach 

2.997 6.329 

Concurrent 
approach 

2.628 6.007  
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between the policy problem and the tool used to support the policy 
analysis (Cuppen et al., 2021). So, the issue with having a larger number 
of scenarios is that the analyst might have to do more work to distill the 
message from the analysis before conveying it to others, and this can be 
done through consultation with the stakeholders. 

Second, as some clusters from the concurrent approach have similar 
inequality patterns, presenting them simultaneously might not be 
appropriate. Without the help of the results from the sequential 
approach, the regrouping of similar clusters from the concurrent 
approach can be performed through either root-first or leaves first 
analysis (Smith et al., 2019). In leaves-first analysis, the key step is to 
identify clusters with similar representative inequality patterns. This can 
be done qualitatively through visual inspection (as done in Table 2) or 
through consultation with stakeholders. To aid this process, the analyst 
can calculate the average distance between any pair of clusters and 
combine those with relatively low distance. The final choice of the 
number of narratives should not be the analyst’s call, but instead, 
decided in a participatory and interactive setting with stakeholders. If 
what is of more interest is the narratives, instead of the resulting 
inequality patterns, the root-first analysis can be followed instead. 

6. Conclusion 

Adaptation policies and uncertainties, and the interactions between 
them, almost unavoidably yield unequal consequences to different 
people. The task of exploring future inequality patterns and under-
standing their drivers fits the nature of scenario discovery. In scenario 
discovery, one maps back the output space of a model (in this case, 
inequality patterns) with its input space (policy levers and exogenous 
uncertain factors). In this study, we contribute to the advancement of 
scenario discovery in two ways. First, we propose two novel criteria to 
evaluate the quality of multiclass scenario discovery results: output 
space separability and the number of resulting narratives. Second, we 
propose a novel concurrent approach for multiclass scenario discovery 
by using Multivariate Regression Trees (MRT). 

Using agriculture adaptation planning for the Vietnam Mekong Delta 
as a case study, we demonstrate the application of both the established 
sequential and the novel concurrent approach for multiclass scenario 
discovery. We find that the concurrent approach performs considerably 
better in terms of input space separability. The MRT algorithm gua-
rantees a perfect separation of the input space when clustering the 
simulation results. This, however, does result in a larger number of 
clusters of output space, and subsequently, narratives. While the 
sequential approach results in seven scenarios, the concurrent approach 
produces eighteen scenarios. Both approaches have a fairly comparable 
output space separability performance, with the sequential approach 
results in better between-cluster dissimilarity and the concurrent 
approach results in better within-class similarity. Despite the differences 
in performance, we show how most of the narratives and representative 
inequality patterns identified by the two approaches are similar, with 
some exceptions. The concurrent approach provides richer insights as it 
unravels two additional representative inequality patterns that are not 
captured by the sequential approach. 

Based on the case study results, we argue for the use of the concur-
rent approach for future multiclass scenario discovery. The concurrent 

Table 2 
Comparable inequality patterns and narratives from the sequential and the 
concurrent approach.  

Cluster from 
the 
sequential 
approach 

Comparable 
cluster from the 
concurrent 
approach 

Narratives from the 
sequential approach 

Narratives from the 
concurrent approach 

1 4, 6, 18 - High to very high 
degree of upstream 

- Medium to high 
degree of upstream 

(continued on next page) 

Table 2 (continued ) 

Cluster from 
the 
sequential 
approach 

Comparable 
cluster from the 
concurrent 
approach 

Narratives from the 
sequential approach 

Narratives from the 
concurrent approach 

dam development 
and high dikes in An 
Giang and/or Dong 
Thap 
- Very high degree of 
upstream dam 
development and 
maintaining current 
dike system 

dam development 
and high dikes in An 
Giang and Dong Thap 
- Very high degree of 
upstream dam 
development and 
high dikes in An 
Giang 
- Very high degree of 
upstream dam 
development and 
maintaining current 
dike system 

2 10, 12 - Low dikes in An 
Giang 
- Low to medium 
degree of upstream 
dam development 
and maintaining 
current dike system 

- Low dikes in An 
Giang and in Dong 
Thap 
- Medium degree of 
upstream dam 
development and low 
dikes in An Giang 

3 1, 3, 5 - Low to high degree 
of dam development 
and high dikes in An 
Giang 

- Low degree of 
upstream dam 
development, high 
dikes in An Giang and 
low dikes in Dong 
Thap 
- Low degree of 
upstream dam 
development and 
high dikes in Dong 
Thap 
- Medium to high 
degree of upstream 
dam development 
and high dikes in An 
Giang 

4 17 - Very high degree of 
upstream dam 
development and 
low dikes in An 
Giang 

- Very high degree of 
upstream dam 
development and low 
dikes in An Giang 

5 8, 9 - Medium degree of 
upstream dam 
development and 
high dikes in Dong 
Thap 

- Medium degree of 
upstream dam 
development and 
high dikes in Dong 
Thap 

6 2 - Medium to high 
degree of upstream 
dam development 
and maintaining 
current dike system 
- Low degree of 
upstream dam 
development and 
high dikes either 
only in An Giang or 
both in An Giang and 
Dong Thap 

- Low degree of 
upstream dam 
development and 
high dikes both in An 
Giang and Dong Thap 

7 7, 11, 13, 14 - Low to medium 
degree of upstream 
dam development 
and maintaining 
current dike system 
or low dikes in An 
Giang 
- Low degree of 
upstream dam 
development and 
high dikes in Dong 
Thap 

- Low degree of 
upstream dam 
development in 
combination with 
either high dikes in 
Dong Thap or low 
dikes in An Giang 
- Low to medium 
degree of upstream 
dam development in 
combination with 
either low dikes in 
Dong Thap or 
maintaining the 
current dike system  

B.A. Jafino and J.H. Kwakkel                                                                                                                                                                                                               



Environmental Modelling and Software 145 (2021) 105177

13

approach guarantees perfect input space separability without sacrificing 
too much in terms of output space separability. Furthermore, the con-
current approach captures richer and more distinctive trade-off patterns 
between outcome variables (in our case, inequality patterns) compared 
to the sequential approach. One caveat is that the concurrent approach 
requires one to make extra effort to distill insights from these richer 
results. 

In light of the presented results, we see several directions for future 
research. The first one is related to the selection of representative 
inequality patterns. In this study, we take a pragmatic approach by using 
the medoid scenario in each cluster. Other approaches include averaging 
the relative profitability of each actor across all scenarios in a cluster, or 
selecting the scenario which has the most distinctive inequality pattern 
relative to the other clusters (Carlsen et al., 2016). The second direction 
is assessing the limits and scalability of clustering when a higher number 
of stakeholders, which leads to a larger number of outcome variables, is 
considered. While alternative high-dimensional clustering techniques 
are available (Kriegel et al., 2009; Xu and Tian, 2015), their usefulness 
in the context of scenario discovery remains to be evaluated. The third 
direction is to assess the impacts of different spatial aggregations. As we 
aggregate farms profitability at a district level, within-district inequality 
is ignored. The statistical bias resulting from spatial aggregation, 
well-known as the modifiable areal unit problem (Fotheringham and 
Wong, 1991), can have profound implications for the emerging spatial 
pattern. Sensitivity or robustness analysis could be applied to under-
stand the stability of the representative inequality patterns under 
different aggregation levels. 

Inequalities can be viewed from various dimensions (across people in 
different locations (interregional), with different income, different so-
cioeconomic background, or across actors) and variables (inequality of 
profitability, benefits from policies, exposure to and impacts of climate 
change) (Harrison et al., 2016; Jafino et al., 2021b; Rao et al., 2017). 
Irrespective of the dimension and variable of inequality, there is still a 
methodological need to explore plausible inequality patterns to support 

Fig. 10. Explained variance for varying numbers of clusters using five different clustering algorithms. The horizontal dashed line is the 5% threshold of delta/ 
changes of explained variance used to determine the optimal number of clusters. 

Table 3 
Explained variance of each clustering algorithm for the selected number of 
clusters.  

Algorithm Selected number of 
clusters 

Explained 
variance 

Gaussian Mixture Model 7 0.626 
k-Means 7 0.711 
k-Medoids 7 0.693 
Agglomerative clustering – complete 

linkage 
7 0.619 

Agglomerative clustering – average 
linkage 

6 0.624  

Fig. 11. 10-fold cross validation scores of the MRT with increasing tree sizes. 
The left-hand y-axis corresponds to the boxplot of the 10-fold cross validation 
score, while the right-hand y-axis corresponds to the points of changes in the 
cross validation scores. The horizontal dashed line shows the 0.01 threshold of 
the changes of cross validation scores. 
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equitable adaptation planning. For the purpose of showing the merits of 
multiclass scenario discovery for this methodological need, we used one 
dimension of inequality (interregional inequality of profitability). 
Without loss of generality, the sequential and concurrent approaches 
could be applied to other conceptualizations of inequality, as we only 
need to slice the population differently based on our variables of inter-
est. However, it is important to highlight the limitation of this approach. 
In planning for climate change, distributional consequences can be seen 
from intra-generational (between people, and assuming they live within 
the same generation) and intergenerational (between generations) per-
spectives (Jafino et al., 2021b). Multiclass scenario discovery is appli-
cable for exploring intra-generational, but not intergenerational 
inequalities. The topic of discounting is more applicable for the latter, 
with recent works proposing alternative discounting methods that ac-
count for equity (Asheim, 2017; Dietz and Asheim, 2012). 

Software and data availability 

The code for conducting both sequential and concurrent approaches, 
as well as the data required to perform the analysis can be accessed at htt 
ps://github.com/bramkaarga/inequality_pattern_exploration. 
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Appendix A. Details of clustering results from the sequential approach 

The first step in the sequential approach is determining the clustering algorithm and the number of clusters to proceed with. For each algorithm, we 
perform clustering with an increasing number of clusters from 2 to 21. We calculate the explained variance for each number of cluster (Fig. 10). By 
sweeping across different numbers of clusters we can observe the progression and the convergence of the explained variance. At the end of the 
iteration, i.e., with 21 clusters, the explained variance from all algorithms clusters converges to 0.8. As explained in the Methods section, we set a 
threshold of 0.05 for the changes in explained variance in order to select an optimal number of clusters from each algorithm. 

Note that the selection of the threshold T for the changes in explained variance is a subjective choice. We need to balance the explained variance of 
the selected number of clusters at which the threshold T is being met, the potential gain in explained variance when using a higher number of clusters, 
and the potential loss in interpretability when a higher number clusters is used. Table 3 shows the number of clusters from each clustering algorithm 
when the threshold T = 0.05 is met and the corresponding explained variance. K-means algorithm yields the best performance. It performs slightly 
better than k-Medoids and clearly outperforms the other clustering algorithms. Its explained variance of 0.711 is also not too distant from the overall 
explained variance convergence of 0.8. Hence, in the remainder of this sequential approach we proceed with the 7 clusters of output space as identified 
by the k-Means algorithm. 

Appendix B. Details of tree selection in the concurrent approach 

In the concurrent approach we start directly with determining the size of the tree based on the evolution of the cross-validation scores. Fig. 11 
shows the increase of the 10-fold cross validation scores with increasing number of leaves. Similar to the clustering results in the sequential approach, 
the cross-validation score seems to converge to 0.8. However, the cross-validation score has not stagnated yet even after being grown to having 40 
leaves. As the score keeps increasing even after the tree has become quite complex, it is advised to set a threshold of increase in cross validation scores 
in order to select an appropriate tree size (Smith et al., 2019). We choose a threshold of 0.01 (dashed line on Fig. 11) and this threshold is reached 
when the number of leaves is 18. 
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