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Abstract

Large language models (LLMs) are widely used tools that assist us by answering various questions.
Humans implicitly use contrast as a natural way to think about and seek explanations (i.e., "Why A and
not B?"). Explainability is a challenging aspect of LLMs, as we do not truly understand how good the
LLM answers are. The challenge is understanding to what extent LLMs can generate effective contrastive
self-explanations for users. We introduce the Contrastive Self-Explanation Method (CoSEM) to narrow
the gap between LLMs and explainability. It generates contrastive self-explanations and evaluates them
through automation and a user study on generality, usefulness, readability, and relevance. Our results
indicate that LLMs are capable of generating effective contrastive self-explanations. Lexical analysis of
contrastive explanation indicates that explanations are not less general than the text those explain, and
semantic analysis shows that more complex models generalize self-explanations more consistently. Although
it is challenging to evaluate contrast in self-explanations semantically, user study shows that some models
(Llama3-8B) help understand the contrast. Moreover, task selection affects how readable users find the
explanations, where more self-explanations on general topics (movie reviews) are more readable than more
specific topics (medical diagnoses). Lastly, some models, such as Llama3-8B, excel at generating contrastive
self-explanations that contain relevant information regarding input text.

1 Introduction
Explainability is a challenging aspect of natural language processing (NLP) in large language models (LLMs).
LLMs are complex "black-box" systems with opaque inner workings, making model interpretation difficult.
GPT-4 is a pre-trained language model for generating text from given inputs. It is a closed-source model, and
its internals are not publicly available. This multimodal model has human-level performance on specific complex
professional and academic benchmarks [1]. Such models can classify sentiment presented in text (e.g., opinion
mining), categorize text into predefined classes (e.g., spam detection), answer natural language questions (e.g.,
intelligent assistants), and generate human-like text [6]. An instruction-tuned version of GPT, ChatGPT, is
trained on instructions that make the model capable of conversing in a dialogue-like setup. Such models are
trained on vast amounts of data, giving them broad knowledge to leverage to generate responses to user prompts.
However, this comes with a tradeoff. As LLMs become larger and more capable, they become more complex
and less interpretable to humans. The sheer number of parameters in models like GPT-4 (over 1 trillion) makes
it difficult to understand their inner workings and decision-making processes [5]. LLMs will only become more
complex and advanced; therefore, we must try to understand them and provide better explanations for their
decisions.

Non-contrastive question: Why did you steal from banks?

Humans implicitly assume a contrast : Because that’s where the
money is.

Contrastive question: Why did you steal from banks rather than
other places?

Figure 1: Example of a human, a famous bank robber, assuming a specific contrast when being asked a non-
contrastive question. The robber was asked a non-contrastive question, which he answered by having a specific
contrast in his mind. The question he answered was contrastive.

Contrastive Explanations Humans implicitly use contrast as a natural way to think about and seek ex-
planations (i.e., "Why A and not B?") [41]. Figure 1 shows an example of a famous bank robber answering a
question in a contrastive manner with an explicit contrast in mind. Even though he was not asked, "Why do
you rob banks rather than work?" he assumed a specific contrast that one could address with "Why do you
steal from banks and not elsewhere?". [17] Contrastive explanations (CEs) involve comparing two concepts,
ideas, or situations to highlight their differences - namely, the fact (A) and the foil (B) [34]. When asked, "Why
are you home?" we can reply, "Because that is where I live." However, we cannot use the same answer if we
add contrast (the foil), "Why are you home and not at work?". "Because I am sick and do not want to spread
germs" would be more appropriate and accessible for us to understand, as the first answer might not be relevant
if our boss asks about our whereabouts. Research has shown that CEs can help learners better understand
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new information when compared with non-CEs [63]. Much research focuses on generating CEs [8, 9, 38, 48, 60].
However, these approaches focus on methods that require internal access to the model, which is impossible when
dealing with black-box LLMs.

Motivation The challenge we must address is understanding to what extent LLMs can generate effective
contrastive self-explanations. The arduous part lies in understanding whether we, as users of such black-
box systems, can use LLMs to explain concepts in a human-friendly (contrastive) manner in various domains
(tasks). We should evaluate the effectiveness of contrastive self-explanations to make progress in making LLMs
better companions for our daily life tasks. Apart from the models’ faithfulness [23, 39] and explanations’
minimality [9,48,60], we should understand whether these complex models can give contrastive self-explanations
that address:

• generality, to keep the information on a general level without diving into deep specifics;

• relevance, to not deviate from the input’s topic and prevent the introduction of unrelated information to
mislead the explainee (e.g., hallucinations, misinformation);

• usefulness, to leverage the information and help understand the contrast in an explanation;

• readability, to ensure that users can understand and comprehend the information provided to them and
use it to their advantage in learning.

Research Questions This work marks a significant step forward in the interpretability of complex AI systems,
providing insights into their decision-making processes in a user-centric manner. Our research aims to address
the following question "To what extent can large language models generate effective contrastive
self-explanations?", divided into the following sub-questions to evaluate the effectiveness:

• How does model complexity shape its self-consistency and accuracy?

• How well do contrastive self-explanations generalize?

• How readable are contrastive self-explanations?

• To what extent does task selection affect contrastive self-explanation?

• How useful (contrastive), readable, and relevant are deemed contrastive self-explanations to users?

Contribution We introduce the Contrastive Self-Explanation Method (CoSEM), which generates contrastive
self-explanations and evaluates them on generality, usefulness, readability, and relevance. It is a black-box-
model-friendly approach that does not require access to LLMs’ internals. In our approach, to generate CEs,
we do not use gradient-based perturbation but opt-in for model prompting instead [25, 63]. Very recent work
on generating contrastive explanations for LLMs [36] also focuses on explaining black-box models through con-
trastive explanations. However, the authors of that work demonstrate how slightly modifying a prompt could
lead to a different, potentially less desirable response from an LLM. In our work, we utilize self-explanations
rather than explanations. We let various instruction-tuned models (Llama2, Llama3 [56], and Mistral [27])
generate contrastive self-explanations for each task. We then evaluate those explanations using an automated
approach and a questionnaire (user study). These evaluations help us assess the challenges we are addressing
in this study. To evaluate the models for generality, we have introduced a rule-based syntactic modification
approach to changing text words while keeping their overall semantic meaning. This approach allows us to
observe whether models can keep the information on a general level without going into specifics despite a syn-
tactically modified input. We address readability through examining the level required to read the explanations,
by counting the words per text, words per sentence, and syllables per word. Finally, we deploy a user study to
address the usefulness, relevance, and readability of the self-explanations, which necessitates a human-centered
study, as relying solely on automated methods without human input would be inadequate and could fail to
capture the nuances of human interpretation and understanding.

As part of this work, we have proposed the following contributions:

• A novel non-gradient-based method through strategic model inference for generating contrastive self-
explanations and for evaluating them automatically and through user feedback. The technique generates
self-explanations without needing internal model access and is suitable for black-box environments.

• We have adapted an existing self-consistency checks method to CoSEM for contrastive self-explanations.
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• We created a rule-based syntactic modification that changes a text paragraph and evaluates contrastive
self-explanations for explanation generality.

• We proposed an inference method for generating contrastive and non-contrastive self-explanations through
instruction-tuned LLMs.

• We covered self-explanations effectiveness across one general and one specific task, ensuring that the
generated self-explanations are technically feasible, practically useful, and understandable to users.

Paper Structure This paper is organized into seven main sections following this introduction. Section 2
reviews existing literature and delineates three sub-categories: contrastive explanations, self-explanations, and
the transition from white-box to black-box contrastive explanations, concluding with an overview of evaluation
criteria. In Section 3, we discuss our approach to task selection using two datasets, evaluate model accuracy,
verify self-consistency in contrastive explanations, generate modified explanations, and assess the efficacy of
model self-explanations through various evaluations. Sections 4 and 5 present our results and discuss their
implications, respectively. Section 6 addresses the limitations of our study and outlines potential directions for
future research. The paper concludes with Section 7, summarizing our findings.
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2 Related Work

2.1 Contrastive Explanations
Although counterfactual and contrastive explanations are closely related terms in XAI, they have various in-
terpretations in the literature. Contrastive explanations, as acknowledged in [34, 42], are commonly structured
as stating why a particular outcome (y) is reached for a given situation (x) rather than a different outcome
(y′), by highlighting the differences in the values of specific features (x1, ..., xn) between the two scenarios.
On the other hand, counterfactual explanations give an instance x, which has minimally changed to reach y′.
Guidotti [19] claims that, in XAI, there is no difference between contrastive and counterfactual explanations,
as in both cases, the aim is to find what would have changed the decision, either altering x or by comparing x
with another instance. Both explanations look for minimal changes, even though the contrastive explanations
look for a more constrained change, to the input for the decision of the black-box model to flip [14].

Counterfactual explanation: If your an-
nual income had been €50,000 instead of
€40,000, your loan application would have
been approved.

Contrastive explanation: Your loan appli-
cation was denied because your annual income
is €40,000, while applicants with incomes of
€50,000 or higher are approved.

Figure 2: Example of the distinction between a counterfactual and a contrastive explanation. A counterfactual
explanation gives an instance of a problem that would change the contrast (from fact to the other hand,
a contrastive explanation provides information on the features that need to change in order to achieve the
change).

In this research, a distinction between contrastive and counterfactual explanations is made. To illustrate,
consider a loan application scenario where a customer is denied a loan (Figure 2). A counterfactual explanation
provides a specific change to the input (income) to achieve a different outcome (loan approval). In contrast, a
contrastive explanation would focus on the difference between the approved and denied scenarios. This highlights
the specific feature (income) that differentiates the outcome. Counterfactual examples are alternative scenarios
that modify input data to achieve a different outcome from a model. They present "what-if" situations to help
users understand and act on algorithmic decisions. Conversely, contrastive explanations seek to understand
the differences between these examples rather than just generate them. The explanations focus on noticing
distinctive differences between fact and foil cases.

2.2 Self-explanations
LLMs like ChatGPT can generate self-explanations. This enables them to articulate the reasoning behind their
decisions, particularly in tasks involving text understanding and interpretation, such as sentiment analysis.
However, the quality and faithfulness of these self-explanations can vary. Studies have found that while LLM
self-explanations perform comparably to traditional explanation methods like occlusion and LIME, they can
differ significantly regarding agreement metrics, suggesting they may not always entirely reflect the model’s
actual decision-making process [23, 39]. For example, in a sentiment analysis task, the LLM may explain its
positive or negative sentiment classification by pointing to specific sentiment-laden words in the text [23].

Huang et al. [23] investigate how good the automatically generated self-explanations from LLMs are. Their
work is one of the first to study LLM-generated feature attribution explanations. They obtain self-explanations
in two ways: (1) generating an explanation before prediction and (2) generating the prediction first and then
explaining it. They also evaluate their faithfulness based on metrics: comprehensiveness, sufficiency, decision flip
rate under the removal of most important tokens, minimum fractions of tokens needing to be removed to cause
decision flip, and rank correlation with model prediction after word deletion. The research shows that these
explanations are comparable to traditional methods such as occlusion (the influence of removing a single word)
and LIME (removing a random subset of words and applying linear regression to distribute scores to words).
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However, they also notice that self-explanations are much cheaper to generate than explanations. Therefore,
using self-explanations to explore usefulness seems to be a practical approach.

Madsen et al. [39] propose employing self-consistency checks to measure self-explanation faithfulness and
see whether it reflects the model’s behavior. For example, if LLM indicates certain words are essential for a
prediction, it should not be able to make the exact prediction without these words. For the first time, they
apply self-consistency to the counterfactual, importance measure, and redaction explanations, as those were only
successfully applied to evaluate faithfulness. They find that faithfulness depends on the task, model, and type of
self-explanation. For example, counterfactual explanations were more faithful for Llama2. In their methodology,
the authors use three prompting setups: "Objective" (What is the...), "you" (What would you classify...), and
"human" (What would a human classify...). However, their results indicate no significant difference between
the settings. Moreover, in their perturbation method (when removing words predicted by a model), the authors
replaced those spaces in input text with None, "[REDACTED]" or "[REMOVED]" tokens. However, there was
no significant advantage to any of the settings. The authors conclude that LLMs’ self-explanations should not
be generally trusted, as their faithfulness can vary significantly. Similarly to their work, we do not consider
closed models due to possible liability issues. Moreover, we avoid using SOTA models such as ChatGPT-4 and
choose Llama3, Mistral, and Falcon models, which are all publicly available yet still offer good performance.

2.3 Contrastive Explanations for Black-Box LLMs Using Text Data
As LLMs become increasingly prevalent, the need to understand their reasoning grows clearer. Consequently,
there is a vital need for additional research to improve explainability methods for text data. A well-explored path
is through token importance. We distinguish between two such methods: gradient-based and perturbation-based
token importance. In general, feature importance methods explain how relevant model features are concerning
the model’s prediction. These methods provide insight into which features the model is using to make its
predictions. A great deal of such methods exist for tabular and image data types. Scott and Su-In [35] proposed
the SHAP (Shapley Additive exPlanations) framework for tabular data. It assigns importance values to each
feature for a specific prediction, aiming to address the challenge of interpreting highly accurate but difficult-
to-interpret models. For image data, saliency maps highlight the regions of an image that are most salient
or important for a particular task (e.g., classification, object recognition). Dhurandhar et al. [14] introduced
the Contrastive Explanation Method (CEM), which generates instance-based local black-box explanations for
classification models. The method aims to provide clear explanations by identifying features that should be
minimally and sufficiently present or absent from the instance to be explained. This makes it suitable for images
and tabular data without categorical features.

In a similar work, Luss et al. [36] developed the first contrastive explanation methods for LLMs operating
only with black-box or query access. Their methods demonstrate how slightly modifying a prompt could lead to
a different, potentially less desirable response from an LLM. They introduce two algorithms—one myopic and
one budgeted—to effectively generate these explanations while managing computational resources. One main
difference in their approach is the dependence on the infilling methods, which affect the quality of the contrast
prompts that can be generated. We opt in for prompting a model with a contrastive question (i.e., Why fact
and not foil?) to let the model produce a contrastive self-explanation rather than an explanation.

In a recent work by Tekkesinoglu et al. [55], the authors explore the generation of contrastive explanations
as a part of their broader framework for providing natural language explanations using LLMs. They empha-
size the importance of contrastive explanations in making an ML model’s output more interpretable to users
by explaining why a model chose one outcome over another. The approach enhances the transparency and
trustworthiness of the explanations, making them more aligned with human reasoning processes. They utilize
contrastive explanations to improve the interpretability of LLM-generated outputs while we evaluate generated
model outputs.

Recently, there has been more focus on text data with the emergence of LLMs. Jacovi et al. [25] propose a
method to produce contrastive explanation via a projection of the input representation, only to keep features
that differentiate two potential decisions. By narrowing down the range of causal factors, such explanations
simplify communication and alleviate the cognitive burden for both the one and the one being explained. They
show that non-contrastive explanations address many tokens in the input space, while contrastive explanations
focus only on a fraction of the tokens. They propose that non-contrastive explanations may not align with
human expectations of the explanations’ content, thereby complicating their interpretability by humans. The
explanations can answer for which label and against which alternative label the feature is useful. Contrastive
explanations are produced through low-level input token attribution (i.e., textual highlights) and high-level
abstract content attribution (e.g., gender). Interventions select the causal factors from discrete or abstract
features (in the input) for model explanations. Then, contrastive attribution selects factors that yield contrastive
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explanations. Those explanations are in the form of a dense representation of the input in the latent space. This
representation is given by a projection operation that only keeps components that distinguish the facts from
the foil. This work’s main limitation is the lack of variations of interventions, comparing the fact to a set of
foils. Moreover, the work focuses on highlighting tokens that contribute to answering a (contrastive) question.
Similarly, the work of Yin and Neubig [63] focuses on model contrastive explanations using gradient-based
attribution (input saliency). They measure the saliency of the model input based on the output to see what
parts of the input affect the prediction and to what degree. They demonstrate that contrastive explanations
significantly improve contrastive model simulatability for human observers.

Table 1: Summary of Methods for Explainability

Method Description Key Points
SHAP [35] Shapley Additive exPlanations for tab-

ular data
Assigns importance values to features
for specific predictions, interpreting
complex models

CEM [14] Highlight regions of an image most
salient for a task

Identifies features minimally and suffi-
ciently present or absent for explana-
tions, used for classification and object
recognition in image data

Contrastive Expla-
nations for LLMs
[36]

Modifies prompts to generate con-
trastive explanations

Uses myopic and budgeted algorithms,
dependent on infilling methods

Contrastive Expla-
nations via Projec-
tion [25]

Produces explanations by projecting in-
put representations

Focuses on causal factors, simpli-
fies communication, alleviates cognitive
burden

Model Contrastive
Explanations [63]

Uses gradient-based attribution for in-
put saliency

Measures saliency based on output, im-
proves contrastive model simulatability

GYC [38] Generates plausible, diverse, goal-
oriented explanations

Uses Kullback–Leibler divergence for
plausibility, flip labels for NLP classi-
fiers

CAT [9] Provides contrastive explanations using
attribution classifiers

Ensures minimal perturbations, main-
tains semantic coherence

POLYJUICE [60] Allows control codes for perturbations Emphasizes grammatical correctness,
minimal changes

MICE [48] Generates minimal, fluent contrastive
edits

Uses a two-stage process with fine-
tuned T5 model

RELITC [8] Generates counterfactuals by masking
important tokens

Uses entropy-based strategies, produce
examples close to original text

Several methods for generating counterfactual text samples are discussed (Table 1). Moreover, there has
also been a significant interest in generating counterfactuals with generative models. GYC (Generate Your
Counterfactual) [38] generates plausible, diverse, and goal-oriented explanations through a model-agnostic ap-
proach, employing techniques like Kullback–Leibler divergence to ensure plausibility and flipping labels for NLP
classifiers. CAT (Contrastive Attributed explanations for Text) [9] provides contrastive explanations using at-
tribution classifiers, ensuring minimal perturbations and maintaining semantic coherence while indicating topic
changes. POLYJUICE [60] allows users to specify control codes for perturbations, emphasizing grammatical
correctness alongside minimal changes. MICE (MInimal Contrastive Editing) [48] generates minimal, fluent
contrastive edits using a two-stage process with a fine-tuned T5 model, albeit requiring significant computing
power. RELITC (Relevance-based infilling for Natural Language Counterfactuals) [8], similar to MICE, gener-
ates counterfactuals by masking tokens based on importance and employs entropy-based strategies, producing
examples closer to the original text efficiently. These works aim to generate minimal; one can quickly calculate
grammatically sound counterfactual examples. However, such counterfactual examples are crucial in under-
standing how a data sample x needs to change to reach y′ from y, such as in algorithmic recourse [29]. These
approaches show that it is possible to generate counterfactual examples with LLMs but do not address their
contrastive self-explanation abilities.

Much research has been done on LLMs in terms of counterfactual examples generation for text data [8, 9,
38, 48, 60], and self-explanations [23, 39]. Many works have also explored contrastiveness regarding gradient-
based approaches in NLP [25, 63]. Even a very recent work generated CEs for LLMs [36]. However, to our
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knowledge, no other research has generated contrastive self -explanation with LLMs and evaluated them on
their generality, relevance, usefulness, and readability. Unlike most works in Table 1, our work evaluates
contrastive self-explanations in an automated quantitative manner and through a user study (questionnaire).

2.4 Evaluation Criteria
Self-explanation faithfulness in LLMs refers to how accurately the model’s explanations reflect its actual reason-
ing process. Recent research has highlighted significant concerns about the reliability of these self-explanations.
Madsen et al. [39] have shown that self-explanations from LLMs should not be universally trusted, as their faith-
fulness varies depending on the specific explanation type, model, and task. The authors noticed this is highly
task- and model-dependent and requires further research to understand faithfulness better. Similarly, Agarwal
et al. [2] focus on the dichotomy between plausibility and faithfulness in LLM self-explanations. An explanation
can be convincing without being faithful to the model’s reasoning. They also address the open challenge of
enhancing faithfulness, which is currently critical in real-world applications for high-stakes decision-making.
Parcalabescu et al. [44] make a significant claim regarding the nature of self-explanations provided by LLMs.
Their key argument is that what was previously considered "faithfulness" in LLM explanations is better charac-
terized as "self-consistency." For this reason, we refrain from using "faithfulness" but rather "self-consistency".
Self-explanations can also be in the form of chain-of-though reasoning, token importance and counterfactual
explanation. This work utilizes token importance through text redaction, extending this method to a contrastive
setting (§3.3).

Yin and Neuburg [63]’s work focuses on explaining language models contrastively, where they look at input
token saliency and measure the probability differences between the expected outcome (fact) and an alternative
scenario (foil), thereby quantifying the degree to which specific factors influence the model’s decision in a
contrastive manner. Their work looks at prediction rather than text generation as they try to explain how to
predict the next token. Our work does not look at probabilities of predicting the next token but rather at a
contrastive explanation. We also utilize word embeddings, but not from the tokenizer that comes from the model.
As NLP advanced, measuring semantic similarity between texts became quite robust. In their work, Zhang et
al. [65] introduced an NLP-based approach to measuring similarity between texts using BERT-like models.
This method computes the similarity of tokens using embeddings from models pre-trained on large corpora
instead of simple word-to-word comparisons. These embeddings capture context, which significantly influences
their meaning. This method correlates better with human judgments and demonstrates robust performance on
challenging tasks like paraphrase detection. For comparison, Corley and Mihalcea [11] proposed knowledge-based
algorithms to assess semantic similarity between text segments. However, contextual embeddings generally offer
a more nuanced understanding of text similarity by incorporating context, which is especially valuable in cases
like paraphrase detection or when evaluating translations and summaries.

Flesch-Kincaid Grade Level [16] metric measures readability based on sentence length and word syllable
count. However, [54] suggests that FRGL should not be used as a metric, as it can be easily manipulated. They
suggest that only the FKGL components are reported instead, i.e., average sentence length and the average
number of syllables, which demystifies the readability score and provides concrete information about the types
of changes that are being made by the systems. Recently, Rooein et al. [47] proposed prompt-based metrics
derived from user studies that involve asking LLMs specific questions about text features. They capture more
abstract aspects of text difficulty, such as educational level and lexical complexity, and have been shown to
improve text difficulty classification when combined with traditional metrics.

Evaluating contrastive self-explanations intelligibility, relevance, and usefulness almost invariably requires
human feedback. For domains requiring specific knowledge (e.g., medicine and law), engaging domain special-
ists to assess the quality of the generated text is crucial. This approach is more reliable than crowdsourced
evaluations, especially for specialized or creative content [30]. Ikart et al. [24] inform us that expert reviews
can identify significant problems with questionnaire design early in the development process before extensive
resources are invested. Therefore, it is worth ensuring the questionnaire content is well-constructed. However,
engaging experts is generally more costly and less scalable than crowdsourcing. This can be a significant barrier,
especially for large-scale projects [10], where many responses are needed, and the budget is not large enough to
cover the costs of employing and finding such experts.
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3 Methodology
The methodology starts with task selection, which defines the requirements for a dataset structure. Secondly,
we go over the LLMs we chose for our method. We evaluated their accuracy on the selected task to determine
whether they were accurate in their prediction and were good candidates for generating contrastive explanations.
Moreover, we verified whether the models could stay self-consistent in responding to our prompts. That led
us to explanation generation, where we generated contrastive and non-contrastive explanations. We then eval-
uated the explanations using an automated approach and a questionnaire involving participants. The section
introduces all the steps required to generate and evaluate contrastive self-explanations.

We proposed a new method called the Contrastive Self-Explanation Method (CoSEM), which gener-
ates and evaluates instruction-tuned LLM contrastive self-explanations (Figure 3). As far as we know, CoSEM
is the first method that generates contrastive self-explanations for LLMs and evaluates them automatically and
through a questionnaire. The method consists of five steps. First, task selection (§3.1) adjusts the dataset for
generating self-explanations. Model accuracy evaluation (§3.2) ensures that the model used for generating those
self-explanations is capable of correctly distinguishing between the fact and the foil. Model self-consistency
verification for CEs (§3.3) is an extended method from [39], which helps us verify self-consistency in LLMs
for CEs. It aims to ensure the model is not blatantly hallucinating, although it is a vast known drawback in
LLMs [62]. The crucial part of CoSEM is explanation generation (§3.4). It generates four types of explanations:
contrastive self-explanations, modified contrastive self-explanations, and non-contrastive self-explanations. This
part of the method also uses a novel rule-based syntactic modification approach to generate generic and seman-
tically similar text. This sub-method helps us generate generic modified contrastive explanations for evaluating
the generality of contrastive self-explanations. Finally, we evaluate the generated contrastive self-explanations
using two approaches: automated explanations evaluation(§3.5) and questionnaire (§3.6). The first approach
uses automation to evaluate the explanations for usefulness, generality, and readability. The second approach
deploys a questionnaire to evaluate self-explanations of usefulness, intelligibility, and relevance. We included all
the detailed step descriptions in the following subsections. For completeness, two examples of prompts for the
movie dataset and the medical dataset can be found in Appendix D.1 and Appendix D.2, respectively.

Figure 3: Flowchart representing the overview of Contrastive Self-Explanation Method (CoSEM)

3.1 Task Selection
In the initial step of our methodology, we focused on task selection to ensure that the chosen task is suitable for
evaluating the ability of LLMs to generate contrastive self-explanations. The selected task is text classification.
This choice is apparent when contrastive explanations refer to fact and foil, essentially two opposite classes
to which we can classify a text. However, since some datasets (as seen later) consisted of multiple labels, we
narrowed text classification datasets to binary classification. In short, the correct label for a given text in a
dataset is the fact, while an incorrect class is a foil. When a contrastive question is asked, the questioner
assumes that the fact is accurate and that the foil is false [58]. Although the contrast case (foil) can have more
than one alternative, we narrowed it down to one [57]. In case of multiple incorrect classes, we select one that
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is least semantically similar (§3.4.1) to the fact. We do this selection to increase the contrast between the fact
and the foil as much as possible.

Although we utilize text classification for the task, the method can be expanded to other tasks, such as
question-answering. The authors of [39] perform their faithfulness verification on sentiment classification, multi-
choice classification, and two-paragraph classification. Those tasks can be adapted to our approach in the task
selection step. For example, question-answering is a multiple-choice question with four answers (one fact and
three foils), as well as natural language inference (NLI) (one fact and two foils). However, these extensions
could be investigated in future research.

Task selection also involves identifying relevant datasets and determining the specific classification tasks that
will allow us to assess the model’s explanation capabilities effectively. We have selected two diverse datasets:
the Medical-Abstracts-TC-Corpus dataset [50] and the IMDB reviews dataset [37].

Medical Abstracts TC Corpus The Medical-Abstracts-TC-Corpus [50] contains medical abstracts detailing
the current conditions of patients, categorized into five distinct classes: digestive system diseases, cardiovascular
diseases, neoplasms, nervous system diseases, and general pathological conditions. We chose this dataset for a
few reasons. First, it contains domain-specific vocabulary and topics which might be challenging for an average
respondent to understand. For this reason, we wanted to evaluate the models’ capabilities in giving contrastive
explanations to see how well they can explain topics. There is a chance that smaller models might not be trained
on such specific data, which is not common knowledge. The dataset includes a range of medical conditions,
providing a broad spectrum of topics for the LLM to generate explanations. This diversity helps evaluate the
model’s ability to handle various domains within the medical field. Secondly, the medical domain’s real-world
relevance and the critical nature of accurate information make this dataset ideal for testing the robustness and
generality of the LLM’s explanations. Ensuring the model can provide reliable explanations in a high-stakes
domain like healthcare.

Internet Movie Database (IMDB) The IMDB reviews dataset is used for binary sentiment classification
and consists of highly polar movie reviews. Additionally, a substantial amount of unlabeled data is available
for further analysis. This dataset is of interest due to a few reasons. First, the binary nature of sentiment
classification (positive or negative) provides a straightforward task for generating contrastive explanations. The
model must explain why a review is classified as positive rather than negative or vice versa, making it an
excellent test case for contrastive self-explanation capabilities. Moreover, movie reviews can vary significantly
in style, tone, and content, providing a diverse set of texts for the model. This variability is essential for testing
the model’s ability to generate consistent and contextually appropriate explanations across different text types.

3.2 Model Accuracy Evaluation
First, we evaluated whether the model is suitable for CE generation. If the model cannot correctly predict the
fact label for a text sample, it will falsely try to generate a self-explanation. Given a text sample, we prompted
the model to predict what label it belongs to. Figure 4 shows an example of the evaluation.

Algorithm 1 Predicting the label of a text with an LLM

1: function PredictLabelLLM(text, fact, foil)
2: Input: Text sample text, the fact label fact, the foil label foil
3: Output: Model prediction, either fact or foil. If the model cannot predict, then "unsure".
4: response← LLM(prompt)
5: if response contains only fact then
6: return fact
7: else if response contains only foil then
8: return foil
9: else

10: return "unsure"
11: end if
12: end function
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What label does the following text belong to: {fact} or {foil}? If
you can’t tell, then "unsure". Output only one word.

{text}

{response}

Figure 4: Example of prompting the model to predict a sentiment (label) for a text sample. The model responds
with either positive, negative or unsure. If the response is neither of those, then it is "unsure".

In the example above (Figure 4), the model is explicitly asked to output only the word corresponding to the
label (e.g., positive, negative or unsure). The "unsure" option is used in the prompt later, in the verification
phase (§3.3), and for consistency purposes across prompts, it is kept the same.

Figure 5: Flowchart representing the evaluation of model accuracy

If the model cannot stay accurate, we do not proceed further with the sample. We move on to the following
sample and mark this as "inaccurate".

3.3 Model Self-consistency Verification for Contrastive Explanations
Before we generated contrastive explanations, we verified that we can trust the model in what self-explanations
it generates for us. The initial step in establishing whether a model can do that is to check its self-consistency.

Parcalabescu et al. [44] note that we cannot claim that a model is faithful if it is self-consistent, as it is
insufficient for faithfulness. We leave this part for future research as this paper focuses on the generality of
contrastive self-explanations.

The original work compares three self-explanation methods: counterfactual, token importance and redaction.
In essence, the latter two are similar, where we replace tokens with a mask token. The counterfactual method,
however, prompts the model to edit a text so that the fact label turns into foil. This approach reduced the
amount of work required compared to token importance (i.e., prompting the model to find required tokens, then
replace them manually) and also had better success on the text classification task in the original method paper.

We extended a part of the work done by Madsen et al. [39], where they perform model self-consistency using
redaction. Redaction is a method in which a model is prompted to modify an input text by removing tokens
(redacting with a mask token) that would prevent it from predicting what the text is about. We adjusted the
method in which the model redacts the words needed to generate a contrastive explanation. The method aims
to evaluate whether a model is self-consistent in its self-explanations, so we extend it to a contrastive setting.
Initially, we wanted to utilize the counterfactual method, as it performed better on task classification in their
work. However, to extend it to a contrastive setting, we prompt the model to redact tokens necessary to generate
a contrastive explanation. In Figure 6, we start the method by generating a contrastive explanation to ensure
that it is possible with the model and to prompt the model for a redaction (Figure 38) in the same session.
Moreover, the original paper justifies the choice of masking tokens, where the authors state that classification
should be robust to [REDACTED] tokens. Similarly, the authors also explored the use of voice in prompts,
where they address the model (1) objectively ("What is the..."), (2) by referring to "you" ("What would you..."),
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or (3) addressing a human ("What would a human..."). There was no significant preference towards any of the
voices. For this reason, we stayed consistent with the use of voice: objective.

We performed multiple model self-consistency checks to ensure the approach was quantifiable. Figure 6
displays the process of self-consistency. The models we use have a controllable parameter seed, which controls
the sampling process, ensuring varied outputs for each model. Using the same seed guarantees the same output.
We performed redaction on k = 5 different seeds to generate five different redacted texts. Choosing high k was
problematic time-wise—a large amount of time was needed for each model initialization (with a new seed) and
for inference. We generated k different responses using each model for every text sample. We used each sample
as a prompt for the model to classify the sample. If the model couldn’t classify the sample (it responded with
"unsure"), it was self-consistent (it masked words that would prevent it from knowing how to classify the text).
If it classified the sample, then it was not self-consistent. Based on the k samples for each text, we took an
aggregate score of successful and failed classifications.

Figure 6: Flowchart for model self-consistency verification for CEs. The method extends an existing work done
by [39]. The light green box in the middle indicates the part creating multiple redacted texts with various model
seeds.

For the following text, why is it {fact} and not {foil}?

{text}

{contrastive explanation response}

Figure 7: Example of prompting the model to generate a contrastive explanation ("Why the fact and not the
foil?")

Next, instead of finding words/phrases needed for sentiment prediction, we found the ones required to
generate the CE. The prompt for that is visible in Figure 8. We asked the model to explicitly give us all the
words/phrases needed.

In the text below, redact the words necessary to answer ques-
tion why {fact} and not {foil}. Replace important words with
[REDACTED]. Do not explain the answer. Give only redacted text.

{text}

{redacted text response}

Figure 8: Example of prompting the model to identify necessary tokens for reaching the contrastive explanation.
The method has been adapted from Madsen et al. [39].
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Finally, we prompt the model to predict the label of the sentiment of the text sample with replaced tokens,
using the same prompt as in Figure 4 but by replacing the text with the redacted text. If the model can make
a prediction based on the text, it is self-inconsistent, as according to the model itself, we removed all the tokens
needed to create one (Figure 38). However, if the model did output "unsure", we accepted it as a self-consistent
model for contrastive explanations.

What is the class of the following text? The text can contain
redacted words marked with [REDACTED]. Answer only {fact},
{foil}, or unsure. Do not explain the answer.

{text}

{predicted class}

Figure 9: Example of prompting the model to predict the text on the redacted text. If the model predicts
"unsure", then it is faithful. In any other case, it is not faithful.

3.4 Explanations generation

Figure 10: Flowchart for generating explanations step. We retrieve the CE from the self-consistency step
performed earlier. Non-contrastive explanations (NCEfact and NCEfoil) are generated from the original text,
while modified contrastive explanation (MCE) comes from a modified sample.

The final step before the explanations evaluation is their generation. We have generated a contrastive expla-
nation in §3.3. We further generated two non-contrastive explanations for the fact label (NCEfact) and the
foil label (NCEfoil). We prompt the model to generate the explanations by asking non-contrastive questions:
"Why fact?" and "Why not foil?" respectively (Figure 11). We also generated a modified contrastive explana-
tion (MCE). This is a contrastive explanation generated based on a modified text, which we described in the
following subsection (§3.4.1)
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For the following text, why is it {fact}?

{text}

{non− contrastive explanation (fact) response}

For the following text, why is it NOT {foil}?

{text}

{non− contrastive explanation (foil) response}

Figure 11: Example of prompting the model to generate non-contrastive self-explanations (NCEs) for the fact
and the foil labels.

3.4.1 Generating Modified Contrastive Explanation (MCE) using Rule-Based Syntactic Modi-
fications

To evaluate generality, we needed to modify the input text syntactically so that its meaning would not be
affected. We found a way to provide a model with a modified version of the input text based on which the
model generates an explanation. The text modification then allows us to ensure that the text stays semantically
close to the original. If models generate a general contrastive self-explanation (semantically similar to the original
contrastive explanation) regardless of how syntactically modified the text is, they can generate explanations
for this topic. We looked at hypernyms (words with a broader meaning than the target word) and synonyms
(words similar to the target word) as those word replacements do not change the semantic sentence meaning.

Figure 12: Flowchart for contrastive explanation tweaking. This approach consists of three stages: identifying
target POS, replacing them with the closest hypernyms or synonyms, and verifying that the label does not flip.

The following method consists of three steps (Figure 12):

Sentence POS Identification The first step in performing syntactic modifications is to identify the sen-
tence’s components, such as nouns and adjectives. Stanza NLP library [18] is used to modify the text, which
provides detailed part-of-speech (POS) tagging for each word in the sentence. The library helps determine
whether replacement words are of the same POS (Algorithm 3).

Rule-based Syntactic Modification The identified components (nouns and adjectives) are subject to rule-
based syntactic changes. Specifically, we replaced these components with their hypernyms and synonyms. The
goal is to slightly tweak the text while preserving its original meaning (Algorithm 3). The algorithm retrieves the
top-k hypernyms and synonyms for each identified component using the WordNet lexical database. We obtained
each word’s embeddings and hypernyms/synonyms using the bert-based-uncased model and computed cosine
similarity to find the closest replacement that maintains semantic similarity. The closest hypernym or synonym
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is selected based on the highest cosine similarity score. The selected hypernyms or synonyms replace the original
words in the text, resulting in a slightly modified version of the original sentence.

Model Accuracy Evaluation Once we generate a modified text sample, we prompt the model to classify
its sentiment/label to confirm the new text sample is also of the same sentiment/label.

Algorithm 2 Rule-based Syntactic Modification. This procedure takes the original text as input and uses
Stanza to tokenize the input (ParseWithStanza) to identify all nouns and adjectives, then tweak them (Tweak-
Word).

1: function ModifySyntactically(text)
2: Input: Original text sample
3: Output: Tweaked text sample with modified nouns and adjectives.
4: sentences← ParseWithStanza(text)
5: for all sentence in sentences do
6: for all word in sentence do
7: if POS(word) ∈ ["NOUN", "ADJ"] then
8: word← TweakWord(word)
9: end if

10: end for
11: end for
12: return sentences
13: end function

Using WordNet’s extensive database of lexical relationships [15], particularly synonyms and hypernyms, is
an effective strategy for modifying text while maintaining semantic similarity and achieving a more generic tone.
WordNet’s synonyms allow replacing words with others with the same or nearly identical meaning, ensuring
that the modified text retains its original intent and context. Conversely, hypernyms provide a hierarchical
structure that enables substituting specific terms with broader categories. This approach helps maintain the
text’s coherence and generality and ensures that the modifications do not introduce unintended nuances or
specificities. Nadig et al. [43] highlighted the robustness of WordNet’s structure and its validated relationships,
making it a reliable resource for NLP tasks. By utilizing these relationships, text modification can balance
semantic fidelity and generalization, which is crucial for tasks that require maintaining the essence of the
content while broadening its applicability. This approach aligns well with the necessity for producing accurate
and broadly understandable explanations, thereby enhancing the utility and accessibility of the generated text.

Algorithm 3 Word replacement. Here, the closest k hypernyms (and synonyms) are found based on Cosine
similarity between word embeddings using bert-base-uncased model.

1: function TweakWord(word)
2: Input: Original word word
3: Output: Modified word
4: closest_hypernym ← FindClosestHypernym(word, k)
5: if closest_hypernym exists then
6: return closest_hypernym
7: else
8: closest_synonym ← FindClosestSynonym(word, k)
9: if closest_synonym exists then

10: return closest_synonym
11: else
12: return word
13: end if
14: end if
15: end function

The TweakWord (Algorithm 3) is designed to modify a given word by finding its closest hypernym or synonym
based on cosine similarity between word embeddings. This method utilizes the bert-base-uncased model to
compute the embeddings and identify the most semantically similar words. The algorithm aims to replace
the original word with a more generic (hypernym) or equivalent (synonym) term while maintaining the text’s
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contextual integrity. This approach ensures that the replacement word maintains a close semantic relationship
with the original word, enhancing the text’s generality and applicability while preserving its meaning.

Closest hypernym/synonym We retrieved a word’s top k hypernyms/synonyms, then found semantic sim-
ilarity and compared with cosine similarity with the original word to get the closest. We disregard scores of 1.0
or higher as, in such cases, the hypernym is the same word as the original. We use the k = 0.7 threshold to cut
off any hypernyms/synonyms that are not semantically similar.

3.5 Evaluating Model Self-explanations
In this section, we performed three automated evaluations: one comprises evaluating usefulness (§3.5.1), the
second generality (§3.5.2), and the last one explanation readability (§3.5.3). We, therefore, utilized the four
explanations generated in our three distinct evaluations.

Semantic Text Similarity An important aspect we utilized in this work is the similarity between texts.
Commonly, we might wonder how two texts relate by checking how much overlap there is between them.
However, we wanted to go beyond lexical matching. We utilized Semantic Text Similarity (STS), which aims to
capture the underlying meaning of texts rather than just matching words. This approach allowed us to identify
similarities between explanations even when different words or phrasings express the same concept.

Semantic similarity is addressed through text tokenization and calculating word embeddings (for each word).
The word embeddings are vectors of numbers, which can be used to calculate a numerical distance. The closer
the embeddings, the more semantically similar they are. This approach works great for comparing two words
to each other and finding how semantically close they are. Nevertheless, suitable STS methods are required
since lengthy explanations comprise hundreds of words. BERTScore [65] and Sentence-BERT [46] are two, as
far as we are aware, state-of-the-art approaches for comparing the semantic similarity between texts (not single
words) and are commonly used in STS tasks.

We utilized STS in evaluating usefulness using BERTScore (3.5.1) and generality using Sentence-BERT
(3.5.2).

3.5.1 Usefulness

Semantic Similarity BERTScore uses contextual embeddings from BERT for each token in the compared
sentences and employs a greedy matching strategy to find the best matches between tokens in the two sen-
tences. It calculates precision and recall, encapsulated with a third metric - the F1 score. It also does not
require fine-tuning for the similarity task, but it tends to produce higher similarity scores, even for dissim-
ilar sentences, which can be misleading in some cases. BERTScore compares contrastive explanation (para-
graph) with a label (1-3 words). It is adequate for tasks where fine-grained token-level similarity is essen-
tial, which is not valid with Sentence-BERT. We used BERTScore to ensure the label is thoroughly checked
against all the text in the contrastive explanations for semantic similarity. Using semantic similarity to com-
pare prompts, Luss et al. [36] use semantic similarity. However, they do not disclose the reason for using the
google-bert/bert-base-uncased model for computing the word embeddings. This model is widely used in
the NLP community, making it a familiar choice for many researchers and practitioners. It is significantly
smaller and less resource-intensive, hence more appropriate for processing extensive data. BERT is also trained
on a large corpus of uncased English text and provides robust general-purpose embeddings that are effec-
tive across a wide range of tasks and domains [13]. However, larger and more enhanced models such as
microsoft/deberta-xlarge-mnli [20] have better correlation with human evaluation [65]. For this reason,
in our evaluations, we utilize microsoft/deberta-xlarge-mnli for Sentence-BERT.

Evaluation This evaluation compared the semantic overlap between the label and the explanations. The
purpose was to establish whether contrastive explanations are semantically closer to either label, implying the
models’ preference when generating such explanations. Furthermore, we also compared the non-contrastive
explanations to their labels (i.e., NCEfact to fact and NCEfoil to foil) and the opposing/unrelated label. NCE
should be explaining its label; therefore, it is more likely to be semantically similar to it rather than the
unrelated label. We used this comparison as the baseline for comparing the contrastive explanations. For
example, NCEfact should be more semantically similar to fact than to foil. Conversely, contrastive explanations
should be semantically similar to both labels, more or less equally, as a contrastive explanation should address
both the fact and the contrast. We have utilized the BERTScore method to compute F1 scores between the
explanations and the labels.
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BERTScore calculates the F1 score by combining precision and recall metrics based on semantic similarity
between reference (text) and candidate (label) texts. The precision is calculated as follows: for each token in
the candidate sentence, it finds the most similar token in the reference sentence, takes the maximum similarity
scores, and then averages these scores. Conversely, the recall is calculated similarly, but candidate and reference
sentences are swapped. Finally, the F1 score is the harmonic mean of precision and recall, i.e., 2·precision·recall

precision+recall .
For example, if the F1 score of the CE-fact is higher than the CE-foil, then the CE is semantically more similar
to the fact label.

3.5.2 Generality

Similarity Similarity Sentence-BERT is an extension of BERTScore. It creates a single embedding vector for
the entire sentence rather than a single word. It achieves this by pooling the token embeddings. It then calculates
the distance between the sentence embeddings rather than tokens. The approach is optimized for this task [21],
where we must understand the overall meaning of paragraphs. This is also the reason we chose Sentence-BERT.
We used an existing implementation for Python, Sentence-BERT 1. It gives an option for selecting a sentence-
transformer model. This model is responsible for tokenizing the words used to compare the sentences. Among
many options, we have opted for a pre-trained sentence-transformers/all-mpnet-base-v22 model, which
has high performance on sentence embeddings and semantic search. We have considered an alternative (default
option provided by the library) - sentence-transformers/all-MiniLM-L6-v23. However, that model only
supports paragraphs no longer than 256 words. On the other hand, the model we selected supports up to 384
words. The only drawback is its longer computation time.

Evaluation This part evaluated the model’s ability to generalize explanations despite lexically different inputs.
We believe that more general explanations give a better picture to capture the information that is being
explained. We assessed the generality of the explanations by comparing a contrastive self-explanation to its
modified version. Audemard et al. [4] note that providing many contrastive explanations to respondents is
often impractical, as they may be overwhelmed to comprehend them all. Conversely, reducing contrastive
explanations to single instances can result in highlighting outliers rather than genuine contrastive explanations.
Therefore, offering a single explanation that captures the general information is more effective.

Lexical diversity and density Generality implies that we look at common traits that are not specific to
an instance. We measured lexical diversity and density to check for text generality and, simultaneously, the
complexity of words used within it. First, we measured the lexical diversity, which measures the number of
different words used in both contrastive explanations and provides a measure of the proportion of POS in
them [7]. The metric provides insights into how varied the language in the explanations is. The lower the
difference between the two, the more general the explanations are. A standard metric for lexical diversity
is the type-token ratio (TTR), which measures the ratio of different words (types) to the total number of
words (tokens). However, its drawback is that longer texts generally have lower TTR (as the number of words
increases "infinitely") [28]. Using it is only reasonable when two texts are of equal length, which is rarely true
for LLM-generated explanations. To measure the lexical diversity, we utilized the Moving-Average Type-Token
Ratio (MATTR) proposed by Covington et al. [12]. It is a text-length independent adaptation of TTR. It is a
preferred method for comparing text ranging from 50 to 200 words [64], which is the range of our explanations.
There is no one valid way to calculate it, as the window depends on a combination of empirical testing and
theoretical consideration of the linguistic features of the explanations we are comparing. We selected a window
of 50 words, the lower bound of the preferred text size. We used a Python library, LexicalRichness [49], to
calculate word counts and MATTR. On the other hand, we calculated lexical density, which is "the proportion
of content words (nouns, verbs, adjectives, and often also adverbs) to the total number of words" [28, p. 65].
Higher density suggests that the text is more functional or descriptive. This evaluation determines whether one
explanation is more general or specific.

We used Sentence-BERT to compare two paragraphs for their semantic similarity. Sentence-BERT should
return a high cosine similarity score between two explanations if the model can generate them at a high generality,
implying that the explanations are not very different from e ach other.

1https://www.sbert.net/
2https://www.sbert.net/docs/sentence_transformer/pretrained_models.html
3https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
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3.5.3 Readability

Apart from being contrastive and general, we believe the explanations should be easy to read. When that is the
case, the contrasts become more apparent and memorable due to lower cognitive load [53]. Given that LLMs
are accessible to the public, it is only valid to assume that the respondents’ reading levels can be at various
levels. For this reason, we evaluated the explanations according to the Flesch-Kincaid Grade Level (FKGL) [16].
It is a straightforward metric that combines two text statistics to calculate the score: the average number of
syllables per word and the average number of words per sentence. However, [54] suggests that FKGL should
not be used as a metric, as one can easily manipulate it. Nevertheless, they state that using its two components
is preferred. We, therefore, calculated the scores for the two components of FKGL (average number of syllables
per word and average number of words per sentence). We compared the metrics of explanations to the original
text, which we used as the baseline. The lower the numbers, the easier the text is to read [16].

Average Number of Syllables Per Word We first tokenized the text into sentences and tokens using the
Stanza (similarly as in §3.4.1). For each token, we counted the number of syllables using a Python library
hyphenate4, which is based on Frank Liang’s algorithm [32] for word hyphenation. We then averaged that
number for the whole text. Ultimately, we calculated the average number for all texts and reported the standard
deviation.

Average Number of Words Per Sentence This number was straightforward - we again utilized the Stanza
to tokenize the text and retrieve sentences. We then counted the number of words per sentence we averaged
per text. Finally, we averaged that number across all texts and reported the standard deviation.

Average Words Per Text Additionally, we decided to compare the length of the explanations. That is a
more generic metric that gives us a view of how the explanation is compared to the original text. We noticed
that some texts are longer than others, and hence, it is not necessarily fair to not acknowledge that.

Limitation A limitation that we have faced is the POS tagging and tokenization. The tokenization considers
punctuation symbols (non-English words) as actual words (which have syllables). As an example, a dot (.) is
considered as a 1-syllable word. We decided not to filter those out for two reasons. First, it required additional
rule-based preprocessing and would have caused additional processes to establish what rules to use (e.g., keep
only the content words that are relevant to the context). Second, our comparison of explanations to text is
relative. Therefore, if we keep the method consistent for both the explanations and the text, we are treating
them the same and look only at the difference between the two.

Assumptions We have made a few assumptions regarding the readability of the explanations and the text.
First, we assumed that the task topic reflects the text complexity, meaning the medical dataset should have
higher metric scores for syllables per word and words per sentence (except for maybe the words per text, as
that is not necessarily dependent on complexity). We also hypothesized that contrastive explanations are more
straightforward to understand due to lower cognitive load (as stated in the literature).

3.6 Questionnaire: Evaluating Contrastive Self-Explanation Intelligibility, Use-
fulness, and Relevance

We deployed a user study through a questionnaire to evaluate the effectiveness of LLM-generated contrastive
self-explanations. The questionnaire evaluated the usefulness, relevance, and intelligibility of contrastive self-
explanations generated by these language models. Measuring these three features of CEs inherently involves
subjective assessment, as these qualities are intrinsically linked to individual human perception and understand-
ing. Unlike objective measures, which can be quantified and verified independently of personal feelings (such
as accuracy rates in classification tasks), assessing a CE’s effectiveness relies on the individual and contextual
experiences of the user [31]. Previous studies noticed that a shorter survey utilizing a brief questionnaire was
reliable and produced higher response and completion rates than a long survey [51]. Moreover, when respon-
dents lose interest due to the length of a questionnaire or the extensiveness of interviews, they tend to provide
thoughtless and unreliable answers. That is precisely why our questionnaire is short and contains a brief ques-
tion for each CE feature. We got inspired by Hoffman et al. [22], where in their study, they evaluated AI
systems being explained to them, utilizing human feedback also through a questionnaire. Similarly, we selected

4https://pypi.org/project/hyphenate/
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a five-point Likert scale (compared to a seven-point scale) because it increases response rate and quality and
reduces respondents’ frustration level [3]. However, they do not explain their reasoning for using a scale starting
with 5, "I agree strongly," and ending with 1, "I disagree strongly." We believe that a more intuitive approach
is to start with 1 and finish with 5.

Usefulness Starting with usefulness, we aimed to check whether a generated CE is beneficial to the person
who seeks an explanation in distinguishing between the two contrasts (Appendix A). As contrastive explanations
should address both the fact and the foil, we expected respondents to receive an explanation explaining the
contrast between them. To evaluate that, we provided the respondents with CE and asked them how helpful
the contrastive explanation is in distinguishing between the two labels. To measure the responses, we utilized
the Likert scale [33], a technique used to acquire quantified data from questionnaire responses. When creating
a scale, general recommendations are to use clean constructs, make readable items, and choose an appropriate
number of points to ensure clear and distinguishable response options. Our questionnaire was crafted with due
consideration of these recommendations by [26].

Readability Furthermore, we evaluated readability through a questionnaire (Appendix A), additionally to the
automatic lexical evaluation. Evaluating readability through a user study is crucial to ensure that a contrastive
self-explanation generated by an LLM has a purpose and can be used by the person reading it. If an explanation
is not readable, then it is not meaningful to the user and hence not practical. We performed this user evaluation
using a five-point Likert scale.

Relevance Finally, we evaluated the relevance of CEs w.r.t. to the original text (Appendix A). The relevance
is the quality of being closely connected. We evaluated whether the contrastive explanation is closely connected
(in other words, appropriate) to the original text and, hence, relevant to the respondent. LLMs use contextual
information to generate their responses, even if they are not relevant to the task [59]. Therefore, a contrastive
self-explanation that appears relevant according to a respondent might not be factually correct. However, we
focused on evaluating CEs based on the context we give to an LLM (by providing the text in our questionnaire
for reference).

Selecting Questionnaire Samples Due to limited resources and time, we could not perform an extensive
crowd-sourced questionnaire to evaluate multiple samples from each dataset. The limitations of this study
are further described in Section 6. Due to limited resources and time, we conducted a shorter questionnaire.
We collected 20 and 10 responses for the Movie reviews and the Medical abstracts datasets, respectively. We
selected one sample from each dataset, as we could not afford to evaluate more. It was challenging, as each
sample could yield different results from the respondents. Therefore, we introduced criteria based on which we
narrowed down the choice of text and the five explanations. There are two criteria points we considered in this
particular order:

1. The sample was correctly classified by the model.

2. We picked the average length of text from the available candidates.

The first criterion aligned with our previous choice to consider only samples correctly classified by the models.
The second criterion ensured the representation of an average sample from the dataset. This is not an ideal
solution, but we deemed conducting a user study based on a single sample feasible. All questionnaire questions
are in Section A. Appendix A.2 contains a concrete example of a questionnaire for the medical dataset, and
Appendix A.3 for the movie reviews dataset.

3.7 Experiment Setup
Choosing Models We focused on instruction-tuned LLMs, ready to be used in chat/conversation settings.
There are many popular models, such as ChatGPT, available online. However, some of them are not open-source.
Open-source models allow us to use them locally and have control over their parameters, which is necessary
for our research. These models are used for text generation, which is how they generate self-explanations.
The models are publicly accessible at HuggingFace5. We ran the models on DelftBlue6, which is TU Delft’s
supercomputer. We had access to the education account, which has relatively restrictive limits. We used

5https://huggingface.co/
6https://www.tudelft.nl/dhpc/system
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DelftBlue’s GPU, which is the NVIDIA Tesla A100 80GB. Otherwise, running the models (especially the more
extensive versions with 70B parameters) locally would not have been possible.

Only open-access models are utilized purely for liability reasons and study reproduction purposes [39].
Moreover, all models have a fixed seed (default seed set to 0) when generating responses to make the results
reproducible, similarly as in [39]. The following models are selected:

• Llama2 7B (Llama-2-8B-chat-hf)

• Llama3 8B and 70B (Meta-Llama-3-8B-Instruct, Meta-Llama-70B-Instruct)

• Mistral 7.24B and 46.7B (mistralai/Mistral-7B-Instruct-v0.1,
mistralai/Mixtral-8x7B-Instruct-v0.1)

We have selected well-performing chat models as in [39]. However, as Llama3 models came out recently, we
have also decided to use them to compare them with their predecessors, Llama2 models. Moreover, we did not
use Falcon models in the end, as we could not set up the prompting for our needs, and due to time constraints,
we decided to leave them out. All the models can be accessed and downloaded from the HuggingFace. We pick
two versions of each model, one with a smaller parameter space and the other with a larger one, to compare
how much more effective larger models are.

Model Parameters We set the model parameters similarly to those in [39]. More specifically, we set the
default seed of 0 to all models. The only exception is when we generated redacted texts (§3.3) to get various
responses (in a controlled environment). For example, if we generate five additional samples, the new use seeds
numbers 1-5. We do that to generate redacted texts systematically, let the model predict with the default seed,
and quantify the obtained results. We also use new model instances to prevent the model from using context
in the previous prompts, which would result in a failed self-consistency check. Starting a fresh model session
would effectively reset the context window.

In their work, Madsen et al. [39] set model parameters according to how the online chat tools have it. The
settings are the same as in HuggingFace’s online chat service7. However, we have opted for a different approach
that guarantees reproducibility. We do not set any parameters that do not guarantee full reproducibility.
They do not discuss these parameters in depth in their work, but we believe understanding how that works is
essential. Firstly, temperature is a parameter that controls the randomness of predictions by scaling the logits
before applying softmax. A higher temperature increases diversity, while a lower temperature makes the model
more confident but less diverse. As the temperature parameter is higher, the LLMs moderately generate more
novel outputs [45]. Secondly, repetition_penalty parameter reduces the probability of generating tokens that
recently appeared in the generated text. Lastly, top_k limits the sampling pool to the top k, most likely the
following words. In contrast, top_p instead of cutting off at the top k, it chooses from the most miniature
possible set of words whose cumulative probability exceeds the threshold p. Higher k increases randomness,
focusing on a probable subset of predictions, balancing diversity and reliability.

7https://huggingface.co/chat/
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4 Results
Accuracy Figure 13 showed the performance achieved by the five models on the IMDB (blue bars on the left)
and the Medical datasets (green bars on the right). On average, the models classified text samples with higher
accuracy on the IMDB dataset. Mistral-7B had the words performance on both datasets, with 74% on the
movie reviews and 22% on the medical diagnoses. The best-performing model was Llama2-7B, while a more
complex model Llama3-70B performed just as well or worse. Llama3-8B, similar complexity to Llama2-7B, did
not perform as well as its predecessor.

Figure 13: Models accuracy in predicting the label (fact/foil/"unsure") for all five models. All models were
evaluated on 100 samples. The blue bars (left) show scores achieved on the IMDB dataset, while the bard
(right) show scores achieved on the Medical dataset.

4.1 Usefulness
Figure 14a and Figure 14b show the F1 score calculated using BERTScore method, used for texts and explana-
tions to the fact and foil labels. Figure 14a contains scores obtained from the IMDB dataset, and Figure 14b
scores from the Medical dataset. The plots are subdivided into groups (separated by vertical dashed lines),
representing what the two components are to each other. The bars are represented by different colors, which
correspond to the five models we used in our evaluation.

The results for usefulness based on the F1 scores showed us the following. On average, the F1 scores for
the Medical dataset (Figure 14b) are higher than the scores for the IMDB dataset (Figure 14b). Moreover, the
last two plot groups compare text-to-fact and text-to-foil, respectively. The similarity of text-to-foil is higher
by a small margin than for text-to-foil. This behavior is consistent for both datasets and all five models, with
no exceptional anomalies. For non-contrastive explanations, the similarity of NCE-to-fact is consistently higher
than NCE-to-foil on the IMDB dataset. However, this is not the case on the medical dataset, as the scores are
either equal or slightly higher for NCE-to-foil. For contrastive explanations, the results show that the average
CE-to-fact scores on the IMDB dataset are higher than the CE-to-foil scores. This is not as evident in the
Medical dataset, as the scores are more equal. Lastly, compared to the baseline (text-to-fact and text-to-foil),
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the explanations on the IMDB and the Medical dataset are more semantically similar to the text they explain
than to the text itself.

(a) IMDB Dataset (b) Medical Dataset

Figure 14: Semantic Similarity BERTScore F1 scores between Fact/Foil label and CE, NCEfact, NCEfoil and
Text. Scores are presented for all five models.

4.2 Generality
Lexical Diversity Figure 15 and Figure 16 display the average MATTR score for the IMDB and the Medical
datasets, respectively. Both figures show the lexical complexity of a text (blue data points) and modified text
(orange data points) on the left, while on the right, they display the MATTR scores for CE (blue data points)
and MCE (orange data points). First, both CE and MCE are nearly identically diverse lexically on the IMDB
dataset (Figure 16). However, there is a more considerable disparity between CE and MCE on the Medical
dataset (Figure 16). Moreover, all models have generated similar lexical explanations, observed on the right
side of Figure 15, ranging from 0.75 to 0.76 MATTR on average. The range is minimally more extensive on the
Medical dataset, up to 0.78, which is the outcome of Mistral-7B’s instability compared to the other models.
Lastly, there is a more significant gap between the text and the modified text MATTR scores for the Medical
dataset than for the IMDB dataset. However, the average scores are much higher on the IMDB dataset than
the Medical dataset.

Figure 15: Average MATTR score (window size = 50) for all five models based on the accurate samples for the
IMDB dataset. Left: Average MATTR scores for Text and Modified Text. Right: Average MATTR scores for
CE and MCE.
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Figure 16: Average MATTR score (window size = 50) for all five models based on the accurate samples for the
Medical dataset. Left: Average MATTR scores for Text and Modified Text. Right: Average MATTR scores for
CE and MCE.

Lexical Density Figure 17 and Figure 18 represent lexical density (and are very similar to the figures showing
lexical diversity), where they show the average density for text (blue) and modified text (orange) on the left
side as well as for CE (blue) and MCE (orange) on the right side. Firstly, the lexical density of text and
modified text of movie reviews (approximately 0.40 on average for all models) is much lower than the density
for medical texts (0.50), as seen on the left side of Figure 17 and Figure 18, respectively. Moreover, there is
a more significant disparity between the density of text and modified text in the IMDB dataset than in the
Medical dataset. Regarding the explanations, movie review explanations are uniform for all models, ranging
from 0.41 to 0.43. In contrast, the medical explanations were less consistent (less dense for Llama3-70B with
0.49 on average and more dense for Mistral-7B with 0.46 on average). Moreover, the density of explanations
is not entirely dependent on the text density. This can be observed by explanations being more dense than text
on the IMDB dataset (0.395 vs 0.415); however, explanations are less dense on the medical dataset (0.50 vs
0.48).

Figure 17: Average density score for all five models based on the accurate samples for the IMDB dataset.

Figure 18: Average density score for all five models based on the accurate samples for the Medical dataset.

Semantic Similarity (Sentence-BERT) Figure 19 presents a comparative analysis of the Sentence-BERT
semantic similarity scores (cosine similarity) between the generated contrastive explanations (CE or MCE)
(blue) and the original text (text or modified text) (orange) across two datasets: IMDB and Medical. We used
violin plots to show the results and visualize numerical data distribution more comprehensively. We noticed
that the main drawback of bar plots is that they only show summary statistics, such as means with error bars.
They do not reveal the underlying distribution of the data. Violin plots are more effective in displaying data
with multiple peaks, which can be obscured in bar plots. The results for each dataset are shown for five different
models. Models such as Llama3-70B were more consistent in generating similar explanations, as seen by the
narrow blue distribution on both datasets. Other models generated samples with a similar distribution as the
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provided texts. However, there are exceptions. Llama2-7B and Mistral-7B were less consistent than the text
the explanations generated (right side of Figure 19). Lastly, the cosine similarity scores between explanations
and the texts are relatively high, roughly 0.75 for the IMDB dataset and 0.90 for the Medical dataset. The
medical dataset’s cosine similarity of explanations and texts is higher.

Figure 19: Semantic similarity distributions between two bodies of text: CE-MCE (blue) and Text-Modified
Text (orange) using Sentence-BERT cosine similarity. The violin plot on the left represents the IMDB dataset,
and the plot on the right represents the Medical dataset.

4.3 Readability
Words per Text Figure 20 and Figure 21 show five sorted plots, each for one model. Each plot shows the
lengths of all texts and contrastive and non-contrastive explanations in increasing order, helping to visualize the
minimum and maximum lengths. First, the generated explanations (yellow, green and red lines) are generally
shorter than the texts based on which those were generated. This is more evident on the IDMB Dataset
(Figure 20), with values ranging from 70 words up to 380. The medical dataset does not have such distinction,
as the length of explanations varies more. Non-contrastive explanations are the shortest, on average, among all
explanations. NCEs explaining foil are shorter than the ones explaining fact. Moreover, contrastive explanations
are longer than non-contrastive ones. This is only not the case for Mistral-7B on the Medical dataset, as CEs
are also shorter on average for Llama2-7B on the IMDB dataset.

Figure 20: Sorted distribution of samples for Number of Words feature (Readability) in the IMDB dataset for
all five models. The samples are sorted in a non-decreasing manner for better visualization.
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Figure 21: Sorted distribution of samples for Number of Words feature (Readability) in the Medical dataset for
all five models. The samples are sorted in a non-decreasing manner for better visualization.

Words per Sentence Figure 22 and Figure 23 are similar to text length; however, these represent the average
number of words per sentence. We first observed that the sentence length is consistent across all models for
the IMDB and Medical datasets. On average, the lengths do not exceed 40 words per sentence, most of which
are roughly 20 words long. There are a few noticeable exceptions. Mistral-7B has around ten samples that
have sentences of extreme lengths, reaching beyond 140 words per sentence. Lastly, we noticed that generated
explanations (yellow, green, and red lines) have sentences slightly longer than the text based on which they are
generated (blue line). This is generally the case for all models across both datasets.

Figure 22: Sorted distribution of samples for Words Per Sentence feature (Readability) in the IMDB dataset
for all five models. The samples are sorted in a non-decreasing manner for better visualization.
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Figure 23: Sorted distribution of samples for Words Per Sentence feature (Readability) in the Medical dataset
for all five models. The samples are sorted in a non-decreasing manner for better visualization.

Syllables per Word Figure 22 and Figure 23 represent syllables per word for all samples used for evaluating
the models on the IMDB and the Medical dataset, respectively. Moreover, the explanations generally have
more syllables per word in the Medical dataset (between 1.3 and 1.9 on average) (Figure 25) than in the IMDB
dataset (between 1.3 and 1.5) (Figure 25). This shows that movie review explanations are more consistent in
this aspect. Lastly, the average syllables per word ratio is lower in the movie review texts than in the medical
diagnoses texts. However, the explanations are not dependent on the texts, as all explanations have higher
ratios on the IMDB dataset than the texts, while the opposite is true for the Medical dataset.

Figure 24: Sorted distribution of samples for Syllables Per Word feature (Readability) in the IMDB dataset for
all five models. The samples are sorted in a non-decreasing manner for better visualization.
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Figure 25: Sorted distribution of samples for Syllables Per Word feature (Readability) in the Medical dataset
for all five models. The samples are sorted in a non-decreasing manner for better visualization.

4.4 Questionnaire - The User Study
Figure 26 and Figure 27 show the questionnaire results for two tasks, Movie Reviews and Medical Abstracts,
respectively. The results are presented with a stacked bar graph, split into three parts: usefulness, readability,
and relevance. The red and yellow colors represent disagreement, while light and dark green colors represent
responses that agree with the statements.

Movie Reviews Figure 26 shows generally positive user feedback for Usefulness, Readability and Relevance.
All models deemed to be useful in distinguishing between negative and positive sentiments, where at least
70% of the users indicated that (for all models). There were a few disagreements whether the models are
useful (2-3 "Strongly disagree"/"Somewhat disagree"). The most readable explanations came from Llama3-8B,
Llama3-70B with 75% responses indicating "Strongly agree". The explanations that came from Llama3-8B and
Llama3-70B were deemed relevant by the users much more often than other models (4 "Somewhat agree" both,
and 14 and 13 "Strongly agree", respectively). Llama2-7B and Mistral-7B both received 16 positive responses,
with only 3 "Neutral".

Figure 26: User study results for the Movie Reviews, based on twenty responses. Usefulness (left), Readability
(middle), and Relevance (right) are represented with stacked bars. The dark green color on the right represents
"Strongly agree" and transitions to "Strongly disagree" on the left, represented by red.

Medical Abstracts According to Figure 27, the results indicate more disagreement with the statement on
usefulness, readability and relevance, on average. Mistral-7B was considered not useful in giving a contrastive
explanation (80% "Strongly disagree", and 20% "Somewhat disagree"). On the other hand, Llama3-8B and
Llama2-7B gave a good contrast, which satisfied 90% of the respondents in both cases. Llama3-70B and
Mixtral-8x7 gave mixed responses. Most readable explanations were generated by Llama3-8B (only "Strongly
agree" or "Somewhat agree"). The majority of participants rated Llama2-7B positively, with 5 responses for
"Strongly Agree", 3 for "Somewhat Agree", and 2 "Neutral" responses. Llama3-70B had more negative than
positive responses, while the Mistral-7B and Mixtral-8x7B received mixed responses. When it comes to the
relevance of the explanation to the given text, Llama3-8B had the highest number of positive ratings, with 7
"Somewhat Agree" and 3 "Strongly Agree". Mixtral-8x7B also received many positive ratings, with a single
expectation for 1 "Strongly disagree". The other models had mixed evaluations, leaning more towards the
"Disagree" zone. Moreover, the participants were of the following backgrounds:
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• Four BSc

• Two MD or MBBS

• Two MSc (Biomaterials, Tissue Engineering)

• One Resident (Radiology)

• One PhD

Figure 27: User study results for the Medical Abstracts, based on ten responses. Usefulness (left), Readability
(middle), and Relevance (right) are represented with stacked bars. The dark green color on the right represents
"Strongly agree" and transitions to "Strongly disagree" on the left, represented by red.
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5 Discussion
Our research aimed to investigate how to generate effective contrastive self-explanations for instruction-tuned
large language models. We created a method that generates and evaluates contrastive self-explanations called
CoSEM (Contrastive Self-Explanations Method). The method consists of five steps: (1) task selection, where
a task (dataset) was selected; (2) model accuracy evaluation, where the method tested models on classifica-
tion/prediction ability; (3) Model self-consistency verification, where the method tested the models for being
self-consistent in their responses; (4) Explanations generation, where the method generated contrastive and
non-contrastive methods using syntactic modification and model inference, and finally (5) two evaluation ap-
proaches. CoSEM split evaluations into automated and user studies (questionnaires). The method evaluates
self-explanations on usefulness, generality, readability, and relevance.

Model complexity and dataset affect accuracy and consistency We classified two datasets (IMDB
and Medical) to observe how model complexity shapes its accuracy. We noticed a few factors that affected the
models’ accuracy. First, we have observed that models achieved higher accuracy when predicting labels for movie
reviews’ sentiment (left side of Figure 13) than when predicting medical diagnoses (right side of Figure 13). We
utilized general-use instruction-tuned LLMs, which are not explicitly fine-tuned for specific tasks. The disparity
between the accuracy in both tasks can be explained by the vocabulary used in the datasets. The medical
diagnoses in the medical dataset utilize vocabulary (words) less commonly used than in movie reviews. This
indicates that LLMs have been trained on less medical data than on commonly found movie reviews online
(internet users with various backgrounds). Moreover, the IMDB task required the model to predict a sentiment
(positive vs negative) rather than a diagnosis (e.g., neoplasms), which is less commonly known by an average
person, especially one without a medical background. For such tasks, there exist specifically fine-tuned models,
such as Med-PaLM [52], that reach SOTA performance in the medical domain. We believe such models would
have been much more accurate for the medical dataset, as they are fine-tuned explicitly to medical vocabulary
and context. Secondly, we noticed that model complexity is not a good indicator of its accuracy on datasets.
Secondly, model complexity affects the performance in the selected tasks. We have utilized one model with 70B
parameters, a few with 7B or 8B parameters, and one 8x7B, which chooses the two best 7B models for inference.
We noticed that the 70B parameter model, Llama3-70B, performed worse in predicting medical diagnoses than
its smaller 7B model predecessor, Llama2-7B (see Figure 13). We assumed that more complex models would
perform better than smaller models due to exposure to more data and parameters, effectively giving them
more power to generate meaningful responses. However, Llama3-70B was just as good as Llama2-7B, as both
achieved 96% on the IMDB dataset (left side of Figure 13) and Llama3-70B did worse than Llama2-7B on
the Medical dataset (right side of Figure 13), where it misclassified six samples more. This behavior could be
explained by larger models (70B) potentially overfitting the data they are trained on and encountering issues
(falsely classifying data) when generalizing. However, as we only evaluated one LLM with 70B parameters (see
section 6), we cannot confirm the same behavior in other 70B parameter models (e.g., Llama2-70B). Lastly,
model confidence plays a significant role in accurately classifying data. Mistral-7B and Mixtral-8x7B models
achieved lower accuracy due to their lower confidence in prediction. Most of their predictions were inconclusive
and therefore marked as falsely classified. Mistral-7B only had 22 out of 100 samples on the medical dataset
that were correctly classified, much lower than the other models. We have not evaluated the confidence of the
responses from the models in this work, but it could be an insightful extension of this method. However, some
recent works explore confidence elicitation in LLMs [61]. We believe the model’s inability to answer could be
preferred over falsely predicting a medical diagnosis, which can have life-threatening consequences, especially
in tasks such as medical diagnoses. Finally, we could not perform model self-consistency, described in detail in
our limitations (section 6).

LLMs are promising at generating CEs that generalize well We addressed the self-explanations gen-
eralization through our generality evaluation, in which we investigated lexical diversity, density, and semantic
similarity. First, as we evaluated text diversity with MATTR, we noticed that models generated explanations
roughly with the same lexical diversity despite different lexical levels of input text. Figure 15 (right side) showed
that all models had nearly identical MATTR scores for CEs and MCEs (blue and orange points overlapping).
Similar, although not as perfect, behavior is noticed in medical abstracts (Figure 16), where the scores were less
uniform scores (especially Mistral-7B, which was evaluated on fewer samples). The overlap indicates the models’
ability to generate CEs that are similarly diverse, regardless of the task. We observed a similar behavior in
the lexical density, seen in Figure 17 and Figure 18. The explanations, original and modified, were consistently
dense. The explanations were generated around the same level despite lower lexical density in movie reviews
(approx. 0.40) and higher in medical abstracts (approx. 0.50). According to Johansson’s study [28], the author
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indicates that adults read the text at a density of around 0.39. Compared to the contrastive explanations
achieved through our method, the movie review explanations deviate around this level (0.42). Medical explana-
tions are more lexically dense (0.48), which indicates that not every average adult will find these explanations
easily readable. However, we concluded that these results indicate that our self-explanations consistently gen-
eralize well lexically. The semantic similarity evaluation indicated larger models (70B) were more robust in
generating general contrastive explanations than smaller models. This behavior was observed in Figure 19,
where Llama3-70B had a much narrower distribution (blue), indicating more consistent results across all sam-
ples. This is the case for both tasks and can be addressed by evaluating more samples (see Section 6, Controlling
Syntactic Modifications). Finally, we noticed that models were better at generating more general explanations
on the medical dataset (Figure 19). This was observed by the higher cosine similarity on the Medical dataset
(right side), around 0.90, compared to 0.75 on the IMDB dataset (left side). We observed that the similarity
between text and modified text is also much higher in medical explanations. Semantic evaluation, therefore,
did not benefit us further in establishing the effectiveness of CEs in their generality. We suspect the modified
medical text had fewer modified words (hypernyms and synonyms) than the modified movie text (see Section
6, Model Inference Time).

Contrastive self-explanations are readable We have addressed how easy it would be for users to read con-
trastive explanations. First, we assumed that contrastive explanations are typically longer than non-contrastive
explanations, suggesting they provide more detailed information. Based on Figure 20 and Figure 21, this holds,
as on average, CEs (yellow line) had more words than NCEs (green and red lines). Based on Figure 20 and
Figure 21, the explanation lengths remained consistently short for both tasks (80-380 words on IMDB and
medical datasets), which is beneficial for managing cognitive load during reading. This balance between detail
and brevity helps maintain reader engagement without overwhelming them. A few samples are much longer
than the rest (see Figure 22 and Figure 23), averaging even at 60 words per sentence. We noticed that some
explanations use bullet points, which naturally extend the length of a sentence, as all points are considered
single. Using bullet points, for instance, can extend sentence length while making the information accessible
and easy to process [40]. This structure helps break down complex information into digestible parts, enhancing
readability. However, one must ensure that the bullet points are not too long. Lastly, while more complex
texts tend to have a higher syllable count per word, the explanations generated by models do not necessarily
mirror this complexity. In Figure 24, we noticed that IDMB texts are roughly at 1.3 syllables per sentence,
while medical texts are much higher, at around 1.7 syllables per word (Figure 24). However, movie reviews and
medical explanations generalize to around 1.5 syllables per word. This is not necessarily ideal for users who
need explanations for movie reviews, as the CEs could use more difficult vocabulary than the texts. On the
other hand, it is quite the opposite for the medical texts, as the explanations have less complex vocabulary than
the texts.

Evaluating usefulness semantically is challenging We first compared the semantic similarity of texts
used to generate the explanations to the labels (fact/foil), seen in the last two groups of columns (right side)
14a and 14b. These scores are supposed to be consistent for the models as we used the same samples (model-
independent). However, the difference comes from the difference in accurately predicted samples by the models
(so the Mistral-7B spike in 14b is most likely caused by a lesser number of text samples used). One might notice
that the average similarity of texts to the fact is higher than that of foil, confirming our assumption that texts
reflect the fact more than the foil. Nevertheless, we performed statistical analysis as the standard deviation
was high. We used the Kolmogorov-Smirnov test with α = 0.5, which compared the whole distributions of
lists rather than just their means or medians (just like in a paired t-test statistical analysis, which we have
not used due to the distributions of scores not being normally distributed). The tests indicated no difference
between text-fact and text-foil similarity for the IMDB dataset. On the Medical dataset, only the texts used for
Mistral-7B and Mistral-8x7B indicated that those are more semantically similar to the fact label. However,
the small amount of samples makes the results less trustworthy than those with more samples. Therefore, we
have realized that texts are semantically as similar to the foil as they are to the fact label We also evaluated
non-contrastive explanations, which only should answer the fact or foil labels exclusively. The middle columns
of 14a showed that NCE is more semantically similar to the foil, with an exception for Llama3-70B model.
which shows no significant difference. After closer inspection of evaluated samples, we noticed that models use
similar arguments when giving a non-contrastive explanation. For example, one NCEfact explanation stars with
"This text is negative for several reasons:[...]" while NCEfoil starts with "This text is not positive for several
reasons:[...]". Both continue using a similar explanation approach, explaining the fact and giving more semantic
similarity to it. 14b for the Medical dataset showed that statistically, the NCEs are as similar to the fact as
they are to the foil. Overall, we conclude that the F1 scores for both datasets are nearly identical and that,
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in practice, both explanations for the medical and IMDB tasks are equally similar to both labels. We need to
deploy semantic similarity evaluations further to determine NCEs’ nature. We also checked how the contrastive
self-explanations perform with semantic similarity to both labels. We hypothesized that the semantic similarity
of CE-to-fact and CE-to-foil is approximately equal. The results indicate that CE’s similarity to the fact on the
IMDB dataset is more significant than the one on the foil. Although the difference is significant, the similarity
scores are still relatively close to each other, with scores ranging from 0.28 to 0.34 for fact and 0.26-0.315 for foil,
technically indicating more similarity for the fact (see Figure 14a, the first two column groups). In Figure 14b,
the CEs are also semantically closer to the fact label. However, the difference is statistically irrelevant (except
for the undersampled Mixtral-8x7B model, which shows that statistically, there is a difference). Therefore,
based on the results, we concluded that the contrastive explanations are as semantically similar to the fact as
they are to the foil, indicating that the contrast is similar. This does not provide any meaningful insights on
what explanation parts show the contrast.

Users find contrastive self-explanations mostly readable, useful, and relevant Some models were
quite good at generating contrastive self-explanations that are useful (contrastive), readable, and relevant, while
others’ self-explanations are not as effective.

For the IMDB dataset Figure 26, Llama3-8B and Llama3-70B consistently received the most positive feed-
back across all three categories, especially in readability and relevance, where most participants rated them as
"Strongly Agree". Mistral-7B generally received mixed reviews, with a combination of positive and neutral
feedback and some negative ratings, particularly for relevance and usefulness. Mixtral-8x7B and Llama2-7B
showed a mix of positive and negative responses, especially for usefulness and relevance, but were generally
well-rated for readability. Overall, Llama3-8B and Llama3-70B stood out as the top performers in this dataset,
while Mistral-7B showed a more divided reception.

For the Medical dataset Figure 27, Llama3-8B consistently received the most positive ratings across all
three categories (Usefulness, Readability, Relevance), suggesting it was the best performing model overall.
Mistral-7B has the most negative feedback, particularly for usefulness (8 Strongly Disagree responses), though
its readability and relevance ratings are more mixed. Mixtral-8x7B and Llama2-7B had more mixed responses,
with both positive and negative feedback, but generally leaned towards positive ratings, especially for readability.
Llama3-70B showed a balance of positive and negative feedback across the categories, with more neutral or
slightly negative responses for readability and relevance.

Other observations We have further made the following observations. First, general-purpose instruction-
tuned LLMs are not specifically tailored to specific tasks (e.g., medical). We believe that fine-tuned task-specific
models for such domains could further enhance the effectiveness of contrastive self-explanation. However, general
use cases that do not require domain expertise (e.g., movie reviews) and SOTA models, such as those from
the Llama family, perform well. Moreover, we cannot guarantee that such fine-tuned models would provide
more effective (i.e., contrastive/useful, general, readable, intelligible, and relative) contrastive explanations. A
further study would need to be performed to investigate that. The authors of Mistral 7B, fine-tuned to follow
instructions, claimed that the model surpasses the Llama 2 13B on various benchmarks [27]. Although this work
utilizes the 7B model and not the 13B model, the results show otherwise. The Llama2 7B model performed better
in model accuracy when asked for production on two different tasks and was more confident in its responses.
Despite the accuracy hiccup, the Mistral 7B model performs well, but in contrastive self-explanations, it does
not outperform the Llama models.

Summary By addressing the above points, we have evaluated the effectiveness of contrastive self-explanations
generated by general-use instruction-tuned large language models. We have discussed how the model complexity
and dataset affect accuracy and consistency. We have also analyzed how promising LLMs are at generating
CEs that generalize well. We showed that CEs are readable to users, although the task for which those are
generated affects the readability. However, evaluating usefulness automatically through semantic similarity is
challenging. Nevertheless, our questionnaire showed that humans see the explanations to contrast fact and foil.
Moreover, users deem some LLMs to be good explainers, as they provide useful (contrastive), readable, and
relevant contrastive self-explanations. Our proposed method generates effective self-explanations and evaluates
various features that give insight into how LLMs can be utilized for contrastive explanations in multiple tasks.
We have evaluated the explanations in an automated manner and through a human study, which, as far as we
know, was done in a computerized manner without a human evaluation. This has helped us ensure that the
models consistently output contrastive self-explanation and that those explanations are helpful to the users.
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6 Limitations and Future Work
This section outlines the primary limitations encountered in our research and proposes directions for future
work to enhance the generation and application of contrastive explanations using LLMs. Despite achieving
significant insights into the efficacy of current models, several constraints limited our exploration and shaped our
results. Additionally, we explore the potential direction to enhance and broaden the application of contrastive
explanations.

Questionnaire Budget Utilizing crowd-source workers seems relatively straightforward. However, a budget
is required to guarantee a certain level of quality in the respondents’ answers. Unfortunately, last-minute
decision has been made to abandon a crowd-sourced approach and conduct a small-scale user study. Initially,
we aimed to utilize the Prolific platform to gather responses. The recommended pay is "at least £9/$12 per
hour"8 to ensure meeting ethical standards and data quality. The estimated cost of paying for 100 respondents,
given that each sample has one text and five explanations, is roughly €300. In the end, we collected only
twenty responses for the movie reviews and ten responses fo the medical abstracts, which required participants
to be in the medical field. Given a budget, crowd-sourced workers with medical qualifications could have been
employed for this questionnaire, resulting in more responses (possibly giving insights into how their fields affect
their interpretation of contrastive self-explanations. The lack of budget implied limiting the number of samples
we ran. Ideally, we would run the experiment on all available samples correctly classified by the models.

Model Inference Time The most time-consuming part was running the model accurately and generating all
self-explanations for the original and modified text. Initially, we intended to utilize six models: two Llama2 (7B
and 70B variants), two Llama3 (8B and 70B), one Mistral (7B) and one Mixtral (8x7B). However, we ended up
eliminating Llama2-70B due to memory issues encountered during the inference. On average, Llama2-70B and
Llama3-70B took roughly 1 hour and 30 minutes to generate all self-explanation for a single sample for a single
dataset. However, Llama2 would through an out-of-memory error after running a single sample. Due to this
behavior and the lack of access to more GPU computer power, we have removed this model from our evaluation.
Secondly, the inference time, especially for the 70B models, took much longer than for smaller models (7B and
8B). The smaller models, on average, took 3 hours to generate all 100 samples in a dataset. That is significantly
less time than for the large models. We had limited access to the supercomputer on which the inference took
place, so we collected only 100 samples for each model. Given more time and resources, the evaluation would
have constituted more samples, ideally all available in the datasets.

Controlling Syntactic Modifications While evaluating the generality of contrastive explanations, we no-
ticed a more considerable semantic similarity between the modified and contrastive explanations in the medical
dataset. After further inspection, we noticed that the modified text in the medical dataset had fewer substituted
words (hypernyms and synonyms) than the one in the IMDB dataset. Therefore, we should have tackled this
fairness issue by adding control mechanisms that would always modify a certain percentage of words in a given
text. This would result in a fair evaluation of generality in various tasks.

Self-Consistency Evaluation Issues In our CoSEM, we have adapted the self-consistency method from [39]
and tried adapting it for contrastive self-explanations to ensure that the explanations provided are valid (see
Figure 6). The authors of that paper have explored three approaches to checking for self-consistency (see Section
2). We have adapted the method to use redaction, which, in theory, should have helped us force the model to
mask tokens required to generate a contrastive self-explanation. In practice, the models would output completely
modified texts that do not reflect the original text and hence do not serve in further classification with redacted
tokens. Sometimes, the models would generate non-sense responses such as "Why [REDACTED] and not
[REDACTED]?" instead of a text with some tokens masked. However, the authors of the method also noticed
that the model self-explanation should not be generally trusted. We have decided not to include self-consistency
in our method for two reasons. First, it did not directly affect the generated contrastive explanations. Second, it
required significant time during inference, which tied in with the previous limitation. To quantitatively evaluate
self-consistency, we had to use different model seeds. Each iteration involved loading the model once, running
inference once, and running classification once. That would have added a big-time overhead to the inference
and our experiment, which we did not have.

8https://www.prolific.com/resources/how-much-should-you-pay-research-participants
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Explanations from Incorrect Models In this study, we disregarded evaluating contrastive self-explanation
if the model failed to classify the contrast label to a given text correctly. In this study, we have assumed that a
model is not entirely "trustworthy" if it does not indicate the right label for the text it explains. However, such
a model can still answer a contrastive question, which could partially contribute to explaining a situation (text).
One might argue that even such an explanation might be compelling in exploring the contrast, but that would
further require evaluating how much trust a user puts into such an explanation. But for now, the explanations
do not precisely align with the reasoning processes of the LLMs [2]. The topic of trustworthiness in LLMs is an
exciting direction that can enhance CoSEM.

CE-tuned Models A potential direction to consider is the development of models specifically fine-tuned to
generate contrastive explanations by default. This approach would involve fine-tuning chat models by using
contrast (fact and foil) in the responses. Such LLMs could offer more insightful contrasts in their outputs,
thereby improving decision-making support in various tasks. (e.g., medicine, law). The potential for deploying
these CE-tuned models across various domains shows a promising path for expanding the effectiveness and
applicability of LLM contrastive self-explanations in real-world scenarios.

Model Choice and CE Real-World Applications Besides fine-tuning models for CE, utilizing task-tuned
models rather than general-use ones could result in even more effective contrastive self-explanations. Models
such as Med-PaLM [52] created by Google outperform general-use models. Combined with CE-tuning, such
models could be a promising companion for medical staff in finding explanations for medical diagnoses (such as
differential diagnoses).
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7 Conclusion
This research introduced "CoSEM: Contrastive Self-Explanation Method" for instruction-tuned large language
models. The method generates contrastive self-explanations and evaluates them in an automated manner and
through questionnaires. In this work, we propose a novel, non-gradient-based method for generating contrastive
self-explanations and evaluating them automatically and through user feedback. The method does not require
access to the model internals, which is ideal for black-box models. We have adapted an existing self-consistency
method to a contrastive setting for self-explanations. We created a method to syntactically modify text in a
rule-based fashion, which allows for evaluating contrastive self-explanations on their generality. Furthermore, we
introduce a model inference method that generates contrastive and non-contrastive self-explanations. Finally,
we evaluate how contrastive, general and readable contrastive self-explanations are and how intelligible, useful
and relevant users find them.

Our study explored the generation of effective contrastive explanations using LLMs, focusing on the complex-
ities of various datasets and model capabilities. Through our comprehensive analysis across different domains —
IMDB for general sentiment and a specialized medical dataset — we have established vital findings that enhance
our understanding of LLM behavior in generating contrastive self-explanations. We have evaluated contrastive
self-explanations generated by large language models on their usefulness, generality, readability, intelligibility,
and relevance.

First, we found out that model complexity impacts prediction accuracy. Models with more parameters do
not guarantee better performance, as this also depends on the task we the models for. Models find it easier
to predict correctly more general tasks, such as identifying the sentiment of movie reviews, than particular
tasks, such as predicting medical diagnoses. This does not necessarily involve model complexity but how "chat
LLMs" are tuned to the data. Using task-specific tasks could improve performance on specific tasks (i.e.,
medical diagnoses), but it is uncertain if such a model would perform as well on more general knowledge tasks.
Nevertheless, ensuring high model accuracy before using it for life-threatening tasks should be a priority.

Second, we found that models are good at generalizing contrastive self-explanations. We have achieved this
by syntactically modifying text samples to generate these explanations. The explanations generalize content well
across all models and all tasks we used. All criteria we used for generality (lexical diversity, lexical density, and
semantic similarity) indicated that the explanations are similarly diverse and dense lexically across all models,
where density was more correlated with the text used to generate the explanations. Overall, this indicates that
all models are well suited to generalizing explanations of similar complexity to the text they are given. Larger
(more complex) models were marginally more consistent in generalizing the explanations than smaller models.

Furthermore, our readability evaluation indicated that contrastive self-explanations are desirable for the
reader due to their consistently short length (compared to the text used to generate them). Moreover, the
explanations remained consistently short for both tasks, which indicates their ability not to stretch the cogni-
tive load while reading them. However, the text readability might change based on the selected task, as the
readability scores indicated that explanations were higher than the text for a more general task. This, however,
was not the case for a more specific task, as the explanations were more accessible to read than the text.

Generated contrastive self-explanations have a good balance of contrast in them. Our results show that
LLMs generate CE that has a balance of both the fact and foil labels. There was no statistically significant
preference in the explanations toward either task label. However, models are not as good at generating non-
contrastive explanations as those generally deviate towards one label, even if asked to explain using the other.
Asking for an explanation that uses foil would boil down to an explanation that uses fact with a negation,
indicating the same content in the central part of the explanation.

The user study has revealed that contrastive self-explanations generated by different models indicate sig-
nificant variations in their effectiveness across both the IMDB and Medical datasets. Models like Llama3-8B
and Llama3-70B consistently stand out, receiving the highest usefulness, readability, and relevance ratings.
These models were particularly strong in readability and relevance, where most users strongly agreed with their
quality. On the other hand, Mistral-7B received mixed to negative feedback, especially for usefulness, indi-
cating its self-explanations were less impactful. Mixtral-8x7B and Llama2-7B displayed more diverse results,
with positive and negative responses across the categories, though they performed relatively well in readability.
Llama3-8B is the top-performing model across both datasets, showcasing its ability to generate well-rounded
and effective self-explanations. At the same time, Mistral-7B exhibits a more polarized reception, pointing to
potential improvements in its usefulness and relevance.

Although our results are promising, we have also encountered some limitations. Conducting a comprehensive,
rigorous, and robust user study requires resources such as a financial budget, time, and participants. We have
encountered a budget limitation requiring us to reduce the number of crow-source participants. Similarly, finding
suitable candidates for tasks that require a specific background (i.e., medical dataset) is difficult under time
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constraints. Second, running model inference is a task that requires access to resources. Despite having access
to a supercomputer with a GPU that runs such inference, we could only run a limited number of samples. Third,
we encountered an issue with self-consistency in models, similar to [39]. Self-consistency in model responses
requires further research and is a separate topic that needs additional attention.

Despite the limitations of questionnaire budget, model inference time, self-consistency, and incorrect model
explanations, we see possible future directions for researching LLM-generated contrastive self-explanations.
Finding the budget for a more significant user study and resources to run inference on more samples should
result in a more extensive CoSEM evaluation. Fine-tuning models to generate contrastive self-explanations is a
potential path for giving users even more useful (contrastive) explanations. Such models could be more fruitful
for answering user questions by providing a contrast to help them understand specific tasks. Finally, introducing
CoSEM to a broader set of tasks can become tremendously helpful in domains that require explanations, such
as medicine or law.

Our study contributes to the literature by dissecting the mechanisms behind effective contrastive explanation
generation in LLMs and suggesting pathways for future research, particularly in integrating domain-specific
knowledge and model confidence. The groundwork laid by this research promises to guide future explorations
into enhancing LLM utility across diverse applications.
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A Questionnaire
The questionnaire presents five contrastive explanations from different LLMs. The order of the models is the
following:

1. Explanation 1 meta-llama/Meta-Llama-3-8B-Instruct

2. Explanation 2 meta-llama/Meta-Llama-3-70B-Instruct

3. Explanation 3 meta-llama/Llama-2-7b-chat-hf

4. Explanation 4 mistralai/Mistral-7B-Instruct-v0.1

5. Explanation 5 mistralai/Mixtral-8x7B-Instruct-v0.1

A.1 Questionnaire Template
This is a generic template format used for questionnaires for both the medical and movie review datasets. The
scenario differs for each dataset, wherein one LLM is an AI system for predicting diagnoses, and in another, it
predicts the sentiment of a movie review.
Scenario

[Scenario]

Text The AI systems are given the following information (text):

[Text]

Based on the text above, you are given 5 explanations provided by different AI systems. Answer all 3 questions
provided with each explanation
Explanation 1

[CE]

1. The explanation is useful in distinguishing between [fact label] and [foil label].

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

2. The explanation is readable to me (I can read it easily with comprehension).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

3. The explanation provides relevant information (based on the text).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

Explanation 2

[CE]

1. The explanation is useful in distinguishing between [fact label] and [foil label].

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly
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2. The explanation is readable to me (I can read it easily with comprehension).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

3. The explanation provides relevant information (based on the text).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

Explanation 3

[CE]

1. The explanation is useful in distinguishing between [fact label] and [foil label].

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

2. The explanation is readable to me (I can read it easily with comprehension).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

3. The explanation provides relevant information (based on the text).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

Explanation 4

[CE]

1. The explanation is useful in distinguishing between [fact label] and [foil label].

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

2. The explanation is readable to me (I can read it easily with comprehension).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

3. The explanation provides relevant information (based on the text).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

Explanation 5

[CE]
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1. The explanation is useful in distinguishing between [fact label] and [foil label].

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

2. The explanation is readable to me (I can read it easily with comprehension).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

3. The explanation provides relevant information (based on the text).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly
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A.2 Medical Dataset - Concrete Example
Scenario

A hospital is testing a new AI system that is supposed to explain to a doctor what medical condition the
patient has from a text excerpt. It does this by a so-called contrastive explanation. Those explanations
aim to explain why a specific condition was chosen over another. The system outputs five different expla-
nations, which you must evaluate as a doctor with medical knowledge.

Text The AI systems are given the following information (text):

Coronary trapping of a complement activation product (C3a des-Arg) during myocardial reperfusion in
open-heart surgery. Accumulation of complement factors has been found to occur in the myocardium af-
ter infarction. We studied the possibility that the complement activation product C3a des-Arg is trapped
within the coronary circulation during reperfusion of the ischemic myocardium. In 11 patients undergo-
ing routine coronary artery bypass grafting, arterial blood was sampled before, during and after cardiopul-
monary bypass. Blood was drawn from the coronary sinus concomitantly with arterial blood sampling 5
and 30 min after release of the aortic cross-clamp (n = 10). From a preoperative value of 92 +/- 13 ng/ml,
C3a des-Arg rose during CPB to a maximum of 1816 +/- 393 at the end of CPB. Following reperfusion for
5 min, C3a des-Arg was 1284 +/- 232 ng/ml in arterial and 1106 +/- 100 in coronary sinus blood, a signif-
icant difference (p less than 0.05). The amount of C3a des-Arg trapped in the heart at 5-min reperfusion
showed positive correlation with its arterial concentration (p less than 0.05). No significant difference was
found after 30 min of reperfusion. Complement activation products trapped in the heart in the early reper-
fusion period may play a pathogenetic role in myocardial ischemia-reperfusion injury.

Based on the text above, you are given 5 explanations provided by different AI systems. Answer all 3 questions
provided with each explanation.
Explanation 1

The text you provided is discussing the accumulation of complement factors in the myocardium after in-
farction, specifically during open-heart surgery. The focus of the study is on the trapping of complement
activation product C3a des-Arg within the coronary circulation during reperfusion of the ischemic my-
ocardium.
The term "cardiovascular diseases" refers to a broad category of conditions that affect the cardiovascular
system, including heart disease, stroke, and vascular disease. In this context, "cardiovascular diseases"
would encompass a wide range of conditions, including myocardial infarction (heart attack), which is the
focus of the study you provided.
On the other hand, "neoplasms" refers to abnormal growths or tumors that can occur in any part of the
body. While neoplasms can affect the cardiovascular system, they are not the primary focus of the study
you provided, which is specifically focused on myocardial ischemia-reperfusion injury.
Therefore, the term "cardiovascular diseases" is more appropriate in this context, as it encompasses the
specific condition being studied (myocardial infarction) as well as other related conditions that affect the
cardiovascular system.

1. The explanation is useful in distinguishing between general pathological conditions and neoplasms.

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

2. The explanation is readable to me (I can read it easily with comprehension).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

3. The explanation provides relevant information (based on the text).
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1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

Explanation 2

The text is focused on cardiovascular diseases, specifically myocardial ischemia-reperfusion injury, because
the study is investigating the role of complement activation products in the development of this condition.
Myocardial ischemia-reperfusion injury is a type of cardiovascular disease that occurs when the heart mus-
cle is deprived of oxygen (ischemia) and then reperfused with oxygenated blood, leading to damage and
inflammation.
The study is examining the accumulation of complement factors in the myocardium after infarction and
the trapping of these factors in the coronary circulation during reperfusion. The researchers are investigat-
ing the potential role of these factors in the development of myocardial ischemia-reperfusion injury, which
is a cardiovascular disease.
Neoplasms, on the other hand, are abnormal growths of cells that can be benign or malignant. While neo-
plasms can also be associated with cardiovascular disease, the focus of this study is on the cardiovascular
disease itself, rather than the neoplasms.

1. The explanation is useful in distinguishing between general pathological conditions and neoplasms.

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

2. The explanation is readable to me (I can read it easily with comprehension).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

3. The explanation provides relevant information (based on the text).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

Explanation 3

The reason it is cardiovascular diseases and not neoplasms is because the text is discussing a study related
to heart surgery (coronary artery bypass grafting) and the effects of reperfusion on the heart, specifically
the trapping of a complement activation product (C3a des-Arg) in the coronary circulation. The study is
investigating the potential role of this product in myocardial ischemia-reperfusion injury, which is a type of
cardiovascular disease.
Neoplasms, on the other hand, refer to abnormal growths of tissue, such as tumors, which are not related
to the topic of this study. The study is focused on the cardiovascular system and the effects of reperfusion
on the heart, rather than on cancer or tumor growth.

1. The explanation is useful in distinguishing between general pathological conditions and neoplasms.

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

2. The explanation is readable to me (I can read it easily with comprehension).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly
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3. The explanation provides relevant information (based on the text).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

Explanation 4

The text is discussing the accumulation of complement factors in the myocardium after infarction and the
possibility that the complement activation product C3a des-Arg is trapped within the coronary circulation
during reperfusion of the ischemic myocardium. The text is focused on cardiovascular diseases, specifically
myocardial ischemia-reperfusion injury, and not on neoplasms.

1. The explanation is useful in distinguishing between general pathological conditions and neoplasms.

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

2. The explanation is readable to me (I can read it easily with comprehension).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

3. The explanation provides relevant information (based on the text).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

Explanation 5

The text you provided is discussing a study on coronary trapping of a complement activation product (C3a
des-Arg) during myocardial reperfusion in open-heart surgery. The researchers are interested in study-
ing the possibility that C3a des-Arg is trapped within the coronary circulation during reperfusion of the
ischemic myocardium. The reason this study focuses on cardiovascular diseases (specifically myocardial
ischemia-reperfusion injury) rather than neoplasms is because of the nature of the study and the popula-
tion being investigated. The study is focused on open-heart surgery and myocardial reperfusion, which are
procedures related to the cardiovascular system. The complement system, which is the focus of the study,
is a part of the immune system that plays a crucial role in the inflammatory response to tissue injury, in-
cluding myocardial infarction. Therefore, it is relevant to study the behavior of complement activation
products in the context of cardiovascular diseases. Neoplasms, on the other hand, are abnormal growths of
tissue that can occur in many different organs and systems of the body. While the complement system can
also play a role in the immune response to neoplasms, it is not the primary focus of this study. In sum-
mary, the study you provided is focused on cardiovascular diseases because of the nature of the procedures
being investigated and the role of the complement system in the inflammatory response to tissue injury in
the cardiovascular system.

1. The explanation is useful in distinguishing between general pathological conditions and neoplasms.

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

2. The explanation is readable to me (I can read it easily with comprehension).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly
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3. The explanation provides relevant information (based on the text).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly
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A.3 IMDB Movie Review Dataset - Concrete Example
Scenario

Movie staff is testing a new AI system that is supposed to explain what sentiment a movie review has, pos-
itive or negative. It does this by a so-called contrastive explanation. Those explanations aim to explain
why a specific sentiment was chosen over another. The system outputs five different explanations, which
you must evaluate.

Text The AI system has been provided with the following text:

It is a pity that you cannot vote zero stars on IMDb, because I would not have hesitated! In fact I would
go so far as to say that this film was in the negative stars.
I, like many others, bought this film thinking that because it has Michael Madsen in it, it could be good...
No chance! This film was shocking! Imagine a movie length ’The Bold and the Beautiful’, well, Primal
Instinct did not even come close to that good, and I had previously thought that there would be nothing
worse than a movie length ’The Bold and the Beautiful’.
Michael Madsen, how could you do this to us? The worst part is, I didn’t fast forward a bit, I was hop-
ing that at the end they would reveal that it was all some sort of sick joke, that they thought it would be
funny to make us watch such a horribly bad film.
Where do I start...? Directing - Zero Stars, Screenplay - Zero Stars, Acting - Zero Stars, Cinematography
- Zero Stars, Digital Effects - Zero Stars, Production Design - Zero Stars, Make-up - Zero Stars, Casting -
Zero Stars, Editing - Zero Stars, Trailer - Half a Star, Graphic Design - Half a Star, DVD Menu - Half a
Star.
However I think that it is very important to have seen bad films just so that you know what a really bad
film is, so for that reason I am happy that I saw this film, just so that I have a bad film to put at the bot-
tom of my list.

Based on the text above, you are given 5 explanations provided by different AI systems. Answer all 3 questions
provided with each explanation.
Explanation 1

The text is negative because the reviewer expresses strong dislike for the film, using language such as "in
the negative stars," "shocking," "horribly bad," "worst part," and "Zero Stars" to describe it. They also
mention that they didn’t fast forward the film, even though they had the opportunity to, which suggests
that they were not enjoying it. Additionally, the reviewer goes out of their way to list every aspect of the
film that they disliked, from the directing to the casting, and even gives half a star to the trailer and DVD
menu. Overall, the tone of the text is one of disappointment and frustration with the film.

1. The explanation is useful in distinguishing between negative and positive.

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

2. The explanation is readable to me (I can read it easily with comprehension).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

3. The explanation provides relevant information (based on the text).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

Explanation 2
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This text is negative because it expresses strong disapproval and disappointment with the film "Primal In-
stinct". The reviewer uses strong language to describe their dislike, calling the film "shocking", "horribly
bad", and stating that it’s "in the negative stars". They also criticize every aspect of the film, from the di-
recting and screenplay to the acting, cinematography, and even the DVD menu.
The reviewer’s tone is sarcastic and critical, with phrases like "Michael Madsen, how could you do this to
us?" and "I didn’t fast forward a bit, I was hoping that at the end they would reveal that it was all some
sort of sick joke". This suggests that the reviewer is not just disappointed, but also feels betrayed and frus-
trated by the film’s poor quality.
The only slightly positive comments are the reviewer’s acknowledgement that seeing bad films can be im-
portant for understanding what a really bad film is, and their willingness to give the film’s trailer, graphic
design, and DVD menu half a star. However, these positive comments are minor and do not outweigh the
overall negative tone of the review.

1. The explanation is useful in distinguishing between negative and positive.

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

2. The explanation is readable to me (I can read it easily with comprehension).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

3. The explanation provides relevant information (based on the text).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

Explanation 3

This text is negative for several reasons:

1. Strong negative language: The text uses strong negative words and phrases, such as "pity",
"shocking", "horribly bad", "zero stars", and "worst part".

2. Disappointment and frustration: The writer expresses disappointment and frustration with the film,
feeling that it did not live up to their expectations, especially given the presence of Michael Madsen.

3. Comparison to a low standard: The writer compares the film unfavorably to a soap opera ("The Bold
and the Beautiful"), implying that the film is even worse than something they already consider to be
of low quality.

4. Sarcastic tone: The text has a sarcastic tone, with the writer saying they would have liked to give
the film negative stars and implying that the filmmakers must have been joking to produce something
so bad.

5. Extensive criticism: The writer provides a detailed list of aspects of the film that they consider to be
of zero quality, leaving no aspect of the film unscathed.

The only slightly positive comment in the text is the writer’s statement that they are "happy" to have seen
the film, but this is only because it provides a baseline for comparison to other bad films. Overall, the text
is overwhelmingly negative.

1. The explanation is useful in distinguishing between negative and positive.

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly
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2. The explanation is readable to me (I can read it easily with comprehension).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

3. The explanation provides relevant information (based on the text).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

Explanation 4

The text is negative because the author expresses strong dislike and disappointment towards the film "Pri-
mal Instinct." They use harsh language such as "negative stars," "shocking," "horribly bad," "zero stars,"
and "the worst part" to describe their experience with the film. They also give the film zero stars in every
category, including directing, screenplay, acting, cinematography, digital effects, production design, make-
up, casting, editing, trailer, graphic design, and DVD menu. The author also states that they are happy to
have seen the film because it allows them to know what a really bad film is and to put it at the bottom of
their list.

1. The explanation is useful in distinguishing between negative and positive.

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

2. The explanation is readable to me (I can read it easily with comprehension).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

3. The explanation provides relevant information (based on the text).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

Explanation 5

The text is negative because it expresses a strongly negative opinion about a film, calling it "shocking,"
"horribly bad," and "the worst part" of Michael Madsen’s career. The author also gives zero stars to var-
ious aspects of the film such as directing, screenplay, acting, cinematography, digital effects, production
design, makeup, casting, editing, and even the DVD menu. The author also says that they regret buying
the film and that they hope it was all a sick joke. The only positive thing the author says about the film is
that it serves as a good example of a really bad film, which they can use as a reference point for comparing
other films. Overall, the tone and content of the text are overwhelmingly negative.

1. The explanation is useful in distinguishing between negative and positive.

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly

2. The explanation is readable to me (I can read it easily with comprehension).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly
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3. The explanation provides relevant information (based on the text).

1 2 3 4 5
I disagree strongly I disagree somewhat I’m neutral about it I agree somewhat I agree strongly
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B Detailed Results
This Appendix section includes results from the experiment without explicitly visualizing them using plots or
graphs. This is so-called "raw" aggregated data in the form of means and standard deviations. The data also
contains minimum and maximum values.

It is important to note that the data are based on correctly classified samples, meaning, the number of
samples used for each model/dataset may differ (based on the model accuracy shown in Figure 13). Table 2
shows the number of samples used for each model and each dataset. Mistral is one of the models that has the
lowest number of accurately predicted samples, with only 22 out of 100 for the medical dataset.

Table 2: Number of samples used for running evaluation for each model on each of the datasets. The number is
based on 100 samples used to check model accuracy in predicting the correct label. Only the samples correctly
classified were considered for the evaluation.

Model IMDB Medical
Llama2-7B 96 95
Llama3-8B 94 84
Llama3-70B 96 89
Mistral-7B 74 22
Mixtral-7x8B 94 79

B.1 Usefulness

Table 3: BERTScore Semantic Similarity F1 metric mean and standard deviation on the IMDB dataset.

Model Feature Mean Std Min Max

Llama2-7B

Fact - CE 0.306 0.030 0.226 0.359
NCE (Fact) - Fact 0.299 0.027 0.223 0.352
Fact - Text 0.242 0.028 0.160 0.310
Foil - CE 0.278 0.032 0.196 0.358
NCE (Foil) - Foil 0.278 0.027 0.220 0.352
Foil - Text 0.237 0.027 0.163 0.297

Llama-3-8B

Fact - CE 0.310 0.023 0.264 0.355
NCE (Fact) - Fact 0.327 0.024 0.277 0.385
Fact - Text 0.242 0.028 0.160 0.310
Foil - CE 0.281 0.025 0.234 0.341
NCE (Foil) - Foil 0.305 0.026 0.255 0.373
Foil - Text 0.238 0.027 0.163 0.297

Llama3-70B

Fact - CE 0.289 0.019 0.253 0.335
NCE (Fact) - Fact 0.305 0.024 0.240 0.367
Fact - Text 0.242 0.027 0.160 0.310
Foil - CE 0.263 0.019 0.218 0.310
NCE (Foil) - Foil 0.298 0.024 0.243 0.350
Foil - Text 0.237 0.027 0.163 0.297

Mistral-7B

Fact - CE 0.342 0.025 0.277 0.414
NCE (Fact) - Fact 0.350 0.028 0.282 0.423
Fact - Text 0.242 0.027 0.160 0.294
Foil - CE 0.315 0.025 0.255 0.359
NCE (Foil) - Foil 0.338 0.021 0.285 0.388
Foil - Text 0.236 0.025 0.167 0.283

Mixtral-8x7B

Fact - CE 0.323 0.022 0.276 0.372
NCE (Fact) - Fact 0.327 0.020 0.275 0.382
Fact - Text 0.243 0.027 0.160 0.310
Foil - CE 0.293 0.030 0.237 0.364
NCE (Foil) - Foil 0.323 0.023 0.267 0.373
Foil - Text 0.237 0.027 0.163 0.297
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Table 4: BERTScore Semantic Similarity F1 metric mean and standard deviation on the Medical dataset.

Model Feature Mean Std Min Max

Llama2-7B

Fact - CE 0.382 0.036 0.305 0.482
NCE (Fact) - Fact 0.421 0.045 0.325 0.534
Fact - Text 0.361 0.049 0.260 0.470
Foil - CE 0.381 0.037 0.293 0.498
NCE (Foil) - Foil 0.432 0.036 0.344 0.514
Foil - Text 0.346 0.052 0.256 0.482

Llama3-8B

Fact - CE 0.411 0.040 0.333 0.510
NCE (Fact) - Fact 0.454 0.047 0.372 0.565
Fact - Text 0.355 0.047 0.260 0.470
Foil - CE 0.400 0.035 0.328 0.473
NCE (Foil) - Foil 0.454 0.032 0.408 0.531
Foil - Text 0.341 0.049 0.256 0.452

Llama3-70B

Fact - CE 0.406 0.036 0.327 0.489
NCE (Fact) - Fact 0.444 0.045 0.369 0.572
Fact - Text 0.359 0.049 0.260 0.470
Foil - CE 0.404 0.034 0.341 0.503
NCE (Foil) - Foil 0.457 0.036 0.389 0.577
Foil - Text 0.346 0.054 0.256 0.483

Mistral-7B

Fact - CE 0.460 0.042 0.392 0.551
NCE (Fact) - Fact 0.478 0.049 0.379 0.607
Fact - Text 0.366 0.048 0.281 0.458
Foil - CE 0.470 0.033 0.421 0.539
NCE (Foil) - Foil 0.474 0.054 0.349 0.568
Foil - Text 0.347 0.056 0.256 0.452

Mixtral-8x7B

Fact - CE 0.417 0.038 0.331 0.499
NCE (Fact) - Fact 0.432 0.035 0.361 0.515
Fact - Text 0.356 0.047 0.260 0.470
Foil - CE 0.404 0.043 0.321 0.508
NCE (Foil) - Foil 0.441 0.034 0.371 0.527
Foil - Text 0.340 0.051 0.256 0.483
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B.2 Generality
B.2.1 Lexical Diversity

Table 5: Lexical Diversity - the MATTR (window size = 50) score mean, standard deviation, min and max for
IMDB dataset.

Model Feature Mean Std Min Max

Llama2-7B

Text (MATTR) 0.816 0.035 0.725 0.931
Modified Text (MATTR) 0.812 0.035 0.721 0.934
Text (Word Count) 217.000 162.281 48.000 800.000
Modified Text (Word Count) 220.042 164.466 49.000 815.000
CE (MATTR) 0.746 0.043 0.657 0.856
MCE (MATTR) 0.744 0.048 0.607 0.865
CE (Word Count) 143.562 57.331 53.000 321.000
MCE (Word Count) 137.771 51.709 65.000 269.000

Llama3-8B

Text (MATTR) 0.815 0.034 0.725 0.931
Modified Text (MATTR) 0.811 0.035 0.721 0.934
Text (Word Count) 211.415 156.335 48.000 800.000
Modified Text (Word Count) 214.351 158.491 49.000 815.000
CE (MATTR) 0.756 0.042 0.638 0.840
MCE (MATTR) 0.757 0.039 0.644 0.866
CE (Word Count) 143.521 33.505 74.000 278.000
MCE (Word Count) 150.681 30.145 75.000 212.000

Llama3-70B

Text (MATTR) 0.816 0.035 0.725 0.931
Modified Text (MATTR) 0.812 0.035 0.721 0.934
Text (Word Count) 211.552 155.234 48.000 800.000
Modified Text (Word Count) 214.510 157.372 49.000 815.000
CE (MATTR) 0.763 0.029 0.688 0.832
MCE (MATTR) 0.761 0.034 0.671 0.832
CE (Word Count) 175.281 26.342 115.000 235.000
MCE (Word Count) 183.292 28.425 123.000 268.000

Mistral-7B

Text (MATTR) 0.815 0.037 0.725 0.931
Modified Text (MATTR) 0.811 0.037 0.721 0.934
Text (Word Count) 212.149 153.808 55.000 800.000
Modified Text (Word Count) 215.189 156.059 55.000 815.000
CE (MATTR) 0.763 0.058 0.638 0.894
MCE (MATTR) 0.761 0.058 0.647 0.875
CE (Word Count) 74.324 23.982 41.000 197.000
MCE (Word Count) 72.703 30.466 40.000 240.000

Mixtral-8x7B

Text (MATTR) 0.816 0.035 0.725 0.931
Modified Text (MATTR) 0.812 0.036 0.721 0.934
Text (Word Count) 210.404 155.865 48.000 800.000
Modified Text (Word Count) 213.404 158.040 49.000 815.000
CE (MATTR) 0.762 0.040 0.661 0.858
MCE (MATTR) 0.761 0.051 0.634 0.919
CE (Word Count) 112.840 37.952 54.000 279.000
MCE (Word Count) 114.872 42.641 53.000 314.000
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Table 6: Lexical Diversity - the MATTR (window size = 50) score mean, standard deviation, min and max for
Medical dataset.

Model Feature Mean Std Min Max

Llama2-7B

Text (MATTR) 0.766 0.053 0.645 0.891
Modified Text (MATTR) 0.758 0.054 0.625 0.893
Text (Word Count) 170.558 71.946 43.000 366.000
Modified Text (Word Count) 174.063 74.006 43.000 371.000
CE (MATTR) 0.743 0.037 0.654 0.821
MCE (MATTR) 0.744 0.038 0.633 0.835
CE (Word Count) 160.274 45.763 68.000 314.000
MCE (Word Count) 165.716 46.021 71.000 298.000

Llama3-8B

Text (MATTR) 0.763 0.051 0.645 0.888
Modified Text (MATTR) 0.756 0.053 0.625 0.893
Text (Word Count) 181.179 74.552 44.000 398.000
Modified Text (Word Count) 184.976 76.687 45.000 407.000
CE (MATTR) 0.753 0.040 0.651 0.867
MCE (MATTR) 0.748 0.044 0.625 0.847
CE (Word Count) 135.631 32.738 48.000 224.000
MCE (Word Count) 143.107 28.003 86.000 220.000

Llama3-70B

Text (MATTR) 0.766 0.052 0.645 0.888
Modified Text (MATTR) 0.759 0.055 0.625 0.893
Text (Word Count) 172.910 76.808 43.000 398.000
Modified Text (Word Count) 176.461 78.913 43.000 407.000
CE (MATTR) 0.752 0.049 0.610 0.853
MCE (MATTR) 0.758 0.050 0.604 0.857
CE (Word Count) 116.640 28.493 55.000 189.000
MCE (Word Count) 118.831 25.870 64.000 179.000

Mistral-7B

Text (MATTR) 0.773 0.054 0.678 0.891
Modified Text (MATTR) 0.766 0.051 0.658 0.871
Text (Word Count) 193.364 58.914 68.000 290.000
Modified Text (Word Count) 197.182 60.071 69.000 292.000
CE (MATTR) 0.748 0.057 0.648 0.866
MCE (MATTR) 0.764 0.063 0.613 0.857
CE (Word Count) 72.364 20.779 45.000 133.000
MCE (Word Count) 88.773 34.451 28.000 170.000

Mixtral-8x7B

Text (MATTR) 0.767 0.052 0.645 0.888
Modified Text (MATTR) 0.760 0.054 0.625 0.893
Text (Word Count) 180.646 74.147 53.000 398.000
Modified Text (Word Count) 184.051 76.036 53.000 407.000
CE (MATTR) 0.775 0.046 0.675 0.966
MCE (MATTR) 0.767 0.041 0.672 0.875
CE (Word Count) 132.759 47.217 60.000 265.000
MCE (Word Count) 127.785 56.240 8.000 338.000
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B.2.2 Lexical Density

Table 7: Lexical Density (the ratio of content words over total words) mean and standard deviation for IMDB
dataset.

Model Feature Mean Std Min Max

Llama2-7B

Text Density 0.404 0.045 0.229 0.508
Mofidied Text Density 0.391 0.046 0.226 0.500
CE Density 0.415 0.027 0.351 0.479
MCE Density 0.413 0.025 0.354 0.490

Llama3-8B

Text Density 0.406 0.041 0.238 0.508
Mofidied Text Density 0.393 0.043 0.238 0.500
CE Density 0.411 0.027 0.347 0.489
MCE Density 0.410 0.031 0.338 0.503

Llama-3-70B

Text Density 0.404 0.045 0.229 0.508
Mofidied Text Density 0.391 0.046 0.226 0.500
CE Density 0.413 0.020 0.336 0.465
MCE Density 0.410 0.022 0.348 0.475

Mistral-7B

Text Density 0.407 0.038 0.328 0.508
Mofidied Text Density 0.393 0.040 0.309 0.500
CE Density 0.417 0.040 0.303 0.487
MCE Density 0.412 0.041 0.314 0.516

Mixtral-8x7B

Text Density 0.404 0.045 0.229 0.508
Mofidied Text Density 0.391 0.046 0.226 0.500
CE Density 0.434 0.030 0.361 0.493
MCE Density 0.428 0.031 0.353 0.511

Table 8: Lexical Density (the ratio of content words over total words) mean and standard deviation for Medical
dataset.

Model Feature Mean Std Min Max

Llama2-7B

Text Density 0.505 0.062 0.355 0.638
Modified Text Density 0.500 0.064 0.355 0.630
CE Density 0.480 0.025 0.422 0.533
MCE Density 0.477 0.027 0.413 0.532

Llama3-8B

Text Density 0.503 0.059 0.355 0.603
Modified Text Density 0.497 0.060 0.355 0.603
CE Density 0.476 0.027 0.392 0.548
MCE Density 0.474 0.030 0.376 0.546

Llama3-70B

Text Density 0.505 0.059 0.355 0.625
Modified Text Density 0.500 0.060 0.355 0.625
CE Density 0.453 0.033 0.350 0.553
MCE Density 0.464 0.031 0.370 0.545

Mistral-7B

Text Density 0.500 0.063 0.369 0.638
Modified Text Density 0.496 0.061 0.366 0.630
CE Density 0.489 0.029 0.430 0.533
MCE Density 0.503 0.039 0.431 0.585

Mixtral-8x7B

Text Density 0.504 0.059 0.369 0.605
Modified Text Density 0.499 0.061 0.366 0.603
CE Density 0.493 0.032 0.427 0.573
MCE Density 0.485 0.035 0.300 0.572
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B.2.3 Semantic Similarity

Table 9: Sentence-BERT Semantic Similarity scores between Text and Modified Text, as well as Contrastive
Explanation and Modified Contrastive Explanation for IMDB dataset.

Model Feature Mean Std Min Max
Llama2-7B CE - MCE 0.772 0.098 0.449 0.969

Text - Modified Text 0.766 0.096 0.419 0.935
Llama3-8B CE - MCE 0.815 0.090 0.623 0.981

Text - Modified Text 0.767 0.094 0.419 0.935
Llama3-70B CE - MCE 0.836 0.073 0.645 0.983

Text - Modified Text 0.768 0.094 0.419 0.935
Mistral-7B CE - MCE 0.782 0.094 0.529 0.982

Text - Modified Text 0.765 0.099 0.419 0.935
Mixtral-8x7B CE - MCE 0.820 0.087 0.593 0.989

Text - Modified Text 0.768 0.094 0.419 0.935

Table 10: Sentence-BERT Semantic Similarity scores between Text and Modified Text, as well as Contrastive
Explanation and Modified Contrastive Explanation for Medical dataset.

Model Feature Mean Std Min Max
Llama2-7B CE - MCE 0.855 0.086 0.615 0.982

Text - Modified Text 0.900 0.063 0.712 0.990
Llama3-8B CE - MCE 0.872 0.086 0.541 0.985

Text - Modified Text 0.901 0.062 0.712 0.990
Llama3-70B CE - MCE 0.878 0.081 0.584 0.981

Text - Modified Text 0.898 0.066 0.712 0.990
Mistral-7B CE - MCE 0.832 0.107 0.607 0.980

Text - Modified Text 0.893 0.049 0.746 0.957
Mixtral-8x7B CE - MCE 0.842 0.111 0.391 0.970

Text - Modified Text 0.896 0.068 0.712 0.990
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B.3 Readability

Table 11: Readability measures for IMDB dataset.

Model Feature Mean Std Min Max

Llama2-7B

Syllables/word (Text) 1.295 0.081 1.100 1.516
Words/Sentence (Text) 21.411 7.294 5.000 51.500
Words (Text) 253.125 191.889 59.000 954.000
Syllables/Word (CE) 1.435 0.062 1.310 1.602
Words/Sentence (CE) 26.737 6.131 13.300 53.333
Words (CE) 175.427 67.591 70.000 373.000
Syllables/Word (NCE Fact) 1.436 0.073 1.305 1.701
Words/Sentence (NCE Fact) 24.961 4.583 13.444 36.600
Words (NCE Fact) 192.719 62.787 88.000 362.000
Syllables/Word (NCE Foil) 1.421 0.068 1.237 1.611
Words/Sentence (NCE Foil) 25.810 5.742 15.615 53.000
Words (NCE Foil) 199.000 56.064 90.000 337.000

Llama3-8B

Syllables/word (Text) 1.298 0.081 1.100 1.516
Words/Sentence (Text) 21.429 7.386 5.000 51.500
Words (Text) 246.372 184.188 59.000 954.000
Syllables/Word (CE) 1.451 0.062 1.301 1.599
Words/Sentence (CE) 25.919 7.427 12.333 63.667
Words (CE) 176.872 41.155 91.000 363.000
Syllables/Word (NCE Fact) 1.451 0.071 1.312 1.692
Words/Sentence (NCE Fact) 24.678 6.519 12.083 57.000
Words (NCE Fact) 142.053 40.247 77.000 271.000
Syllables/Word (NCE Foil) 1.449 0.070 1.274 1.648
Words/Sentence (NCE Foil) 20.075 7.847 8.111 46.667
Words (NCE Foil) 143.968 35.405 63.000 246.000

Llama3-70B

Syllables/word (Text) 1.297 0.081 1.100 1.516
Words/Sentence (Text) 21.460 7.312 5.000 51.500
Words (Text) 246.448 182.677 59.000 954.000
Syllables/Word (CE) 1.455 0.053 1.323 1.579
Words/Sentence (CE) 22.587 4.497 15.588 38.500
Words (CE) 225.292 37.073 148.000 303.000
Syllables/Word (NCE Fact) 1.450 0.063 1.288 1.613
Words/Sentence (NCE Fact) 25.159 6.734 11.200 55.000
Words (NCE Fact) 192.458 41.489 69.000 300.000
Syllables/Word (NCE Foil) 1.437 0.061 1.313 1.587
Words/Sentence (NCE Foil) 22.984 6.391 13.091 40.500
Words (NCE Foil) 159.958 36.004 82.000 243.000

Mistral-7B

Syllables/word (Text) 1.299 0.083 1.123 1.516
Words/Sentence (Text) 20.829 6.471 10.842 37.143
Words (Text) 247.014 183.377 60.000 954.000
Syllables/Word (CE) 1.432 0.088 1.264 1.620
Words/Sentence (CE) 29.709 12.624 14.667 74.000
Words (CE) 92.892 29.074 44.000 235.000
Syllables/Word (NCE Fact) 1.463 0.086 1.235 1.645
Words/Sentence (NCE Fact) 28.404 16.188 12.091 132.000
Words (NCE Fact) 87.649 26.718 39.000 194.000
Syllables/Word (NCE Foil) 1.455 0.104 1.220 1.696
Words/Sentence (NCE Foil) 32.681 24.201 9.083 153.000
Words (NCE Foil) 86.297 31.933 35.000 231.000

Mixtral-8x7B

Syllables/word (Text) 1.295 0.081 1.100 1.516
Words/Sentence (Text) 21.263 7.234 5.000 51.500
Words (Text) 245.255 183.637 59.000 954.000
Syllables/Word (CE) 1.483 0.083 1.289 1.662

Continued on next page...
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Model Feature Mean Std Min Max
Words/Sentence (CE) 25.557 5.383 12.917 39.000
Words (CE) 133.266 44.616 63.000 324.000
Syllables/Word (NCE Fact) 1.487 0.094 1.305 1.740
Words/Sentence (NCE Fact) 24.913 5.642 13.417 43.000
Words (NCE Fact) 129.319 37.507 71.000 250.000
Syllables/Word (NCE Foil) 1.451 0.077 1.297 1.663
Words/Sentence (NCE Foil) 25.561 5.044 14.273 46.000
Words (NCE Foil) 102.191 19.034 50.000 157.000

Table 12: Readability measures for Medical dataset.

Model Feature Mean Std Min Max

Mistral-7B

Syllables/word (Text) 1.684 0.156 1.352 1.977
Words/Sentence (Text) 26.423 7.086 15.875 43.000
Words (Text) 245.227 85.772 82.000 365.000
Syllables/Word (CE) 1.609 0.115 1.477 1.917
Words/Sentence (CE) 26.964 6.172 17.000 47.500
Words (CE) 82.773 24.341 49.000 154.000
Syllables/Word (NCE Fact) 1.677 0.147 1.444 2.000
Words/Sentence (NCE Fact) 24.653 3.586 17.000 31.000
Words (NCE Fact) 102.455 33.849 30.000 183.000
Syllables/Word (NCE Foil) 1.587 0.108 1.417 1.774
Words/Sentence (NCE Foil) 24.455 5.883 16.000 37.000
Words (NCE Foil) 72.318 47.230 32.000 244.000

Llama3-70B

Syllables/word (Text) 1.700 0.150 1.308 1.978
Words/Sentence (Text) 24.414 6.844 12.714 43.000
Words (Text) 215.079 104.560 48.000 516.000
Syllables/Word (CE) 1.604 0.094 1.392 1.867
Words/Sentence (CE) 32.247 6.344 18.429 47.500
Words (CE) 138.000 33.470 64.000 222.000
Syllables/Word (NCE Fact) 1.671 0.143 1.372 2.000
Words/Sentence (NCE Fact) 26.430 5.616 14.000 45.500
Words (NCE Fact) 120.787 52.575 41.000 277.000
Syllables/Word (NCE Foil) 1.570 0.100 1.290 1.815
Words/Sentence (NCE Foil) 31.024 7.887 14.625 59.000
Words (NCE Foil) 82.067 24.793 37.000 168.000

Llama2-7B

Syllables/word (Text) 1.700 0.152 1.308 1.978
Words/Sentence (Text) 24.349 6.768 12.714 43.000
Words (Text) 211.716 98.787 48.000 481.000
Syllables/Word (CE) 1.609 0.088 1.421 1.891
Words/Sentence (CE) 29.840 6.563 14.875 44.500
Words (CE) 187.263 53.504 79.000 369.000
Syllables/Word (NCE Fact) 1.645 0.149 1.333 2.010
Words/Sentence (NCE Fact) 29.542 5.582 16.333 44.333
Words (NCE Fact) 163.495 70.988 49.000 344.000
Syllables/Word (NCE Foil) 1.537 0.119 1.221 1.830
Words/Sentence (NCE Foil) 23.337 5.232 14.000 40.000
Words (NCE Foil) 93.474 37.007 28.000 200.000

Llama3-8B

Syllables/word (Text) 1.693 0.148 1.308 1.977
Words/Sentence (Text) 25.101 6.644 14.167 43.000
Words (Text) 225.655 102.469 50.000 516.000
Syllables/Word (CE) 1.609 0.104 1.407 1.839
Words/Sentence (CE) 30.249 5.399 19.333 51.000
Words (CE) 156.274 36.851 58.000 250.000
Syllables/Word (NCE Fact) 1.646 0.150 1.347 1.894

Continued on next page...
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Model Feature Mean Std Min Max
Words/Sentence (NCE Fact) 29.027 6.896 16.000 47.000
Words (NCE Fact) 106.214 51.028 34.000 287.000
Syllables/Word (NCE Foil) 1.595 0.105 1.270 1.856
Words/Sentence (NCE Foil) 30.321 5.311 19.800 52.000
Words (NCE Foil) 71.048 13.805 31.000 100.000

Mixtral-8x7B

Syllables/word (Text) 1.702 0.143 1.336 1.978
Words/Sentence (Text) 24.444 6.230 12.714 43.000
Words (Text) 224.139 102.253 56.000 516.000
Syllables/Word (CE) 1.633 0.101 1.398 1.993
Words/Sentence (CE) 28.158 4.384 17.500 43.500
Words (CE) 151.949 52.954 70.000 291.000
Syllables/Word (NCE Fact) 1.644 0.122 1.365 1.959
Words/Sentence (NCE Fact) 27.969 5.511 18.333 46.750
Words (NCE Fact) 145.392 52.554 55.000 304.000
Syllables/Word (NCE Foil) 1.579 0.085 1.365 1.764
Words/Sentence (NCE Foil) 23.404 5.068 13.333 41.000
Words (NCE Foil) 82.937 27.352 34.000 153.000
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C Questionnaires

C.1 Movie Reviews

Model Feature Likert Scale Frequencies Average
1 (Strongly Disagree) 2 3 4 5 (Strongly Agree)

Llama2-7B
Usefulness 1 2 2 11 4 3,75
Readability 1 0 2 7 10 4,25
Relevance 0 1 3 9 7 4,1

Llama3-8B
Usefulness 2 1 0 6 11 4,15
Readability 1 0 1 3 15 4,55
Relevance 1 0 1 4 14 4,5

Llama3-70B
Usefulness 1 1 0 7 11 4,3
Readability 0 1 1 3 15 4,6
Relevance 1 0 2 4 13 4,4

Mistral-7B
Usefulness 0 3 3 7 7 3,9
Readability 1 0 4 7 8 4,05
Relevance 1 0 3 10 6 4

Mixtral-8x7B
Usefulness 1 2 2 12 3 3,7
Readability 1 0 1 10 8 4,2
Relevance 0 3 5 10 2 3,55

Table 13: Movie reviews questionnaire results based on 20 responses. Likert Scale Frequencies are present for
all 5 scales and average score is included.

C.2 Medical Abstracts

Model Feature Likert Scale Frequencies Average
1 (Strongly Disagree) 2 3 4 5 (Strongly Agree)

Llama2-7B
Usefulness 0 1 0 6 3 4,1
Readability 0 0 2 3 5 4,3
Relevance 1 5 1 3 0 2,6

Llama3-8B
Usefulness 0 1 0 4 5 4,3
Readability 0 0 0 3 7 4,7
Relevance 0 0 0 7 3 4,3

Llama3-70B
Usefulness 0 2 1 4 3 3,8
Readability 1 4 1 2 2 3
Relevance 1 3 3 0 3 3,1

Mistral-7B
Usefulness 8 2 0 0 0 1,2
Readability 0 3 0 2 5 3,9
Relevance 1 3 1 3 2 3,2

Mixtral-8x7B
Usefulness 0 3 1 2 4 3,7
Readability 2 1 0 4 3 3,5
Relevance 1 0 0 5 4 4,1

Table 14: Medical abstracts questionnaire results based on 10 responses. Likert Scale Frequencies are present
for all 5 scales and average score is included.

62



D Prompts Used in the CoSEM Pipeline

D.1 The IMDB Dataset - Example
Text Well...tremors I, the original started off in 1990 and i found the movie quite enjoyable to watch. however,
they proceeded to make tremors II and III. Trust me, those movies started going downhill right after they finished
the first one, i mean, ass blasters??? Now, only God himself is capable of answering the question "why in Gods
name would they create another one of these dumpster dives of a movie?" Tremors IV cannot be considered a
bad movie, in fact it cannot be even considered an epitome of a bad movie, for it lives up to more than that. As
i attempted to sit though it, i noticed that my eyes started to bleed, and i hoped profusely that the little girl
from the ring would crawl through the TV and kill me. did they really think that dressing the people who had
stared in the other movies up as though they we’re from the wild west would make the movie (with the exact
same occurrences) any better? honestly, i would never suggest buying this movie, i mean, there are cheaper
ways to find things that burn well.

Fact negative

Foil positive

D.1.1 Model Accuracy

What label does the following text belong to: negative or positive?
If you can’t tell, then "unsure". Output only one word.

Well...tremors I, the original started off in 1990 and i found the
movie quite enjoyable to watch. however, they proceeded to make
tremors II and III. Trust me, those movies started going downhill
right after they finished the first one, i mean, ass blasters??? Now,
only God himself is capable of answering the question "why in Gods
name would they create another one of these dumpster dives of a
movie?" Tremors IV cannot be considered a bad movie, in fact it
cannot be even considered an epitome of a bad movie, for it lives up
to more than that. As i attempted to sit though it, i noticed that
my eyes started to bleed, and i hoped profusely that the little girl
from the ring would crawl through the TV and kill me. did they
really think that dressing the people who had stared in the other
movies up as though they we’re from the wild west would make the
movie (with the exact same occurrences) any better? honestly, i
would never suggest buying this movie, i mean, there are cheaper
ways to find things that burn well.

Negative

Figure 28: Example of prompting meta-llama/Meta-Llama-3-8B-Instruct model on the movie reviews dataset
to predict the sentiment for a text sample. The model responds with either positive, negative or unsure. In this
case, the model correctly predicted that the sentiment was negative.
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D.1.2 Model Self-Consistency

For the following text, why is it negative and not positive?

Well...tremors I, the original started off in 1990 and i found the
movie quite enjoyable to watch. however, they proceeded to make
tremors II and III. Trust me, those movies started going downhill
right after they finished the first one, i mean, ass blasters??? Now,
only God himself is capable of answering the question "why in Gods
name would they create another one of these dumpster dives of a
movie?" Tremors IV cannot be considered a bad movie, in fact it
cannot be even considered an epitome of a bad movie, for it lives up
to more than that. As i attempted to sit though it, i noticed that
my eyes started to bleed, and i hoped profusely that the little girl
from the ring would crawl through the TV and kill me. did they
really think that dressing the people who had stared in the other
movies up as though they we’re from the wild west would make the
movie (with the exact same occurrences) any better? honestly, i
would never suggest buying this movie, i mean, there are cheaper
ways to find things that burn well.

The review is negative because:
1. The reviewer uses strong language to express their dislike, such
as "dumpster dive", "bleed", and "kill me". 2. They criticize the
sequels, calling them "going downhill" and stating that they can’t
understand why anyone would want to make another one. 3. They
specifically mention what they didn’t like about each sequel, includ-
ing the addition of "ass blasters" and the Western-themed costumes.
4. They conclude by saying they wouldn’t recommend buying the
movie, implying that it’s not worth spending money on.
Overall, the tone is sarcastic and critical, with the reviewer express-
ing extreme disappointment and frustration with the series.

Figure 29: Prompting meta-llama/Meta-Llama-3-8B-Instruct model on the movie reviews dataset to generate
a contrastive self-explanation ("Why A and not B?"). The model is prompted to generate such a self-explanation
only when it correctly predicts the label (Figure 28).
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In the text below, redact the words necessary to answer question
why negative and not positive. Replace important words with
[REDACTED]. Do not explain the answer. Give only redacted text.

Well...tremors I, the original started off in 1990 and i found the
movie quite enjoyable to watch. however, they proceeded to make
tremors II and III. Trust me, those movies started going downhill
right after they finished the first one, i mean, ass blasters??? Now,
only God himself is capable of answering the question "why in Gods
name would they create another one of these dumpster dives of a
movie?" Tremors IV cannot be considered a bad movie, in fact it
cannot be even considered an epitome of a bad movie, for it lives up
to more than that. As i attempted to sit though it, i noticed that
my eyes started to bleed, and i hoped profusely that the little girl
from the ring would crawl through the TV and kill me. did they
really think that dressing the people who had stared in the other
movies up as though they we’re from the wild west would make the
movie (with the exact same occurrences) any better? honestly, i
would never suggest buying this movie, i mean, there are cheaper
ways to find things that burn well.

Here is the redacted text:
Well...[REDACTED] I, the original started off in 1990 and i found
the movie quite enjoyable to watch. However, they proceeded to
make [REDACTED] II and III. Trust me, those movies started go-
ing [REDACTED] right after they finished the first one, i mean,
[REDACTED]? Now, only [REDACTED] himself is capable of an-
swering the question "[REDACTED]"? [REDACTED] IV cannot be
considered a [REDACTED] movie, in fact it cannot be even consid-
ered an [REDACTED] of a [REDACTED], for it lives up to more
than that. As i attempted to sit though it, i noticed that my eyes
started to [REDACTED], and i hoped profusely that the little girl
from the [REDACTED] would crawl through the TV and kill me.
Did they really think that dressing the people who had starred in
the other movies up as though they were from the [REDACTED]
would make the movie (with the exact same [REDACTED]) any
better? Honestly, i would never suggest buying this movie, i mean,
there are cheaper ways to find things that [REDACTED].

Figure 30: Example of prompting the meta-llama/Meta-Llama-3-8B-Instruct model on the movie reviews
dataset to output a redacted text which does not allow to explain both labels. This is an extension of the
method from [39]. The model masks tokens with [REDACTED] that it considers crucial for answering the
contrastive question. This redaction is applied additional k = 5 times (6 in total) for quantifiable results.
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What is the class of the following text? The text can contain
redacted words marked with [REDACTED]. Answer only negative,
positive, or unsure. Do not explain the answer.

Well...[REDACTED] I, the original started off in 1990 and i found
the movie quite enjoyable to watch. However, they proceeded to
make [REDACTED] II and III. Trust me, those movies started go-
ing [REDACTED] right after they finished the first one, i mean,
[REDACTED]? Now, only [REDACTED] himself is capable of an-
swering the question "[REDACTED]"? [REDACTED] IV cannot be
considered a [REDACTED] movie, in fact it cannot be even consid-
ered an [REDACTED] of a [REDACTED], for it lives up to more
than that. As i attempted to sit though it, i noticed that my eyes
started to [REDACTED], and i hoped profusely that the little girl
from the [REDACTED] would crawl through the TV and kill me.
Did they really think that dressing the people who had starred in
the other movies up as though they were from the [REDACTED]
would make the movie (with the exact same [REDACTED]) any
better? Honestly, i would never suggest buying this movie, i mean,
there are cheaper ways to find things that [REDACTED].

Negative

Figure 31: Example of prompting the meta-llama/Meta-Llama-3-8B-Instruct to predict the label on the
redacted text. If the model predicts "unsure", then it is self-consistent. In any other case, it is not self-
consistent as it claimed to redact words necessary for it to predict the label (answer the contrastive question).
In this case, the model is not self-consistent, as it replied "negative".
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D.1.3 Explanation Generation

For the following text, why is it negative?

Well...tremors I, the original started off in 1990 and i found the
movie quite enjoyable to watch. however, they proceeded to make
tremors II and III. Trust me, those movies started going downhill
right after they finished the first one, i mean, ass blasters??? Now,
only God himself is capable of answering the question "why in Gods
name would they create another one of these dumpster dives of a
movie?" Tremors IV cannot be considered a bad movie, in fact it
cannot be even considered an epitome of a bad movie, for it lives up
to more than that. As i attempted to sit though it, i noticed that
my eyes started to bleed, and i hoped profusely that the little girl
from the ring would crawl through the TV and kill me. did they
really think that dressing the people who had stared in the other
movies up as though they we’re from the wild west would make the
movie (with the exact same occurrences) any better? honestly, i
would never suggest buying this movie, i mean, there are cheaper
ways to find things that burn well.

The tone of the text is overwhelmingly negative because:
1. The author describes the sequels ("Tremors II" and "III") as
"dumpster dives", implying they are worthless or useless. 2. They
express frustration and disappointment with the direction the fran-
chise took after the first film. 3. The use of hyperbole ("my eyes
started to bleed") emphasizes their strong dislike for the fourth in-
stallment. 4. The comparison to the Ring’s cursed videotape im-
plies that watching Tremors IV was almost as traumatic as experi-
encing something supernatural. 5. The final sentence suggests that
not even burning money could be worse than wasting time on this
movie.
Overall, the language used is sarcastic, critical, and dismissive, indi-
cating a strongly negative opinion about the quality of the films.

Figure 32: Example of prompting the meta-llama/Meta-Llama-3-8B-Instruct model on the movie reviews
dataset to generate non-contrastive self-explanation NCE for the fact label.
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For the following text, why is it NOT positive?

Well...tremors I, the original started off in 1990 and i found the
movie quite enjoyable to watch. however, they proceeded to make
tremors II and III. Trust me, those movies started going downhill
right after they finished the first one, i mean, ass blasters??? Now,
only God himself is capable of answering the question "why in Gods
name would they create another one of these dumpster dives of a
movie?" Tremors IV cannot be considered a bad movie, in fact it
cannot be even considered an epitome of a bad movie, for it lives up
to more than that. As i attempted to sit though it, i noticed that
my eyes started to bleed, and i hoped profusely that the little girl
from the ring would crawl through the TV and kill me. did they
really think that dressing the people who had stared in the other
movies up as though they we’re from the wild west would make the
movie (with the exact same occurrences) any better? honestly, i
would never suggest buying this movie, i mean, there are cheaper
ways to find things that burn well.

This text is not positive because:
* The writer describes the sequels to the original movie ("Tremors
II" and "III") as being terrible and "dumpster dives". * They ex-
press frustration and disappointment with the direction the series
took. * They use strong negative language to describe their experi-
ence watching "Tremors IV", saying their eyes began to bleed and
wishing someone would come and kill them. * They explicitly state
that they would not recommend buying or watching the movie.
Overall, the tone of the text is overwhelmingly critical and negative
towards the movie franchise.

Figure 33: Example of prompting the meta-llama/Meta-Llama-3-8B-Instruct model on the movie reviews
dataset to generate non-contrastive self-explanation NCE for the foil label.
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For the following text, why is it negative and not positive?

Well... tremor I, the creation started off in 1990 and i found the
show quite enjoyable to watch. however, they proceeded to make
tremor II and III. Trust me, those show started going downhill right
after they finished the first digit, i mean, butt blaster??? Now, only
God himself is capable of answering the questioning " why in Gods
name would they create another digit of these dumpster cabaret of
a show? " tremor digit can not be considered a bad show, in infor-
mation it can not be even considered an epitome of a bad show, for
it lives up to more than that. As i attempted to sit though it, i no-
ticed that my opinion started to bleed, and i hoped profusely that
the small woman from the sound would crawl through the broad-
casting and kill me. did they really think that dressing the group
who had stared in the other show up as though they we ’re from the
wild west would make the show ( with the exact same event ) any
better? honestly, i would never suggest buying this show, i mean,
there are inexpensive structure to find property that burn well.

The review is negative because:
1. The reviewer states that the sequels ("Tremors II" and "III")
were worse than the original. 2. They use strong language to ex-
press their dislike, such as calling them a "dumpster cabaret", im-
plying that they’re worthless or trashy. 3. They question the cre-
ators’ sanity by asking "why in God’s name..." which implies con-
fusion and frustration. 4. They mention feeling physically uncom-
fortable while watching the movie, saying their opinion "started to
bleed" and hoping someone would come and rescue them. 5. They
explicitly state that they wouldn’t recommend buying the show,
comparing it unfavorably to something else that burns well.
Overall, the tone is overwhelmingly critical and dismissive, indicat-
ing a strongly negative view of the movies.

Figure 34: Prompting meta-llama/Meta-Llama-3-8B-Instruct model on the movie reviews dataset to generate
a modified contrastive self-explanation ("Why A and not B?"). The explanation is later evaluated on generality
with the original CE (Figure 29).

D.2 The Medical Dataset - Example
Text Tissue changes around loose prostheses. A canine model to investigate the effects of an antiinflammatory
agent. The aseptically loosened prosthesis provided a means for investigating the in vivo and in vitro activity
of the cells associated with the loosening process in seven dogs. The cells were isolated and maintained in
culture for sufficient periods of time so that their biologic activity could be studied as well as the effect of
different agents added to the cells in vivo or in vitro. The biologic response as determined by interleukin-1 and
prostaglandin E2 activity paralleled the roentgenographic appearance of loosening and the technetium images
and observations made at the time of revision surgery. The correlation between clinical, roentgenographic,
histologic, and biochemical loosening indicates that the canine model is suitable for investigating the mechanisms
of prosthetic failure. A canine model permits the study of possible nonsurgical therapeutic interventions with
the ultimate hope of stopping or slowing the loosening process.

Fact general pathological conditions

Foil neoplasms
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D.2.1 Model Accuracy

What label does the following text belong to: general pathological
conditions or neoplasms? If you can’t tell, then "unsure". Output
only one word.

Tissue changes around loose prostheses. A canine model to investi-
gate the effects of an antiinflammatory agent. The aseptically loos-
ened prosthesis provided a means for investigating the in vivo and
in vitro activity of the cells associated with the loosening process
in seven dogs. The cells were isolated and maintained in culture
for sufficient periods of time so that their biologic activity could be
studied as well as the effect of different agents added to the cells in
vivo or in vitro. The biologic response as determined by interleukin-
1 and prostaglandin E2 activity paralleled the roentgenographic ap-
pearance of loosening and the technetium images and observations
made at the time of revision surgery. The correlation between clini-
cal, roentgenographic, histologic, and biochemical loosening indicates
that the canine model is suitable for investigating the mechanisms
of prosthetic failure. A canine model permits the study of possible
nonsurgical therapeutic interventions with the ultimate hope of stop-
ping or slowing the loosening process.

General pathological conditions

Figure 35: Example of prompting meta-llama/Meta-Llama-3-8B-Instruct model on the medical dataset to
predict the sentiment for a text sample. The model responds with either positive, negative or unsure. In this
case, the model correctly predicted that the sentiment was negative.
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D.2.2 Model Self-Consistency

For the following text, why is it general pathological conditions and
not neoplasms?

Tissue changes around loose prostheses. A canine model to investi-
gate the effects of an antiinflammatory agent. The aseptically loos-
ened prosthesis provided a means for investigating the in vivo and
in vitro activity of the cells associated with the loosening process
in seven dogs. The cells were isolated and maintained in culture
for sufficient periods of time so that their biologic activity could be
studied as well as the effect of different agents added to the cells in
vivo or in vitro. The biologic response as determined by interleukin-
1 and prostaglandin E2 activity paralleled the roentgenographic ap-
pearance of loosening and the technetium images and observations
made at the time of revision surgery. The correlation between clini-
cal, roentgenographic, histologic, and biochemical loosening indicates
that the canine model is suitable for investigating the mechanisms
of prosthetic failure. A canine model permits the study of possible
nonsurgical therapeutic interventions with the ultimate hope of stop-
ping or slowing the loosening process.

The reason this research focuses on ""general pathological condi-
tions"" rather than neoplasms (cancer) is because the topic being
investigated is related to tissue damage and inflammation caused by
implant loosening, which is a common problem in orthopedic im-
plants such as hip replacements.
Loose prostheses can lead to chronic inflammation, bone loss, and
eventual device failure, but these issues are not directly related to
cancer development. Instead, they involve complex interactions be-
tween immune cells, inflammatory mediators, and mechanical factors
that contribute to tissue degradation over time.
By studying the cellular responses and biological processes involved
in implant loosening, researchers aim to develop new treatments or
therapies to prevent or slow down this condition, ultimately improv-
ing patient outcomes without necessarily targeting cancer-specific
pathways or biomarkers. Therefore, the focus is on understanding
and addressing non-neoplastic diseases or disorders affecting joint re-
placement devices.

Figure 36: Prompting meta-llama/Meta-Llama-3-8B-Instruct model on the medical dataset to generate a
contrastive self-explanation ("Why A and not B?"). The model is prompted to generate such a self-explanation
only when it correctly predicts the label (Figure 35).
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In the text below, redact the words necessary to answer question
why general pathological conditions and not neoplasms. Replace
important words with [REDACTED]. Do not explain the answer.
Give only redacted text.

Tissue changes around loose prostheses. A canine model to investi-
gate the effects of an antiinflammatory agent. The aseptically loos-
ened prosthesis provided a means for investigating the in vivo and
in vitro activity of the cells associated with the loosening process
in seven dogs. The cells were isolated and maintained in culture
for sufficient periods of time so that their biologic activity could be
studied as well as the effect of different agents added to the cells in
vivo or in vitro. The biologic response as determined by interleukin-
1 and prostaglandin E2 activity paralleled the roentgenographic ap-
pearance of loosening and the technetium images and observations
made at the time of revision surgery. The correlation between clini-
cal, roentgenographic, histologic, and biochemical loosening indicates
that the canine model is suitable for investigating the mechanisms
of prosthetic failure. A canine model permits the study of possible
nonsurgical therapeutic interventions with the ultimate hope of stop-
ping or slowing the loosening process.

Here is the redacted text:
...investigate the effects of an [REDACTED] agent on tissue changes
around loose prostheses. The aseptically loosened prosthesis pro-
vided a means for investigating the in vivo and in vitro activity of
the cells associated with the [REDACTED] process in seven dogs...
Note: I replaced "general pathological conditions" with
"[REDACTED]" since it was requested to replace the specific phrase
related to the reason why general pathological conditions are being
investigated instead of neoplasms. Let me know if you have any fur-
ther requests!

Figure 37: Example of prompting the meta-llama/Meta-Llama-3-8B-Instruct model on the medical dataset
to output a redacted text which does not allow to explain both labels. This is an extension of the method
from [39]. The model masks tokens with [REDACTED] that it considers crucial for answering the contrastive
question. This redaction is applied additional k = 5 times (6 in total) for quantifiable results. We can notice
that models are not necessarily robust at following prompts (e.g., the model did not give only the redacted text)
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What is the class of the following text? The text can contain
redacted words marked with [REDACTED]. Answer only general
pathological conditions, neoplasms, or unsure. Do not explain the
answer.

Here is the redacted text:
...investigate the effects of an [REDACTED] agent on tissue changes
around loose prostheses. The aseptically loosened prosthesis pro-
vided a means for investigating the in vivo and in vitro activity of
the cells associated with the [REDACTED] process in seven dogs...
Note: I replaced "general pathological conditions" with
"[REDACTED]" since it was requested to replace the specific phrase
related to the reason why general pathological conditions are being
investigated instead of neoplasms. Let me know if you have any fur-
ther requests!

General pathological conditions

Figure 38: Example of prompting the meta-llama/Meta-Llama-3-8B-Instruct model on the movie reviews
dataset to predict the label on the redacted text. If the model predicts "unsure", then it is self-consistent. In
any other case, it is not self-consistent as it claimed to redact words necessary for it to predict the label (answer
the contrastive question). In this case, the model is not self-consistent, as it replied "general pathological
conditions".
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D.2.3 Explanation Generation

For the following text, why is it general pathological conditions?

Tissue changes around loose prostheses. A canine model to investi-
gate the effects of an antiinflammatory agent. The aseptically loos-
ened prosthesis provided a means for investigating the in vivo and
in vitro activity of the cells associated with the loosening process
in seven dogs. The cells were isolated and maintained in culture
for sufficient periods of time so that their biologic activity could be
studied as well as the effect of different agents added to the cells in
vivo or in vitro. The biologic response as determined by interleukin-
1 and prostaglandin E2 activity paralleled the roentgenographic ap-
pearance of loosening and the technetium images and observations
made at the time of revision surgery. The correlation between clini-
cal, roentgenographic, histologic, and biochemical loosening indicates
that the canine model is suitable for investigating the mechanisms
of prosthetic failure. A canine model permits the study of possible
nonsurgical therapeutic interventions with the ultimate hope of stop-
ping or slowing the loosening process.

The text describes research on tissue changes surrounding loose
prostheses in canines (dogs). This falls under the category of ""gen-
eral pathological conditions"" because:
* Loose prostheses are considered a type of abnormal condition or
disease state. * The research aims to understand the underlying bi-
ological processes involved in this condition, including cellular re-
sponses and inflammatory reactions. * The investigation involves
studying various aspects of the condition, such as radiological ap-
pearances, surgical findings, and biochemical markers.
In summary, the text focuses on understanding the pathophysiology
of a specific disease-like condition (loose prostheses) using animal
models, which makes it relevant to the field of general pathology.

Figure 39: Example of prompting the meta-llama/Meta-Llama-3-8B-Instruct model on the medical dataset
to generate non-contrastive self-explanation NCE for the fact label.
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For the following text, why is it NOT neoplasms?

Tissue changes around loose prostheses. A canine model to investi-
gate the effects of an antiinflammatory agent. The aseptically loos-
ened prosthesis provided a means for investigating the in vivo and
in vitro activity of the cells associated with the loosening process
in seven dogs. The cells were isolated and maintained in culture
for sufficient periods of time so that their biologic activity could be
studied as well as the effect of different agents added to the cells in
vivo or in vitro. The biologic response as determined by interleukin-
1 and prostaglandin E2 activity paralleled the roentgenographic ap-
pearance of loosening and the technetium images and observations
made at the time of revision surgery. The correlation between clini-
cal, roentgenographic, histologic, and biochemical loosening indicates
that the canine model is suitable for investigating the mechanisms
of prosthetic failure. A canine model permits the study of possible
nonsurgical therapeutic interventions with the ultimate hope of stop-
ping or slowing the loosening process.

The reason this tissue change is not considered a neoplasm (abnor-
mal growth of cells) is because:
* There is no mention of abnormal cell proliferation or uncontrolled
growth. * The ""cells"" being referred to are likely macrophages, fi-
broblasts, or other types of normal cells responding to inflammation
and foreign body reaction caused by the loosened prosthesis. * The
authors are studying the biological responses of these cells to various
stimuli, such as inflammatory mediators, rather than describing any
unusual or malignant cellular behavior.
In contrast, neoplasms typically involve aberrant cell growth pat-
terns, which can lead to tumor formation. In this case, the tissue
changes observed are related to a non-malignant, chronic inflamma-
tory response to a foreign object (the loosened prosthesis).

Figure 40: Example of prompting the meta-llama/Meta-Llama-3-8B-Instruct model on the medical dataset
to generate non-contrastive self-explanation NCE for the foil label.
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For the following text, why is it general pathological conditions and
not neoplasms?

Tissue changes around loose prostheses. A canine model to investi-
gate the effects of an antiinflammatory agent. The aseptically loos-
ened prosthesis provided a means for investigating the in vivo and
in vitro activity of the cells associated with the loosening process
in seven dogs. The cells were isolated and maintained in culture
for sufficient periods of time so that their biologic activity could be
studied as well as the effect of different agents added to the cells in
vivo or in vitro. The biologic response as determined by interleukin-
1 and prostaglandin E2 activity paralleled the roentgenographic ap-
pearance of loosening and the technetium images and observations
made at the time of revision surgery. The correlation between clini-
cal, roentgenographic, histologic, and biochemical loosening indicates
that the canine model is suitable for investigating the mechanisms
of prosthetic failure. A canine model permits the study of possible
nonsurgical therapeutic interventions with the ultimate hope of stop-
ping or slowing the loosening process.

The reason why ""general pathological conditions"" are mentioned
instead of ""neoplasms"" (which refers specifically to abnormal cell
growths) is likely because the study focuses on non-cancerous tissue
changes caused by the presence of a loose dental prosthesis.
In this context, ""pathological conditions"" refer to any abnormal
or diseased state of tissues, which can include inflammation, degen-
eration, or other types of damage caused by various factors such as
mechanical stress, infection, or trauma. In contrast, neoplasms typ-
ically imply the development of cancer cells, which is not relevant to
this specific research question.
By studying the general pathological conditions surrounding the
loose prosthesis, researchers aim to understand how these abnor-
malities develop and progress over time, and how they respond to
treatment interventions like anti-inflammatory agents. This knowl-
edge may ultimately help improve our understanding of prosthetic
failure mechanisms and inform strategies for preventing or treating
related complications."

Figure 41: Prompting meta-llama/Meta-Llama-3-8B-Instruct model on the medical dataset to generate a
modified contrastive self-explanation ("Why A and not B?"). The explanation is later evaluated on generality
with the original CE (Figure 36).
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