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Abstract

Every year about 1.25 million people die as a result of road traffic accidents [56]. Besides the traffic on
the road increases every day, including the environmental impact due to the corresponding traffic emis-
sions [69]. Autonomous driving could be a unique opportunity to increase these traffic safety, traffic flow
efficiency and to reduce emissions in future [30]. In order to operate reliably and accurately, autonomous
driving vehicles and autonomous features require an accurate perception of the infrastructure and other
road users in the surrounding. Multi-object tracking is the process concerned with the estimation of the
states of the objects in the environment, given the noisy measurements from the sensors. Besides the
estimation of the states, it is also necessary to estimate the classification of the objects e.g. for a cor-
rect situation analysis and path planning. Classifiers are used to detect and classify objects from image
frames, however the classification is sometimes incorrect or uncertain. This results in a decrease of
tracking accuracy and an incorrect classification in these classification uncertain conditions. The contri-
bution in this work is, by keeping the classification uncertainty in the tracking approach and using it in all
steps, to jointly improve the tracking accuracy as well as the classification.

The main challenge with multi-object tracking lies in the correct association of the measurements with
the corresponding tracks of the objects. Most traditional multi-object tracking approaches are focused on
the explicit association of the measurements and tracks. Due to this explicit measurement-to-track asso-
ciation, these approaches are computational intensive in general [60] [74]. Mahler proposed the Multiple
Model Cardinalized Probability Hypothesis Density (MM-CPHD) [47], an object tracking approach based
on Random Finite Sets (RFS), which explicitly avoids the association of measurements and tracks. In
addition, each type of road user has different motion characteristics and therefore the MM-CPHD uses
class-specific motion models for an accurate prediction. However in classification uncertain conditions,
the type of road user is misclassified and in that case the incorrect motion model is selected. As a con-
sequence, the tracking accuracy reduces and the misclassification of objects are propagated to the next
step of the autonomous driving process.

In this thesis a more robust multi-sensor multi-object tracking approach for dealing with classification
uncertainty, called the Robust Classification Aided CPHD (RCA-CPHD), is proposed. Instead of using
binary classifications, the RCA-CPHD is making use of the classification probabilities in the filter. In the
MM-CPHD, the classification is only used in the prediction step of the filter. In the RCA-CPHD, however,
the class-probabilities are used in all steps of the filter. For example, the prediction is based on the clas-
sification uncertainty, resulting in a more accurate prediction. In addition, the update of the tracks with
the measurements is not only based on the likelihood in localisation of these measurements with respect
to the tracks, but also on similarity in classification. A track with a certain class is therefore not influenced
by a measurement of another class, what prevents a mix up of tracks e.g. during crossing objects. Also
the gating process is not only based on likelihood in localisation, but also in classification. New appearing
objects close to another object, but with a different classification, are therefore faster initiated.

The performance of the proposed RCA-CPHD, defined by the tracking accuracy and the classification
accuracy, is evaluated in a two step approach; verification and validation. First a verification is done by
comparing the performance of the RCA-CPHD with the MM-CPHD and the CMM-CPHD on simulated
data from one radar and one camera. The camera data is processed by two different types of classifiers,
which differ in the way of dealing with classification uncertainty. Two different scenarios are simulated and
the performance is determined by averaging over 100 Monte Carlo runs. Subsequently the performance
is validated by comparing the performance of the RCA-CPHD with the MM-CPHD and the CMM-CPHD
on six real world data experiments from a stereo camera and the two different type classifiers. Two



experiments are recorded with a stereo camera on the DAVI-vehicle near the TU Delft campus. The
recordings have a length of 13 and 22 seconds and detected road users are pedestrians, cyclist and
cars, with a maximum of respectively 3 and 4 number of objects at the same time. Subsequently four
experiments with an average length of 15 seconds are selected from the KITTI database [22] with a
maximum of 9 objects at the same time. The results of both the two simulations as well as all six
experiments show that the RCA-CPHD has a significant lower OSPA error and classification MSE during
classification uncertain moment, e.g. occlusions, crossings and misclassifications.
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Introduction

Every year about 1.25 million people die as a result of road traffic accidents [56]. Besides the traffic on
the road increases every day, including the environmental impact due to the corresponding traffic emis-
sions [69]. Autonomous driving could be a unique opportunity to increase these traffic safety, traffic flow
efficiency and to reduce emissions in future [30]. Recently the majority of the car manufacturers have
been building their own versions of autonomous driving cars [31] and autonomous features like adaptive
cruise control and lane assist become more and more standard in new luxury cars. The Delft University
of Technology is also contributing in the field of autonomous driving by developing autonomous vehicles
suitable for different applications within the Dutch Automated Vehicle Initiative (DAVI). For example the
WEPod, a vehicle designed for urban environment at low speed and a Toyota Prius designed for both the
urban environment as the highway.

In order to operate reliably and accurately, autonomous driving vehicles and autonomous features re-
quire an accurate perception of the infrastructure and other road users in the surrounding. That means
every road user and other important objects in the environment of the vehicle have to be detected in time
and all the time. This starts by perceiving information about these multiple objects by a series of sen-
sors attached to the car. The process concerned with the estimation of the objects in the environment,
given the noisy measurements from the sensors, is called multi-object tracking. The main challenge with
multi-object tracking lies in the correct association of the measurements with the corresponding tracks of
the objects. This association is challenging due to undetected or false alarms of objects by the sensors,
closely packed or crossing objects and dense clutter. Also objects appear and disappear continuously
from the vehicle’s field of view in traffic situations, resulting in an uncertainty about the number of objects.
This unknown number of objects makes the measurement-to-track association even harder.

Most traditional multi-object tracking approaches are focused on the explicit association of the measure-
ments and tracks. Due to this explicit measurement-to-track association, these approaches are com-
putational intensive in general [60] [74]. Mahler proposed the Multiple Model Cardinalized Probability
Hypothesis Density (MM-CPHD) [47], an object tracking approach based on Random Finite Sets (RFS),
which explicitly avoids the association of measurements and tracks. In addition, each type of road user
has different motion characteristics and therefore the MM-CPHD uses class-specific motion models for
an accurate prediction. However in classification uncertain conditions, the type of road user is misclassi-
fied, and in that case the incorrect motion model is selected. As a consequence, the tracking accuracy
reduces and the misclassifications are propagated to the next step of the autonomous driving process.

In this thesis a more robust multi-sensor multi-object tracking approach for dealing with classification
uncertainty is proposed. In this approach, called the Robust Classification Aided CPHD (RCA-CPHD),
the classification uncertainty is maintained and used in all steps of the filter. The performance of the
RCA-CPHD is evaluated on both simulated and real data and compared to the MM-CPHD filter and
CMM-CPHD. Chapter 2 starts with the application and an introduction in autonomous driving is given. In
chapter 3 the fundamentals of object tracking, object tracking approaches based on random finite sets
and the use of classification in these approaches are discussed. Then the proposed approach, the RCA-
CPHD, is explained in depth in chapter 4 and the performance of the RCA-CPHD is evaluated on both



simulated and real data in chapter 5. Finally, in chapter 6, the conclusion is drawn and recommendations
are made for future work.



Application

Every year about 1.25 million people die as a result of road traffic accidents [56]. Besides the traffic
on the road increases every day, including the environmental impact due to the corresponding traffic
emissions [69]. Autonomous driving could be a unique opportunity to increase these traffic safety, traffic
flow efficiency and to reduce emissions in future [30]. Right now, the first stage of automated driving is
already integrated on the roads. Many new cars across all vehicle segments are nowadays provided with
driver assistance systems, such as Adaptive Cruise Control (ACC), Lane Keeping Assist (LKA), Forward
Collision Prevention (FCP).

The path towards fully automated driving is not a path of technology only, but also one of e.g. legal chal-
lenges and human factors. So in order to introduce automated driving in a safe and legal way on the
public roads, investigation, improvement, evaluation and demonstration of automated driving is needed
[30]. Addressing these needs is the common goal of the Dutch Automated Vehicle Initiative (DAVI) and
the research done in this thesis is part of DAVI. A collaborative initiative between the Delft University of
Technology, Connekt, RDW, TNO, Toyota Motors Europe as well as many other Dutch and international
partners.

Section 2.1 starts with an introduction in automated driving. The different levels of automation, the
challenges of driving on public roads and a system architecture of an autonomous driving vehicle are
discussed. Then in section 2.2 the step in the system architecture where this thesis is about, called
object tracking, is discussed in more detail. Subsequently two autonomous driving vehicles which DAVI
uses to address the challenges of autonomous driving are discussed in section 2.3. The sensors used in
these vehicles are discussed in more depth and the used sensor setup in this thesis. Then in section an
overview is given in the detection of objects in camera images and the corresponding issue of classifica-
tion uncertainty. The challenges in object tracking for autonomous driving together with the uncertainty
in classification finally results in the problem definition discussed in section 2.5.



2.1 Introduction to Automated Driving

Right now, the first stage of automated driving is already integrated on the roads. Many new cars across
all vehicle segments are nowadays provided with driver assistance systems, such as Adaptive Cruise
Control (ACC), Lane Keeping Assist (LKA), Forward Collision Prevention (FCP). The path to fully auto-
mated driving will be taken step by step. To quantify the steps of automation, the Society of Automotive
Engineers (SAE) provided a harmonized classification system for defining the degree of automation [8].

2.1.1

The classification system for defining the degree of automation is divided into six different levels of
automation, rising from no automation at all towards full automation [10] as shown in figure 2.1.

Levels of Automation

o at Level 0 there is no automation at all. The longitudinal control as well as the lateral control is done
by the driver only. Longitudinal control is the control in longitudinal direction of the car, i.e. tasks
like maintaining speed, accelerating and braking. Lateral control is the control in lateral direction of
the vehicle i.e. steering and lane changing.

e at Level 1 One of the longitudinal or lateral control is accomplished by the system, while the driver
is performing the other task at the same time.

e at Level 2 the system performs the longitudinal and the lateral control in a specific use case. The
driver is continuously monitoring the system to resume the control of the vehicle immediately when
needed.

e at Level 3 the system performs the longitudinal and the lateral control in a specific use case. The
system independently recognizes its limits, so the driver does not have to monitor the system at all
times, but must always be able to resume driving when the systems tells him to do so.

e at Level 4 the system is able to perform on its own for all situations in a defined use case.

e at Level 5 the system is able to perform on its own for all situations during the entire journey.

Driver performs
longitudinal AND
lateral control

-

Driver performs
longitudinal OR
lateral control

System performs
longitudinal or
lateral control

Driver continuously
monitors the
system

System performs
both control tasks
in specific use case

Driver must be
able to resume
when system warns

System performs
both control tasks
in specific use case

and recognizes
its limits

r

System drives

autonomous in

in defined use
case

&

2O

System drives
autonomous
in all use cases

2O

Manual control Level of automotion Autonomous driving

Figure 2.1: The Society of Automotive Engineers (SAE) provided a harmonized classification system for defining the
degree of automation [8], rising from no automation at level O to full automation at level 5

Right now and in the near future, the first levels of automation will operate next to each other on the
roads. Manually driven cars will be driving in traffic, together with automated vehicles of varying levels
of automation. If and when fully automated driving is to be achieved is yet still unknown. Before fully
automated could be achieved, some challenges must be addressed first [30].



2.1.2 Challenges of automated driving on public roads

The path towards fully automated driving is not a path of technology only, but also one of for example legal
challenges and human factors. Basically the challenges can be subdivided into four different categories
[30], namely:

1. Technological challenges: An autonomous vehicle must be able to perceive its environment
and able to navigate without human intervention. First of all an autonomous vehicle have to be
aware of its surroundings. So what is the infrastructure and which other road users are in the
environment. This sensing should be reliable for every situation and in every condition the vehicle
may be operating in. Besides the sensing technological challenges, reliable control strategies for
both longitudinal control and lateral control have to be developed as well.

2. Challenges related to human factors: The higher the level of automation of the vehicle, the more
the role of the human driver changes. This role changes from manual controller at low level of
automation to monitoring the system only at higher level of automation. But is the human driver
able to monitor the system at all times and how does other manual drivers on the road react on
autonomous vehicles?

3. Traffic management challenges: Managing the traffic, like strategies as platooning vehicles or
lane specific control, have high potential in increasing traffic flow efficiency, traffic safety and re-
duction of emissions [30]. Studies must show whether this potential lasts in real situations.

4. Traffic safety en legal challenges : The benefits of automated driving on traffic safety, taking into
account the technological aspect as well as human factors, must be examined in order to quantify
these benefits. Also before commercial autonomous vehicles are able to drive on the road, approval
should be given by authorities. Another challenge that needs to be solved is who is responsible
and liable when a automated vehicle monitored by a human driver causes an accident?

The focus in this thesis is on technological challenges of automated driving. An autonomous vehicle
must be able to perceive its environment and able to navigate without human intervention. This process
could be subdivided into several steps, resulting in the system architecture of an autonomous vehicle.

2.1.3 System architecture

How does an autonomous driving vehicles actually work? Let’s look first at the way a human is driving
a car. When a human is driving, he will perceive the environment with, for the most part, his eyes. The
perceived environmental information is subsequently processed in the brain in order to estimate the best
control action for that specific situation, e.g. steering or braking. And subsequently that control action will
be taken.

The same principle applies to an autonomous driving car. The environment is perceived via numerous of
sensors and subsequently processed in order to get an appropriate perception of the environment. This
environmental perception is then analysed to get an insight of the current situation and subsequently
the best path to take for the vehicle is estimated. Finally the best control action to carry out this path is
estimated and the commands for this control action are send to the actuators.

These three steps, the environmental perception, situation analyses and planning & control, are the
main steps of the system architecture of an autonomous driving car. These main steps can be subdi-
vided into a series of smaller steps as shown in figure 2.2.
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Figure 2.2: The system architecture for an autonomous driving vehicle subdivided into smaller steps

Environmental Perception

The environmental perception is done in three steps. First raw data is received by the sensors, then a
detection and classification step is done on this raw data and subsequently the data is fused and relevant
objects are tracked.

Sensors In the first step raw data of the environment is perceived from a series of sensors placed
around the vehicle. Common used sensors are radar, laser, camera and sonar. Each sensor type has its
own strength and weakness and is giving different raw data as output. In this thesis radar and camera
are used and are explained in more depth in section 2.3.

Detection/classification In the detection/classification step, the raw data is analysed to get an in-
sight in the important objects in the environment. Pedestrians, cars, cyclists all have different behaviour
and require different control actions later on. Therefore the objects are not only detected but also classi-
fied. Object classification and the associated challenges are explained in more depth in section 2.4

Tracking/Fusion The detected and classified objects consists not of real objects only, but also of
noise and false alarm. Also the predicted classification is not always correct and the measured location
may deviate from the actual location. Besides it is also important to get an insight in the movements
of these objects in time, in order to correctly estimate the current situation of the vehicle. However to
estimate movements, the current measurements have to be associated with the estimated objects from
the previous time step. This association could be hard in situations where objects are close to each other
or in case of false alarms.

Therefore in the tracking and fusion step, verification of the objects and the estimation of their corre-
sponding movement is done, using the noisy measurements from multiple sources. The focus in this
master thesis is on this tracking/fusion step and will be discussed in more detail in section 2.2.

Situation Analysis

Risk assessment When the objects in the environment and their corresponding states are esti-
mated, it possible to analyse the current situation of the car. So in the risk assessment step the objects
that might be dangerous for the vehicle, and hence are relevant to focus on, are mapped.

Planning & Control

Path planning After examining the current situation of the vehicle and mapping the relevant objects
in the environment, the optimal path for the vehicle is estimated. So what path should the vehicle take in
the current situation in order to avoid collision, to change lanes, etc. and what is the required velocity to
carry out that path.



Control In the last step, the control step, the planned path is converted to inputs for the actuators
controlling the vehicles dynamics. Subsequently these inputs are send to the actuators and the vehicle
carries out the path.

Real Time

In order to react fast enough to the changing environment, the entire process from sensor to action has
to be real time guaranteed. This means that the received data from the sensor has to be processed
before the next new sensor data arrives. For example when the sensors are working on 15 hz, the object
tracker receives every 67 milliseconds a new package of measurements. So the first package has to be
processed within these 67 milliseconds before the next package arrives. And this has to be guaranteed
for every situation without exceptions and should therefore be taken into account when looking for the
best algorithm for the DAVI vehicle.



2.2 Object Tracking in Automotive

Situation awareness is crucial for safe navigation in autonomous driving. To achieve this, it is important
to identify all the relevant objects in the environment and to determine how they are moving in time. This
process starts by continuously gathering information about these objects using multiple and different
types of sensors on the vehicle. The measurements obtained by these sensors are however noisy. The
process of the verification of the objects and the determination of the corresponding movements, using
these noisy measurements, is called object tracking.

In the literature a distinction is made between two different types of object tracking, namely single-object
tracking and multi-object tracking. In single-object tracking the system is only concerned with the tracking
of only one object, while by multi-object tracking the system is concerned with multiple objects moving in
the same surrounding.

2.2.1 Single-object tracking

In single-object tracking, the system is only concerned with the tracking of one object. So if the sensors
are detecting more than one object, it is assumed that only one measurement is correct and the others
are false alarm [62]. The challenge in the measurement-to-track association is therefore to distinguish
the correct measurement generated by the object from the measurements that are false alarms. This
fundamentally difference from multi-object tracking techniques where the existence of more than one
object simultaneously is taking into account in the measurement-to-track association [62]. In traffic situa-
tions numerous of objects could be present in the environment, making single-object tracking techniques
not suitable for autonomous driving.

2.2.2 Multi-Object Tracking

In multi-object tracking the system is concerned with the existence of multiple objects in the environment.
This results in a number of challenges, such as the common challenges uncertain data association,
Unkown number of objects, Dense clutter disturbance, Manoeuvrable motion and Real-time processing
requirements [63].

¢ Uncertain data association: One of the main reasons that leads to the complexity of multi-object
tracking is the measurement-to-track association. When multiple objects exist in the environment, it
is no longer clear which measurement is generated by which object. Especially in situations where
objects are closely packed or crossing objects and situations with a lot of clutter measurements.

e Unknown number of objects Objects appear and disappear continuously in the environment,
for example when a bicycle is leaving the field of view of the camera or a pedestrian gets into a
car. Besides false detections or missed detections may be present in the sensor data. When the
number of objects is uncertain, it is no longer clear how many measurements have to be associated
with how many objects. This makes the measurement-to-track association even harder.

e Dense clutter disturbance: The measurements received from the sensor does not only consist
real existing data, but also of clutter. For example due to influences like weather conditions and
sensor system noise on the background. When the distinctness between a real measurement and
this dense clutter is hard, false tracks and missing tracks could arise.

e Manoeuvrable motion: In traffic situations, the objects in the environment have manoeuvrable
motions. At the same time, the vehicle containing the sensors is moving as well. To model this
ego-motion together with the manoeuvrable motions of the objects correctly, sophisticated models
are required. However these models turn out to be non-linear and non-Gaussian.

o Real-time processing requirements: For safe driving, the system has to react fast enough to the
changing environment and real time processing of the data is inevitable. However the computation
complexity increases rapidly at large number of objects, which makes it hard to meet the real-time
processing requirement.



2.3 The Dutch Automated Vehicle Initiative

The Delft University of Technology is also contributing in the field of autonomous driving within the Dutch
Automated Vehicle Initiative (DAVI), a collaborative initiative between the Delft University of Technology,
Connekt, RDW, TNO, Toyota Motors Europe as well as many other Dutch and international partners. The
common goal of DAVI is to introduce automated driving in a safe and legal way on the public roads by
investigation, improvement, evaluation and demonstration of autonomous driving [30].

2.3.1 DAVI’'s Automated driving vehicles

One of approaches to address the different challenges in autonomous driving, is by developing and
extensively testing automated vehicles. The testing is not only done on a test track, but also on closed
roads and on public roads in mixed traffic. Two of these projects are the WEPod and an autonomous
driving Toyota Prius.

(a) WEPod vehicle designed for urban environment at low (b) Toyota Prius designed for both the urban environment
speed [81] and highway [1]

Figure 2.3: Two autonomous driving vehicles developed by DAVI

The WEPod is fully automated driverless vehicle, developed to operate in urban environment at low
speed. lts application is to transport people from the Wageningen train station to the Wageningen Uni-
versity [29]. The focus in the WEPod is mainly on urban environment at low speed. Next to the WEPod a
Toyota Prius is being developed which is, next to the urban environments, also able to operate in highway
environments at higher speeds.

2.3.2 Sensor setup

The proposed approach in this thesis is evaluated on data from the Toyota Prius. In order to observe
all activities around the vehicle, the vehicle is covered with multiple sensors. In total nine radar sensors
and nine cameras are installed on the Toyota Prius of DAVI, respectively three radars and three cameras
on front, two radars and two cameras on the back and two radars and two cameras on both sides. A
schematically overview of the sensor setup is shown in figure 2.6.



CHAPTER 2. APPLICATION

Figure 2.4: schematic overview of sensors on vehicle. The blue areas are visualizing the field of view of the radars
and in grey the field of view of the cameras

In this thesis, the proposed approach is evaluated on the combination of one radar and one camera at
the front of the vehicle and on a stereo camera also mounted at the front of the vehicle. When using
a mono camera, the inaccuracy of the depth perception is compensated by the more accurate depth
measurement of the radar. For the stereocamera a more accurate depth perception is obtained using
the disparity between the two cameras as explained in more depth in the next paragraphs. The proposed
approach is evaluated with a single sensor for each type, but has the possibility to expand to multiple
sensors and to use other types of sensor.

Radar

Radars are commonly used for road vehicles for sensing both near and far obstacles. Radars are pop-
ular because they are robust mechanically and operate effectively under a wide range of environmental
conditions [57]. For instance, radars are in general unaffected by ambient lighting or by the presence of
rain, snow, fog, or dust. However due to a fixed output power of the radars for safety reasons, there is a
general trade-off between field of view and range [57].

In the DAVI vehicle a long range radar, the Continental ARS 309-2 sensor, and a small range, the Con-
tinental SSR sensor, are used. Due to their long range, the Continental ARS 309-2 sensor is used on
the front, back and on the front-sides of the car. However the long range benefit is at the expense of a
smaller field of view compared to the small range radar.

The small range radar Continental SSR sensors are installed on the backsides of the car due to their
larger field of view. However this comes at the expense of a smaller range, but is still within the range
required. Both types of radar measure independently the range R, the velocity of this range R and the
angle « in polar coordinates [9]. The conversion of the radar’s polar coordinate system to the vehicle’s
Cartesian coordinate system is explained in more depth in chapter 4.3 about the applied measurement
models.



Camera

Next to the radar, the DAVI vehicle is equipped with nine cameras. A camera is basically a pixel-based
sensor giving the position-coordinates » and v of an object in the frame. When using only one camera,
the perception of depth is estimated by the height of the object in the frame and is therefore inaccurate.
So in order to measure the distance of the object more accurate, at least two cameras are required and
the distance could be determined by stereo vision.

In stereo vision two cameras are horizontally displaced from each other, resulting in two different views
of the scene. The difference in horizontal coordinates of corresponding image points, called the disparity,
gives then a measure of the relative depth of these image points. So when an object is close to the cam-
eras the disparity is large with respect to an object far away from the camera. Using the characteristics
of the camera, the depth of an object can then be estimated from the disparity. A visualization of a dense
disparity map from a random traffic situation is shown in figure 2.5.

(a) Image frame created by the camera of a random traffic (b) Disparity map of the image frame obtained from stereo
situation vision

Figure 2.5: Stereo vision gives the possibility to determine depth of objects using the disparity

The camera is perceiving information about the environment by capturing image frames in time. Such
an image frame is however only an array of pixel values and does not tell anything about the number
of objects in the environment and their corresponding location and classification. Therefore the images
are first processed by a classifier or object detector to detect the relevant objects in the image frame.
Common used methods of classification, the challenges in classification and the applied methods in this
thesis are explained in more depth in the next section.

Figure 2.6: A classifier is able to detect relevant objects in an image frame. In this case a bicycle and car is detected



2.4 Object Classification

The camera is perceiving information about the environment by continuously capturing image frames in
time. Such an image frame is however only an array of pixel values and does not tell anything about
the number of objects in the environment, their location and their classification. For example a colour
image with a resolution of 1280x1024 may be described by an 1280x1024x3 array, where each cell
describes the amount of red, green and blue in a range of 0 to 255. So before the camera is outputting
the information to the tracking filter, a step called classification might be done to detect and localize the
relevant objects in the environment. Two common used methods of classification are by using Histogram
Oriented Gradients (HOG) features with a Support Vector Machine (SVM) detector and Convolution
Neural Network (CNN).

2.41 SVM detector using HOG features

As a human we are easily able to identify a pedestrian, car or bicycle in the environment. This is due to
the fact that we have learned how a pedestrian, car or bicycle looks like. As a child we have seen i.e.
multiple cars and we created in our brain a kind of general model for a car. This general model gives us
the possibility to identify a car in different environments. The same principle is done by image detectors,
i.e. the SVM detector using HOG features.

The SVM detector learns a model for each type of object in a more general form than the colour pixel
values, e.g. gradient vectors. A gradient vector indicates how much pixels change in value with respect
to surrounding pixels. The detection process starts by transforming an image to the gradient vector
form. Subsequently a sliding window scans over the image and each window is used as an input for a
trained classifier, in this case a Support Vector Machine (SVM). The SVM compares each window to the
gradients of pre-trained models, in our case a car, bicycle or pedestrian, and classifies each window as
being a certain class or not. A visualization of certain pre-trained models is shown in figure 2.7.

(a) pre-learned model of a pedestrian (b) pre-learned model of a bike

Figure 2.7: pre-learned HOG models are used for classifying objects in an image

The objects in the image could however vary in dimensions in the image, for example when an object
appears further away or closer to the camera. So the image is sub-sampled to multiple sizes and each
sub-sampled image is scanned for objects. The final result is bounding boxes with different dimensions of
all the recognized objects and their corresponding classification. The approach of a SVM classifier using
HOG features is, for example, implemented in the classifier of Felzenszwalb et al. [16]. In this approach
an object is not described by one model, but is divided into a mixture of deformable part models. The part
models could for example be the wheels of a bicycle. In the pre-trained model, all these parts together



have a certain configuration and shape. The more these parts deviate from the original configuration,
the less likely they will be a certain class.

The proposed approach in this thesis does not only use the detections, but also the classification prob-
abilities of these detections. The SVM classifier itself is not able to calculate class-probabilities, since it
is a non-probabilistic binary classifier. Methods such as Platt scaling [61] and Isotonic Regression [82]
are however able to give an approximation of the class-probabilities. By Platt scaling, next to the SVM,
also parameters of an additional sigmoid function are determined by training for scaling the SVM output
scores into probabilities. The assumption of a sigmoid-shaped relation between the output scores and
the probabilities of the Platt scaling makes this method more effective than Isotonic Regression when
the distortion in the predicted probabilities is sigmoid-shaped [55]. However when the distortion in the
prediction probabilities is monotonic, the Isotonic Regression is more powerful [55]. The Isotonic Re-
gression is however more sensitive to overfitting and performs therefore worse than Platt Scaling when
the number of training data is low [55].

2.4.2 Convolutional Neural Network

Another approach for object detection and classification is by a Convolution Neural Network (CNN. When
we see an image of a traffic situation, we are easily able to identify a car, pedestrian or a cyclist in the
image. We achieve this by identifying unique features, like two legs and arms by a pedestrian, which
makes an object a certain object. A CNN does this in a similar way. The computer starts the image
classification by looking at low level features such as edges and curves and subsequently builds this up
to more abstract concepts through a series of layers. This networks of layers can, in some way, be seen
as the neural network used in our brain.

CNN principles for classification

The first layer of the network is always a Convolutional Layer. This layer extracts low-level features from
the image, i.e. edges, lines, and corners. A visualization of some of these low-level features is shown
in figure 2.8. The extraction of low-level features is done by "scanning" over the image with a specific
filter for each feature, resulting in an activation map or feature map. This activation map gives a rep-
resentation of how well each scanned part in the image corresponds to the shape of that specific filter.
A visualization of an activation map using a filter for edges between black and white is shown in figure 2.9.

Figure 2.8: visualization of the low level filters used in the first convolution layer of the CNN

The output of the first convolution layer becomes the input of the second convolution layer. This convolu-
tion layer is scanning the activation map for higher-level features like for example semicircles or squares,
which results in a new activation map. When going deeper and deeper through the network, the filters
consist of more and more complex features and finally results in features describing an entire object.
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Figure 2.9: Visualization of feature map after using one filter for edges from black to white

To increase the robustness of the neural network, some extra layers may be applied between the convo-
lution layers. Common used layers are the ReLU layers, Pooling layers and Dropout layers.

e RelLU Layer The basic purpose of this layer is to introduce non linearity in the network, since most
of the real-world data is non-linear. This is achieved by applying the function f(z) = maz(0, z) to
all the values in the activation map. Or in other words, all the negative pixel values in the activation
map are set to zero.

e Pooling layer This layer reduces the dimensions of the activation map in order to make it compu-
tationally faster and to control over-fitting. Over-fitting describes the problem that a model is too
much tuned to its training data, that it is no longer capable to generalize when it comes to test data.

e Dropout layer The dropout layer is also for controlling over-fitting and is active during the training
phase of the network. It randomly "drops out" a number of values in the activation map by setting
them to zero.

At the end of the network there is always the fully connected layer or softmax layer. This layer looks
at the features resulting from the second-last layer and determines which features most correlate to a
particular class and the corresponding probability.

2.4.3 Classifiers used for evaluation

The evaluation of the proposed approach is done with two different types of CNN classifiers, namely a
detector and a semantic segmentation classifier. Both type of classifiers differ in the way of presenting
the recognized classes in the image. This results in a different classification during classification as
explained in more depth in the next section and therefore both classifiers are interesting to consider in
the evaluation.

Single Shot MultiBox Detector

The first classifier is the Single Shot MultiBox Detector (SSD) developed by Wei Liu et al. [36]. This clas-
sifier, as the name suggests, is a detector and is the classifier installed in the DAVI-vehicle. This classifier
uses a predefined set of bounding boxes and determines for each bounding box the probability of being
a certain class. Bounding boxes with a probability larger than a predefined threshold are subsequently
marked as "detections". The output of this classifier is a set of detections consisting of bounding boxes
and a corresponding confidence value, basically a probability, of the class.

For the evaluation, the output of this classifier has been adjusted to output the probability of all the
observed classes. However the used model in the classifier observes 20 different classes and in the
evaluation only pedestrians, cyclists and cars are considered. Therefore the probabilities of all the other
classes are considered to be zero and the probabilities are normalized for pedestrians, bicycles and
cars. This changes the output to, given a detection, the corresponding probabilities of being a pedestrian
cyclist and car and not the probability of the class given by the classifier in the first place.



Figure 2.10: A visualization of the detections of pedestrians, bicycles or cars by the SSD detector. The SSD detector
is modified in this thesis to output the probability of both pedestrians, cyclists an cars.

Laplacian Pyramid Reconstruction and Refinement

The second used classifier is the Laplacian Pyramid Reconstruction and Refinement (LRR) developed
by Ghiasi et al. [25] with a pre-trained network for cityscapes. The difference with respect to the detector
is that this classifier outputs the class probabilities per pixel in the image instead of per detection as
visualized in figure 2.11 for pedestrians. The pre-trained cityscape model is also capable of classifying
riders, making it, combined with bicycle classifications, able to classify cyclists.

(a) image used as input to the CNN trained for cityscapes (b) visualisation of the probability map of pedestrians

Figure 2.11: The output of the CNN network is a probability map for each observed class.

The proposed approach in this thesis uses however class probabilities per object and not per pixel in the
image. Therefore for the evaluation of the proposed approach, the bounding boxes are annotated and
the median of the class probabilities of all the pixels in this bounding box are taken as the corresponding
class probabilities. Also the class probabilities are normalized for the three considered classes, resulting
in the probabilities of being a pedestrian, cyclist and car given the detection.

2.4.4 Uncertainty in Classification

The classification from the classifier is, however, sometimes incorrect. A correct classification is required
for a correct situation analysis of the autonomous vehicle and the corresponding path planning. In ad-
dition, the classification is sometimes also used to improve the object tracking, e.g. with class-specific
motion models for the prediction of the object’s movement. An incorrect classification can therefore result
in the selection of an incorrect motion model and thence in inaccurate predictions, what finally result in
tracking errors.



The LRR classifier calculates the classification probability per pixel and the SSD classifier per detected
object, and therefore they differ in the way of misclassifying. A common misclassification for road users
is a cyclist classified as a pedestrian, i.e. due to the fact that the rider on the bicycle is being seen as
a pedestrian. In the case the SSD classifier detects the cyclist as two objects, namely a bicycle and a
pedestrian. The LRR classifier with annotation of the objects, on the other hand, classifies the cyclists as
a single object with a lower probability of being a cyclist and higher of being a pedestrian. This difference
is visualized in figure 2.12. This fundamental difference makes it interesting for taking into account both
classifiers in the evaluation, in order to see if the differences in classification also results in a difference
in tracking accuracy and classification accuracy.
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(a) LRR classifier (b) SSD classifier

Figure 2.12: In case of cyclist with high class uncertainty, the LRR detects the bicycle with high probability and a false
alarm of a pedestrian. The SSD, on the other hand, a single object with lower probability of being a cyclist and higher
probability of being a pedestrian

Misclassifying is also not consistent in time. For example a rider on a bicycle can be incorrectly classified
as a pedestrian at a certain time instance, while a fraction later it is correctly classified as a cyclist again.
This is for example seen in figure 2.13.

Figure 2.13: Mistakes in classification are not consistent in time. In this example the cyclist is correct classified as a
cyclist (green), while a few frames later for most part incorrect classified as pedestrian (red)



2.5 Problem Definition

This thesis is concerned with object tracking for automated driving. The application is an autonomous
driving Toyota Prius from Davi, equipped with radars and cameras. In this thesis a setup is used of one
camera and one radar and a setup of a stereo camera explained in more depth in section 2.3. The
camera frames are processed by a classifier in order to detect the objects in the environment and their
corresponding classification, as discussed in more detail in section 2.4.

In traffic situations an autonomous driving vehicle has to deal with multiple road users. So for object
tracking in automotive applications, the algorithm has to deal with multiple objects and the corresponding
general issues as discussed in section 2.2. Road users appear and disappear continuously in the the
environment, resulting in an unknown number of objects. Also road users are crossing or approaching
each other, making the measurement-to-track association hard. This is made even more challenging due
to dense clutter disturbance.

In order to improve the measurement-to-track association, predictions are made using the motion model
corresponding to object. This motion model is different for every type of object, and the selection of the
correct motion model is based on classification from the object detector and classifier. This classification
is however sometimes incorrect, e.g. during occlusion or a bike rider classified as a pedestrian. This re-
sults in an uncertainty in classification and finally in tracking errors due to inaccurate predictions. Besides
a correct classification is required for the subsequent steps of the system architecture for an accurate
situation analysis and path planning.

So in order to create a object tracking algorithm for automotive applications, the algorithm has to deal
with the general challenges of multi-object tracking. Besides it has to take into account the uncertainty in
classification to prevent tracking errors and classification errors for the subsequent steps in the systems
architecture. That results in the following problem definition:

In what way can classification uncertainty be used to improve tracking accuracy and classifica-
tion accuracy for object tracking in classification uncertain conditions?



Related Work

A good perception of the environment is crucial for autonomous driving and therefore all the relevant ob-
jects in the environment have to be identified. Multiple sensors on the autonomous vehicle continuously
gathering information about these objects. This measurement data is however noisy and the association
between the data and the objects is not always clear. In the previous chapter was explained that the pro-
cess concerned with the verification of the objects and determination of the corresponding movements,
using these noisy measurements, is called object tracking.

In this chapter the fundamentals of object tracking and related work in object track are discussed. In
the literature a distinction is made between two different types of object tracking, namely single-object
tracking and multi-object tracking. In single-object tracking the system is concerned with the tracking of
only one object, while in multi-object tracking the system is concerned with multiple objects moving in the
same surrounding.

Section 3.1 starts with the fundamentals of single-object tracking and common used approaches for
single-object tracking. This is extended in section 3.2 to multi-object tracking. The individual associa-
tion of each object with each measurement in most traditional multi-object tracking approaches results,
however, in a high level of computation load [62]. This makes these approaches no longer feasible for
real-time scenarios when the number of objects increases. Therefore in in section 3.3 approaches based
on Random Finite Sets (RFS) are discussed. The use of these Random Finite Sets make it possible to
avoid the explicit association between measurements and tracks. In section 3.4 are subsequently related
work on RFS multi-object tracking approaches which are using classification in their approach discussed.
Finally, in section 3.5 there is a discussion about the different approaches and their pros and cons.
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3.1 Single-object tracking

In single-object tracking, the system is only concerned with tracking of one object. This object is de-
scribed by its state, which is a vector x containing the location and movement of an object at a certain
time instant. In Cartesian coordinates at time instant k this vector is, for example, the position and velocity
of the object relative to the autonomous vehicle:

Xi = (3.1.1)

NN R KRR

Sometimes the acceleration is included in the state as well, however in this thesis only the position and
velocity are taken into account. The camera measurement data is only giving information about the po-
sition of the objects. Estimating the acceleration based on the position would not be reliable due to the
error caused by second order differentiation.

Measurement Model

The output of each sensor type may differ in format of the quantities used in the state vector. For instance,
the radar measures the position of an object in polar coordinates with range r, range velocity » and the
corresponding angle « of the object with respect to the radar. The camera, on the other hand, after
processing the image frame with a classifier, outputs the position by pixel coordinates v and v of the
object in the frame and the classification C'. When using two cameras with stereovision, the camera also
gives the disparity d used for depth estimation.

r
Zradar = |T Zeamera =
«

Since the object’s state and the measurements have different formats, it is not possible to compare them
directly. Therefore a measurement model or observation model is used to make this possible. A mea-
surement model z = z(x) transforms the quantities of the state to the format of the measurements. The
converted format of the state is then equal to the format of the measurements, making it possible to
determine the likelihood of each measurement being generated by an object.

u
v

C

(3.1.2)
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So the main goal of the object tracking filter is to estimate the state x, giving the measurements z received
by the sensors. This estimation is very often based on probabilistic methods. For example the Bayesian
Filter and the Kalman Filter are using Bayes’ rule for combining prior and observation information [12].
These single object filters are outlined in the upcoming sections.

3.1.1 Bayes Filter

The foundation of the Bayesian filter is Bayes’ Rule. This rule assumes that state x and measurement
z are related as a joint probability P(x, z). The chain-rule of conditional probabilities tell us that the joint
probability can be expanded in two ways.

P(x,z) = P(x|z)P(z)

_ Pl P (3.1.3)



The goal of the filter is to estimate the state x, given the measurements z. However due to the uncer-
tainties in these measurements, the state is expressed as likelihood of each measurement being the
posterior state. This likelihood P(x|z) is called the conditional probability. Rearranging equation 3.1.3
gives this conditional probability and is called Bayes’ Rule.

P(z[x)P(x)

P(x|z) = P@)

(3.1.4)
So the state, expressed as conditional probability, is now described by the probability functions P(x),
P(z|x) and P(z).

e The probability function P(x) is the prior probability and describes what value of x is expected from
prior beliefs before looking at the measurements.

e The likelihood P(x|z) describes the likelihood of measurement z being generated by object x and
follows from the measurement model. So if z favors x, the likelihood will be large.

¢ In the denominator the probability function P(z) is present to normalize the posterior distribution.

Multi sensor Bayesian Inference

In the DAVI-vehicle the state of an object is not estimated from one sensor, but from multiple sensors. In
this situation it is still possible to use Bayes’ Rule. So when considering z; the measurements from the
first sensor, z, the observations from the second sensor and so on, the set of measurements becomes

2" ={z1,z21,...,2,} (3.1.5)

And the state is now estimated given the measurement set, resulting in the new posterior distribution
P(x|Z™) and corresponding Bayes’ Rule [11]

P(Z"x) P(x)

o ) 3.1.6
_ P(zy,...,Za|X) P(X) (3.1.6)
P(zi,...,2,)

This means that the joint distribution P(z., ...,z,|x) has to be known, which is not always the case in
practice. However when assuming that the measurements from the different sensors are independent of
each other, the likelihood simply changes to the product of the individual likelihoods of each sensor;

P(z1,...,Z,|X) = P(21]X - Z2]X...2,|X)

_ f[P(zAx) (3.1.7)

Adding this into equation 3.1.6 gives the updated version of the Bayes Rule’ known as independent
likelihood pool [4].

pixiz) = 2Ll T 319

The validity of this equation relies totally on the assumption that the measurements from the different
sensors are independent. However these measurements are generated by the same object state and
are therefore by definition not independent. On the other hand, it is quite reasonable that the only
common thing between the sensors is the common state. So when this state is given, the conditional
probabilities given this state are independent of each other [11].



Recursive Bayesian Filter

When all the measurements are arrived, the Bayes’ Rule estimates the corresponding estimated state. In
autonomous driving the goal is not only to estimate the states at a certain time instant, but also to estimate
the recursion or track of an object in time. This requires that all the past information is remembered which
may be undesirable. Instead of remembering all the past information, it is also possible to update Bayes’
Rule in order to only recursive add the new information from the sensors. This is done by adding the new
measurements at time ¢ into the previous set of observations at 51

Zk = {zk,Zk,l} (319)

The chain-rule of condition probabilities tells us

= P(z,Zk—1|X)P(X) (3.1.10)
= P(zy|x) P(Zx—1|x) P(x)

When setting the first and last equation equal to each other and keeping in mind that Pfé:ﬂ) = P(2x|Zk-1),

the posterior distribution is obtained

P(2|X)P(Zk—1]Xx)P(x) _ P(z,|X)P(X|Zk-1)

P(x|Zy) = PZy) Pi|Zr)

(3.1.11)

This means that all the past information is completely summarized in the posterior likelihood P(x|Z)_1)
only. Since this is the only part to remember, a significant improvement in computational load is obtained
compared to the Bayes rule in 3.1.8 where the likelihood of each individual sensor had to be remembered.

Filter recursion

The recursion of the Bayesian filter is done in two steps, a prediction and correction step. First a predic-
tion of the state is made based on the previous measurements and the current state, or in other words
the posterior likelihood

P(xk|Zk,1) = /P(xk|xk,1) . P(xk,1|2k,1)dxk,1 (31 12)

Subsequently after receiving a new set of measurements, the posterior likelihood and the new measure-
ments are combined using the Bayes’ rule of 3.1.11 resulting in the posterior distribution. Then the new
likelihoods are calculated resulting in the cycle as shown in figure 3.1.

Prediction ; ‘ Correction

Predicted state State estimation

P(X;\«,‘Z;\«,,l) :/‘P(Xk|X]€,1)P(Xk,l‘zkfl)dxkil P(X|Zk) _ P(ka‘X)P(X‘Zk»l)

P(z1|Zy—1)

Figure 3.1: The recursion of the Bayesian filter




3.1.2 Kalman Filter

Another commonly used filter for estimating the state of an object is the Kalman Filter. This filter uses
statistical measures to quantify the uncertainty of each sensor on the overall system performance. The
higher the uncertainty of a sensor, the less it is taken into consideration in the estimation process of the
state.

Instead of calculating the most likely value for the state, as is done in the Bayesian filter, the Kalman
filter calculates the conditional mean of the state X = E{x(t)|Z'} and the corresponding variance P. This
is done in two steps; first a prediction of the posterior state is made based on the current state, and
subsequently this posterior state is updated after receiving new measurements.

In the upcoming paragraph the linear variant of the Kalman filter is considered. There exist also non-
linear variants, e.g. the extended and unscended Kalman filter, which are linearising about an estimate
of the current mean and covariance.

Prediction step

In the prediction step, an estimation of the posterior state and its corresponding covariance is made
based on the current state. This prediction is done with a predefined linear system model, which de-
scribes how the object is expected to move in time.

Xijh—1 = FrXp_1jp—1 + Bau + GpVe (8.1.13)

Where Fy, is the state transition matrix, which describes the effect of each state parameter at time ¢4
on the expected state at time ¢;. B; and u are respectively the control input matrix and the input vector,
which represent the effect of the input on the system. The vector G,vi, models the process noise for
each parameter in the state vector. So when the objects in the environment are expected to move with
constant velocity and without a control input, the linear system model over a time interval AT could for
example be

T, 1 AT 0 0 Th_1 AT?/2 0
| [0 1 0 0| |dr-1 AT 0 Va ke
we| o 0 1 oAr| lwa| T o A Ly,k] (3.1.14)
Uk 60 0 0 1 Yk—1 0 AT
The variance associated with the predicted state is given by
Pij—1 = FiPy_1_1Fi +GrQ1Gy (8.1.15)

Where G.Q,G? is the process noise covariance matrix associated with the noisy control input.

Update step

At time ¢, the measurements are received by the sensors. As explained in section 2.2 these measure-
ments include noise or an uncertainty. So the actual measurement is a combination of the object’s state
plus the noise, resulting in the following definition of the measurements;

Zr, = Hipx, + Dwy, (31 16)

With H,, the measurement model and D;, the measurement noise matrix. For the example of the constant
velocity model this results in

Thk—1
Fa | _ 1000 Tr—1 W,k
Ly]*{o 0 1 o] Y1 +[wy’k} (3.1.17)

Yk—1



Using the received measurements, the state prediction f(k‘k,l and covariance Py ,_; are updated. This
is done according to

Xk = Xije—1 + Ki(Zx — HeXpjp—1) (8.1.18)

Piir = Prji—1 — KeHiPyji—1 (8.1.19)

Where Ky, is the Kalman gain. This Kalman gain defines how much the predicted state should be updated
by the values of the measurements. So in the case the measurements are highly reliable, the Kalman
gain will be high and the state estimate will highly rely on the measurements. And if the measurements
are highly uncertain, the gain will be low and the state estimate will mostly be based on the prediction.
The Kalman gain is calculated using the covariances according to

-1
Ky = Pk\k—lH{ : (Hkpk|k—1H£ + Rk) (3.1.20)

Filter recursion

The recursion of the Kalman filter is shown in figure 3.2. So first a prediction is made and after receiving
the new measurements the prediction is updated. Subsequently a new prediction is made for the next
time step and so on.

Prediction a Correction

Kalman gain

T -1
K; =P H(H, Py H] + Ry)
Predicted state

Xppk—1 = FiXp_qp—1 + Bru + Givy i

Predicted covariance State estimation
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Ppp—1 =FiPp 11 Fp + GLQi Gy, Kak = Keppo1 + K (2 — HyRygp1)

Covariance estimation

P = Prjp—1 — K He Py

o

Figure 3.2: The recursion of the Kalman filter




3.1.3 Alpha-Beta Filter

When the noise matrices Qi and R, and the transition and observation matrices F; and H,, are time
invariant, the gain matrices tend to a constant steady state value. In that case a simplified variant of the
Kalman filter may be used. This variant is called the Alpha-Beta filter and uses constant gains in the
update step.

Prediction step The constant gains have no influence in the prediction, so the state prediction is the
same as the Kalman filter

Xpk—1 = FrXp_1p—1 + GrVi (8.1.21)

Update step However since the Kalman gain is constant, it is no longer necessary to calculate the
gain in the recursion. Instead the Kalman gain K is substituted by predetermined constant gains « and
3, resulting in the simplified updated state estimate

)?k|k_1 = ﬁk\k + |:g:| [Zk — Hkﬁk|k_1] (3.1.22)

Filter recursion For both the prediction as the update step, the conditional mean of the estimated
state has to be calculated only. It is no longer necessary to calculate the variances and gains as well.
This results in the recursion shown in figure 3.3.

Prediction @ Correction

Predicted state State estimation

~ ~ ~ ~ « ~
Xpe—1 = FaXp_1p—1+ Grvi Xilk-1 = X+ | 5 (1 — HpXp)p—1)

o

Figure 3.3: The recursion of the Alpha-Beta filter

The advantage of the Alpha-Beta filter compared to the original Kalman-filter is that the gains and vari-
ance no longer have to be calculated for each time step. This results in a reduction of the computational
load. However this is only possible in systems where the assumption of a constant system is correct.



3.1.4 Multi Sensor Data Fusion

In practise, object tracking is often done with multiple sensors. The use of multiple sensors gives the
possibility to cover a larger FOV and different types of sensors often have different advantages and
disadvantages. The fusion of the data from multiple sensors allows the system to obtain a more accurate
and reliable state estimation, than when only one sensor would be observed [12].

Synchronous Data Fusion

The sensors are discrete systems, outputting their observations at a specific sample rate and latency. In
the ideal situation all the overlapping sensors have the same sample rate and latency, and all the data is
received at exactly the same time as shown in figure 3.4.
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Figure 3.4: In the ideal situation all the overlapping sensors have the same sample rate and latency, and all the data
is received at exactly the same time

In that case the classification of objects and subsequently the estimation of their corresponding states
can simply be made using the observations of both sensors together as shown in figure 3.5.
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Figure 3.5: Both sensors are used to classify the objects and estimate their corresponding states



Asynchronous Data Fusion

The synchronous data fusion is more of a theoretical matter, because in reality the different sensors are
almost never exactly synchronous. The different sensors are operating often at different sample rates and
have different time instances. For example in the case when the sensor 1 has a much higher frequency
with period tsensor 1 cOMpared to the frequency of sensor 2 with period tsensor 2 @s shown in figure 3.6.
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Figure 3.6: Different latencies and sample times of sensors results in data fusion issues

One way to deal with the different frequencies is to update the classification and track asynchronous as
shown in figure 3.7. First an estimation of the classification and track is made after receiving data from
sensor 1. Subsequently the classification and track are updated after receiving the data from the other
sensor 2.

Another possibility when the asynchronicity is only caused by a difference in frequency of both sensors,
is to align the data of both sensors. This is done by making an estimation of the high data rate sensor,
in this case sensor 1, at the time the measurement of sensor 2 is received. This estimation could for
example be done by obtaining a least-squares estimate of the high data rate sensor data at the time the
other sensor observation is taken [5]. Subsequently the approach of the synchronous case can be used
to fuse the time aligned data.
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Figure 3.7: Sequential updating of data from an asynchronous sensor couple



3.1.5 Asynchronous Kalman Filter

The previous filters are based on synchronous sensor data. However in practice the data from different
sensors arrive often asynchronous as explained in more detail in the previous paragraph. In the case of
asynchronous data the Kalman filter is slightly different. First an estimation is made with the sensor data
that is available up to time step tx—1.

Prediction at ¢,
Xp—1jk—2 = Fro1Xp_2jk—2 + Br_1U+ Gr_1Vi_1

(3.1.23)
Pi_1jk—2 = Fio1Py_ap—oFi 1 + Geo1Qiuo1GE_,
Update at ¢5_1
-1
Kio1 = qu\k&“ﬁl : (kalpkfl\k72Hzfl + Rk—l)
Xi—1jk—1 = Xp—1jk—2 + Ki—1(Zr—1 — Hem1Xp_1)5—2) (3.1.24)
Pi 11 =Prjr—2 — Ke1Hi—1Pp_qp 2
prediction |l update 1P| prediction |=— update }f((kno
;Qk»ﬂk»z) 2(k—1 lk-1) f((k|k-1) f((klk)

o w t

Zsensor 1 Zsensor 2

Figure 3.8: The asynchronous Kalman completes the cycle twice, first with the observations from sensor 1 and
subsequently with the observations from sensor 2

Subsequently a new prediction is made after receiving the measurements from the other sensor at ¢y.
So basically the Kalman filter has been run twice; first after receiving the measurements from the first
sensor and subsequently after receiving the data from the other sensor. An overview of this time course
is shown in figure 3.8.

Prediction at ¢, R R
Xijk—1 = FeXp_1j—1 + Bru + GrVi
. . (3.1.25)
Pijr—1 = FrPr_1jx_1Fi + G QG
Update at ¢,

-1
Ki = Py Hi - (HkPkUclef + Rk)

Xek = Xeppo1 + Ki(Ze — HiXeppo1) (3.1.26)

Piik = Prji—1 — KeHiPyjp—1

The recursion of the asynchronous Kalman filter is shown in figure 3.9
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Figure 3.9: Filter recursion of the asynchronous Kalman filter




3.2 Multi-Object Tracking

In the previous section the focus was on estimating the state of one single object. However in a traffic
situation on the road there may be multiple cars, cyclists and pedestrians in the surrounding at the
same time. One way for tracking these multiple objects could be by running a series of Kalman filters
in parallel. However sometimes it is not clear which measurement from the sensor belongs to which
object. So that means the problem is no longer the estimation of the states only, but also the association
of the measurements with the objects. Besides the sensors may have missed detections and or false
alarms, resulting in an uncertainty in the actual number of objects in the surrounding. Three common
used multi-object tracking algorithms are the Nearest Neighbour, Probabilistic Data Association and the
Multi-Hypothesis Tracking algorithm.

3.2.1 Nearest Neighbour Filter

The Nearest Neighbour (NN) filter does the association of measurements to the object by assuming that
the measurement "nearest" to the prediction is the correct measurement. The nearest measurement
is the measurement with the smallest Euclidean or Mahalanobis distance to each object. All the other
measurements are subsequently assumed to be false alarm and rejected from consideration [11].

The NN approach is practically used in many applications and usually adequate in situations with high
probability of detection and low rate of clutter [11]. However the association is irreversible. So when one
association step goes wrong, the association of the next time step will be done incorrect, resulting in a
rapidly decrease in performance of the algorithm. The result is that in situations with a high rate of clutter
and or low probability of detection the performance will decrease rapidly [65]. Besides the algorithm is
based on the assumption that a measurement is generated by one object. For some sensors an object
is described by multiple measurements, resulting in an extra preprocessing step instead of using the raw
data straight from the sensors.

o Observation

ﬁ Prediction o o
Association o

Figure 3.10: The Nearest Neighbour filter assumes that the observation the observations "nearest" to the prediction
is the correct observation to associate with the object and subsequently rejects all other observations

3.2.2 Probabilistic Data Association

In situations with a high rate of clutter or false alarms, the Probabilistic Data Association filter (PDA)
or Joint Probabilistic Data Association could be used to increase performance [3][12]. Instead of using
only the measurement closest to the prediction, these filters are considering the measurements within a
certain "confidence ellipsoid” [3]. Then for each of these measurement, a likelihood of being generated
by the object is calculated and subsequently these likelihoods are used to approximate the state by a



weighted average as shown in figure 3.11.
So when denoting all the measurements m at time & within this confidence ellipse as the set

Z,={z1,...,Zm} (3.2.1)

When defining the event xy,; that zx,; is generated from the object and .o the event that none of the
measurements is generated from the object. Then association likelihoods 3“7 for each object i and each
measurement j within the confidence ellipsoid becomes

Br,i = p(Xk,i|Zk) (3.2.2)
Using the association likelihoods, the approximate conditional mean of the state at time & is obtained by

Bppp = Trpp—1 + Kpv (8.2.3)
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Figure 3.11: The PDA filter only considers the measurements within a certain "confidence ellipsoid" and subsequently
takes an weighted average of these measurements to estimate the state

with Kj, the Kalman gain and here v, the weighted innovation calculated by
Vp = Zﬁkﬂ'(zk’i — P:“k‘kfl) (324)
j=0

The covariance associated with the state estimate at time & is a summation of the covariance of the
update if there is only one measurement and the covariance at ¢,

Pk = PR + Px (3.2.5)

. Pg‘k the covariance in case of only one measurement

e P. =K, (Z;":o Br.i(Zh,i — Zkip—1)(Zh,i — Zrj—1)’ — Ukac) K



This results in the recursion shown in figure 3.12.
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Figure 3.12: Filter recursion of the PDA filter

The consideration of more measurements around the object makes it possible to obtain a better estimate
in situations with high clutter. However this comes at the cost of an increased estimation error covariance
[65]. In addition, the performance of the PDA is decreasing in situations of overlapping confidence
ellipsoids. l.e. when objects are closely packed of crossing each other. In these cases it is possible
to have an observation which is located in both gates, resulting in an uncertainty from which object it
is originated. The JPDA takes into account these situations and estimates the state using all possible
association hypothesis [65].

3.2.3 Multi-Hypothesis Tracking

The states in the NN, PDA and JPDA filters are estimated using the previous time step only. That means
that if the state in one time step is estimated incorrect, the performance of the filter decreases rapidly.
The Multi-Hypothesis Tracking (MHT) filter prevents this by maintaining all the tracks for each possible
associated measurement in the past [64]. Therefore a mismatch at a certain time step can be corrected
at a later stage. Where the other filters are looking for the measurement that fits their current track best,
searches the MHT for the track that fits all the measurements from the past best.

The MHT filter starts with creating a "confidence ellipsoid” around the prediction, just like the PDA and
JPDA filter. Subsequently all the measurements within this confidence ellipsoid are considered as candi-
date associations. For every existing track, a new track is created per candidate association. For each of
these tracks the likelihood is then calculated, resulting in a "hypothesis tree”. The track with the highest
likelihood is finally considered as the correct track.

A downside of the MHT filter is the exponential increase of he number of hypotheses in time, resulting
in an substantial increase in required memory and computational power [54]. To reduce this a pruning
step is added, which discards the unlikely tracks. The exponential increasing hypotheses in time makes
the MHT filter less attractive in environments with high amount of clutter, due to the fact that the clutter



creates a lot of hypotheses. However in environments with high track uncertainty, for example due to
crossing tracks, maneuvering objects, etc., the MHT filter performs generally good. So the MHT performs
generally good in situations with low amount of clutter and high track uncertainty [11].

time step

start
track track
t k 1,1 1,2
track track track track
Tk

2,1 2,2 2,1 2,2
t track || track || track || track || track || track || track || track
k+2 3.1 3,2 3,1 3.2 3,1 3,2 3,1 3,2

Figure 3.13: An example representation of an hypothesis tree of the MHT over three time steps for two objects. The
number of hypothesis increases exponentially in time, like in this example where there are already eight hypothesis
after only three time steps with two objects



3.3 Random Finite Set Statistics

In the multi-object tracking approaches discussed in the previous section, the estimation of the number
of objects and the state estimation is done separately. Also the individual association of each object with
each measurement results in a high level of computation load, which exponentially increases with the
number of objects [62]. This makes these approaches no longer feasible for real-time scenarios when the
number of objects increases. Therefore an alternative formulation was introduced by Mahler et al. which
avoids the explicit association between measurements and objects using Random Finite Set Statistics
(FISST) [48][27][42].

The basic idea behind Random Finite Set Statistics is to define the entire collection of individual mea-
surements and states as one set-valued measurement and one set-valued state [74]. This gives the
possibility to use a single object Bayes filter for the multi-object tracking problem and thereby avoids the
issues concerned with the unknown number of objects [48][59][71].

Random Finite Set principles

A Random Finite Set (RFS) is a set of variables where both the number of elements and the order of
these elements are random. By defining all the state-vectors as the elements in an RFS, the set-valued
state X is obtained.

X = {X1,X2, ..., Xn } (3.3.1)

With n the number of objects and x;,..,x,, the state vectors of the individual objects. The represented
states have no physically inherent order and the number of objects n is variable, which makes these
sets fundamentally different from vector representations. The random order and the variable number of
objects gives the possibility to deal with the unknown number of objects [74].

The same principle can be applied to the measurements, resulting in the set-valued measurement

Z ={21,22,....2Zn} (3.3.2)

With m the amount of measurements from multiple sensors with values z;,..,z,,,, whose randomness in
m is caused by false alarms and missed detections. The definition of the states and measurement in an
RFS gives the possibility to use the single object Bayes filter framework in a multi-object environment,
resulting in the Multi-Object Bayes filter [48][59][71].

3.3.1 Multi-Object Bayes Filter

In the single object Bayes filter in section 3.1.1 the state of an object was estimated in two steps. First
the probability of each measurement given the object’ state P(x|z) was estimated and subsequently the
highest probability was assumed to be the object.

The same principle is applied in the Multi-Object Bayes filter, but now using Random Finite Sets. First
a prediction is made for the probability that the objects will have state-set X at the time of the next
measurements. This prediction is based on the estimated probability of the previous time step py|r—1
and the expected transition of this estimated probability expressed in the Markov transition probability
f(Xk|Xk—1). Using the Chapman-Kolmogorov equation the predicted prior probability set becomes
[48][65]

Puics (X0 Z01) = [ Proa(Xioa| 2 ) F 01X 16X (3.33)



Subsequently after receiving the measurements from the sensors, the prior probability is updated result-
ing in the new posterior probability set at time ¢;. This is done using the single object Bayes’ rule of 3.1.1
extended with the set-valued state X and set-valued measurement Z [48].

L.(Zk| Xk) - Poj—1(Xk|Zr-1)

Pi(Xk|Zk) = sz(Xk) Pt (XulZx1)0Xn (3.3.4)

Where L.(Z,|X4) is the multi object likelihood in which the likelihood that the objects in X are generated
by the measurements in Z is expressed. The integral [ L.(X&) - Prjr—1(Xx|Zx—1)0Xy is a set integral,
summing over all possible numbers of objects. At last the Bayes-optimal multi object state estimator is
used to extract the states from this posterior probability.

Implementations of the Multi Object Bayes Filter

However due to the multiple of integrals to solve when calculating the prior probability set and poste-
rior probability set, the Multi-Object Bayes filter is computationally intractable [48][41][75]. Sequential
Monte Carlo implementations are successfully applied for a small number of objects [39], for example
in Reuter et al. for tracking pedestrians using two laser range finders [66] [68] [67]. These methods are
however still computationally intensive for a large numbers of objects due to the combinatorial nature of
the probabilities [75][76].

3.3.2 Probability Hypothesis Density Filter

The Multi Object Bayes Filter is computationally intractable when the number of objects increases, due
to the increasing number of integrals [74]. To deal with this computationally intractability, the Probability
Hypothesis Density filter (PHD) has been developed. Instead of calculating the entire posterior probability
density per object, the PHD filter makes an approximation by calculating the first-order statistical moment
of the posterior density [47]. In case of only a single object, the first-order statistical moment of the
posterior probability would be the expected state of the object. For a multi-object scenario, with multi-
object posterior density P for an RFS X, the first order statistical moment over the region S is a function
v called the intensity or probability hypothesis density.

/ X N S| P(dX) = /S o(z)dz (3.3.5)

An example of an probability hypothesis density for the Gaussian Mixture implementation explained in
section 3.3.3 is shown in figure 3.14. Each appropriate object is visualized by a Gaussian function and
the height of the peak gives the probability of the object being on that location in the number of objects
per square meter.

Figure 3.14: A visualization of the probability hypothesis density for a simulated traffic situation. Appropriate objects
are represented by Gaussian Mixture components and the height of the peak gives the likelihood of each object.



The recursion of the PHD filter consist of three consecutive steps. Just like the Multi-Object Bayes'’ filter,
the PHD filter starts with a prediction step, subsequently an update step after receiving the measure-
ments and finally a state extraction step.

Prediction step

In the prediction step, a prediction is made what the PHD will be at the time the new measurements
arrive from the sensor. This prediction is based on the estimated PHD of the previous time step vi_1(z)
and a corresponding transformation model fy,—1(x). However there is also a probability that an object
terminates in the upcoming time step. To facilitate this possibility, the prediction PHD is factorized by
a predefined survival probability Ps. Besides there is also a possibility that new objects appear in the
upcoming time step, e.g. due to objects entering the FOV or objects spawned from existing objects. To
deal with the changing number of objects as a consequence of new appearing objects, an extra PHD for
birth objects and spawned objects are added to the predicted PHD.

PHD multiplied
from Ties by Ps

= mp
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Markov transition
Density
and integrated
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Predicted
PHD

add
spawn
& birth
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Figure 3.15: Schematic overview of the construction of the predicted PHD

The sum of the PHD of survived objects, together with the PHD of birth objects and spawned objects
results in the equation of the predicted PHD [74].

Vkk—1(T) = i () + /ps,k(l‘) < frjp—1(x) 'Uk—l(x)dx+/6k|k—l(1‘) ~vp—1(z)dr (3.3.6)

—— ——
predicted PHD PHD of birth objects

PHD of survived objects PHD of spawned objects

with

e vi(z) represents the birth PHD. The construction of this birth PHD is dependent on its applica-
tion. One way could be to construct this PHD from residual measurements that are most likely not
originating from the existing objects. The used birth model in this thesis is explained in depth in
section 4.1.3.

e ps(z) Iisthe probability of an existing object to survive.

o fu—1(x) is the state transition model of the PHD. This model predicts for each object’s state
x,—1 at time t,_1 the expected state at x;, at time .



e Byk—1(x) represents the probability that a object will be spawned from object xx. In PHD filters
applied in automotive this part of the equation is often omitted since it is unlikely to occur in most
automotive scenarios [40].

e v, (¢) isthe estimated PHD from the previous time step tx_1

Update step

In the update step, the predicted PHD is updated with the information resulting from the measurements.
The state of every object is compared to each measurement, resulting in a likelihood for each measure-
ment and object px(z|z). This likelihood is dependent on the application and could for example be based
on similarity in location of measurement and object or in similarity of both classes.

Every object in the predicted PHD is multiplied by its likelihood and a detection probability ps. This
detection probability takes into account the possibility that an object is not detected by a sensor. The
result is normalized by the sum of all objects, together with a correction factor «x(z) for the amount of
clutter. This results in the updated prediction PHD. Besides the predicted PHD, factorized by the proba-
bility of not detected (1— P;), is added to this PHD in order to propagate the missed objects by the sensor.

The sum of the missed detections PHD and the updated prediction PHD results in the equation of the
updated PHD [74]

PD,k(T) - pr(2]T) - Vg pp—1 ()
(2) + [ pp.x(x) - pr(2[2) - V1 (x) 02

or(z) =1 = ppi@)|vep-1(z)+ Y mﬁ (3.3.7)

z2€Zy

updated PHD PHD of missed detection

update of predicted PHD

With the elements:

e pp(x) the probability of the object x being detected by the sensor
e x,(z) the intensity of the clutter

e pr the likelihood function.
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u of two
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Figure 3.16: Schematic overview of the construction of the updated PHD



Number of objects and state extraction

The objects in the PHD are represented in the PHD by peaks with its likelihood in number of objects per
square meter. So the integral of the PHD over a specific region S gives the expected number of objects
in that region S [74].

/ vk (x)dx = expected number of objects in S (3.3.8)
S

Consequently by taking the integral of the PHD over the entire space of state-set X, the expected number
of objects N in X is obtained. This number of objects N is also called the cardinality. Subsequently the
peaks with the highest local concentration of the expected cardinality of the PHD, the N highest peaks,
are taken as the estimated states [74].

The major drawback of estimating the cardinality in this way, is that the estimation is only based on the
mean of the cardinality distribution. The estimation by a single parameter makes the cardinality distri-
bution effectively a Poisson distribution, where the mean and variance are equal [78]. So if the number
of objects increases, the variance in the cardinality also increases, resulting in a large fluctuation in the
cardinality between time steps [78]. One option to get a stable cardinality in practice is to average the
number of objects over a time-window [46]. Another option is by estimating the variances in the cardinal-
ity as well, using the second-order statistical moment. This is done with the Cardinalized PHD (CPHD)
explained in section 3.3.5, however this comes at the cost of a higher computational load [46][38][65].

Implementations of the PHD

The PHD recursions contains multiple integrals that have no closed-form solution in general. Therefore
two closed-form PHD implementations are developed in general, the Sequential Monte Carlo imple-
mentation (SMC-PHD), sometimes called the particle filter, and the Gaussian Mixture implementation
(GM-PHD). The Gaussian Mixture is less computationally demanding and provides a true closed-form
algebraic solution [74]. However the GM-PHD works with the assumption that each object follows a
linear-Gaussian motion and measurement model and works with the assumption that all objects motions
are statistically independent. If this is not the case, the SMC-PHD could be used, which is able to deal
with highly non-linear motion and measurement models. This comes however at the cost of a higher
computational load [18].

The Matlab code for both SMC-(C)PHD and GM-(C)PHD has been implemented by Vo et al. [73]. The
GM-CPHD implementation of this code is in this thesis adapted to the radar and camera setup and the
stereo camera setup. Besides a GUI is developed to visualize the PHD in time and to browse through the
tracking results of the filter in time. Besides this code is used as a basis for the implementations done in
this thesis for MM-CPHD and CMM-PHD explained in more depth in respectively section 3.4.1 and 3.4.2

The PHD filter is also implemented multiple times in automotive application, for example by Garcia et al.
(2014) for tracking vehicles using data from cameras attached to the ego-vehicle [21], Maehlisch et al.
(2006) using a camera, lidar and ESP system attached to the ego-vehicle [40].

3.3.3 Gaussian Mixture Implementation of the PHD

In the Gaussian Mixture implementation (GM-PHD) every candidate object j is represented by a Gaus-
sian with a mean m'¥, covariance P> and weight w'?) representing the probability of each Gaussian.
So the PHD at time ¢,—1 is mixture of Gaussians of the form

J—1

vee1(z) = > wd N(@m{?,, PY)) (3.3.9)

j=1



Each of the objects follows a linear Gaussian motion model and the sensor has a linear Gaussian mea-
surement model. So the GM-PHD is based on the assumption that both the motion model as well as the
measurement model model are linear-Gaussian. When denoting the Gaussian density of an object as
N (:;m, P) with m the mean and P the covariance, the motion model and measurement model become:

Frik—1(x) = N(z; Frm12, Q1)

ar(z|x) = N(z; Hiz, Ri.) (3.3.10)

With Fi_, is the state transition matrix, Qx—1 the process noise covariance, H;, the observation matrix
and Ry the observation noise covariance. Another assumption of the GM-PHD is that the survival and
detection probabilities are state independent and thus constant over time.

Ds,k(T) = Ps i

(3.3.11)
Pa,k(T) = pa,k

Prediction step

When the new appearing birth PHD and spawned objects PHD are assumed to be linear Gaussian
Mixtures, the sum of the surviving, birth and spawned PHD is a Gaussian Mixture too. This results in the
adapted predicted PHD equation of 3.3.6 to the Gaussian mixture form.

Vkk—1(2) = Vs kk—1(2) +vp,kk—1(2) + Y () (3.3.12)
—— ——
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Update step

The same principle counts for the correction step, but now using the linear-Gaussian measurement model
and a constant detection probabilities. This results in the update equation of 3.3.7 in Gaussian Mixture
form.

Tilk—1

ve(@) = (1= pap)vgp—r(@)+ D Y. w (DN (@m (), PY) (3.3.13)

z€Z j=1

PHD of missed detection

update of predicted PHD



with (9) ()
pdvkwkjlk—lqkj (2)
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So for the recursion of the mean and covariance as well as the likelihood of the GM and measurement,
the Kalman equations are used.

Number of objects and states

As described in the previous chapter, the number of objects could be calculated by taking the integral of
the posterior PHD. However since the posterior PHD is a gaussian mixture, an estimate of the cardinality
is obtained by just summing up the appropriate weights [74]. Consequently the mean of the cardinality is

ek Ik
Nijk—1 = Ni—1(ps,x + Z wfgjac) + Z w,(Y]L (8.3.15)
j=1 j=1
and the mean of the updated cardinality is
Tk k—1 _
N = Nigjp—1(1 = pax) + Z Z w (z) (8.3.16)
z€Zp j=1

The states can be estimated by the peaks of the highest local concentrations in the posterior PHD vy. In
the Gaussian mixture representation this is straight forward, since the highest local concentrations are
simply the GM components with the highest weights. The states can therefore be found by selecting the
means of the N, highest weight GM components.

Merging and Pruning

During each recursion of the filter, a GM is created for every predicted GM with each measurement and
a corresponding weight is estimated for the likelihood of each GM component. Gaussian components
with low weights will therefore survive in time, resulting in an exponential grow of components in time.
To restrain the number of GM components, highly unlikely components are pruned and similar GM com-
ponents are merged. This is done by merging all the GM components with a weight below a certain
threshold and merging GM with similar states.

3.3.4 Sequential Monte Carlo Implementation of the PHD

The GM-PHD is only applicable in situation with a linear-Gaussian measurement and motion model.
The Sequential Monte Carlo PHD (SMC-PHD) is however able to deal with non-linear measurement and
motion models [13][75]. Instead of expressing a candidate object in the PHD as a linear-Gaussian distri-
bution function, the distribution function is simulated by a number of samples. These samples are called
particles and the likelihood of each particle being an object is expressed with a weight. The higher this



weight, the more likely the object will be at the location of that particle.

When using the expression of candidate objects as numbers of samples, the PHD of N particles with
each particle a weight w¥ and states =¥ will be simulated by the set [75]

vp(z) = {w(i) x(i)}Nk
— Zw )5( )

Where 51(:31(1’) is a delta function centered at x

(3.3.17)

Prediction step

The prediction step is based on the same principle as with the GM-implementation. However where in
the GM-implementation a prediction is done for each candidate object described by a GM component, is
in the SMC implementation a prediction made for each particle [75].

Ni—1+Jk
Uklee1 = Y w;7;,1522i> (zk) (3.3.18)
=1
Where the weights are calculated by
w® _ ’Y;(cw(ffk) i k1 ! wz(;)1 P klb—1(Tr=1) * frp—1(Tk|TK-1)
klk—1 :
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predicted weight
weight of birth objects weight of survived objects

: (3.3.19)
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weight of spawned objects

Ji is the number particles describing the birth objects and ¢, the previous number of particles.

Correction step
In the correction step the particle presentation of the predicted PHD is modified with new weights using
the new observation set. The particle presentation of the posterior PHD is expressed as [75]

Ni—1+Jk

w= > w,(:)dz;j)(xk) (3.3.20)

i=1

where the weights are calculated according to

, , Pp i (z) - pr(zlzk) - w)
(4) (1) klk—1
wl =1 —ppr(@)] -0 | + Z 7 - (3.3.21)
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weights missed detections
weight update prediction
Number of objects and resampling
The numbers of objects is approximated by the total sum of the weights:
Ly_1+J—k

L= Y w? (3.3.22)

Jj=1



In every timestep the number of particles increases with L, = Li_1 + Ji, even in the case where the
number of objects does not increase. This results in exploring particles in a state space with no object
present and is therefore computational intractable. However when the number of particles L; is kept
constant, then the ratio of particles to objects would fluctuate as the number of objects changes [75].
Therefore the particles are resampled by eliminating particles with low weights multiplying particles with
high weights to keep the focus on exploring the important regions.

3.3.5 Cardinalized Probability Hypothesis Density Filter

The PHD is a computationally tractable, in contrast to the Multi Object Bayes filter, due to the approxima-
tion of the probability density by its first-order statistical moment. The cardinality in the PHD is estimated
by the mean of the cardinality distribution only and is therefore effectively approximated by a Poisson
distribution. Consequently the variance is equal to the cardinality itself, resulting in large fluctuations in
the cardinality when the number of objects in the environment increases [78]. This phenomenon is also
called the target death problem [24][14].

The CPHD addresses the target death problem by propagating the variance of the cardinality as well,
using the second-order statistical moment [44]. This, however, also affects the prediction and update
equations of the PHD since the intensity functions and the cardinality are thereby coupled. As a conse-
quence the CPHD filter shows a dramatic reduction in the variance of the cardinality [77], however at the
cost of a higher computational load [46][38][65].

The CPHD is proposed by Mahler [43][44] and a closed form Gaussian Mixture implementation is derived
by Pasha et al. [60]. The prediction and the update step of the Gaussian Mixture implementation is
discussed in the next paragraph.

Prediction step

The prediction of the PHD is equivalent to the prediction in the PHD filter, however in the original formu-
lation of the CPHD spawning of other objects is no longer taken into account and the clutter is assumed
to be generalized Poisson [77]. Lundgren et al. however implemented a generalization of the CPHD
with an explicit spawning model [37]. In automotive application spawning occurs rarely and is in general
not considered in automotive application [65]. Therefore in this thesis the original CPHD implementation
without spawning is considered in this thesis, the equation for the PHD prediction becomes [78]

Vpe—1(2) = Vs pp—1() + yr () (8.3.23)
—_— =
predicted PHD Survivors PHD ~ Birth PHD

with the PHD of the survivors, spawned and birth objects
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In the PHD filter only the PHD is propagated in time. However in the CPHD also the cardinality distribution
prik—1(n) is propagated, with n the number of objects. The cardinality is in the prediction step dependent
on the cardinality of the surviving objects and the cardinality of new appearing objects. However, for
example a cardinality of 4, may be due to 1 birth object and 3 surviving objects. But also due to 2 birth



objects and 2 surviving objects. The probability of 1 birth object and 3 surviving objects is the product of
probability of 1 birth object and the probability of 3 surviving objects

p(1 birth + 3 surviving objects) = p(1 birth object) . p(s surviving objects) (3.3.24)

So the probability of having exactly a cardinality n is estimated by the sum of all the "combination prob-
abilities" that make exactly n objects. This results in the equation of the predicted cardinality distribution
[78]:

n oo
1\ . .
— : J I—j
Prjk-1(n) = E pr.x(n —j) E pr—1(1) ( )L (1= ps.k) (3.3.25)
. N——— ’
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predicted cardinality N probability of n-j
birth objects ™ K - .
sum of all probability of j surviving objects
combinations
that make n

where

e pr x(+) is the cardinality distribution of births at time &

e (;) is the binomial coefficient with (}) = —7*=;

Update step

In the update step the predicted cardinality distribution and PHD are updated using the measurements.
In the prediction step the estimation of the PHD was done with the same equations as the PHD filter. This
is no longer the case in the correction step, since the cardinality and PHD function are coupled. When
taking the dependency of the PHD on the cardinality into account, the update PHD equation becomes
[78]:

k-1
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PHD missed detections

N——
updated PHD

PHD update prediction

(3.3.26)

So the only difference compared to the update equation of the PHD filter in equation 3.3.3 is the term

1 w o - o . . . . .
Tilwrii—1.Z6lPriv=1) \yhich is also present in the calculation of the weights of the GM components:
(TR [wr k—1:Zk]Pr|k—1)

(Chlwip—1, Zi{z}], Prin—1)
(TR [wkik—1, Zk), Prj—1)

W (2) = posw®)_?(2) (3.3.27)

Likelihood of measurements
given the cardinality distribution

The part Y} [wkx—1, Z](n) is the likelihood of the measurements Zi, given that there are n targets.
The inner product of all these likelihoods of n with the cardinality distribution results thus in a single
value, representing the likelihood of the measurements 7, given the (predicted) cardinality distribution.
The denominator of the term is normalization term. So the entire term is a factor between 0 and 1 repre-
senting likelihood of the measurements given the cardinality distribution.

This term is calculated with the following equations:

e (.,-) is the inner product. The inner product of two real-valued functions « and 3 is defined as

(o, B) = / o(2)B(x)de
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likelihood of measurements Z;, given that there are n targets

e ¢;(Z) elementary symmetric function of order j
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e pi Cardinality distribution of clutter.
e pp(x) the probability of the object = being detected by the sensor

e xi(z) the intensity of the clutter in m ™2

The other terms in the equation are unchanged from the PHD filter and are respectively:
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The likelihood of the measurements with respect to the cardinality distribution is also included in the up-
date equation of the cardinality distribution. The update of the predicted cardinality distribution pj,;—1(n)
with this likelihood result in the update equation of the cardinality distribution [78]:

TR [weik—1, Zk](n)
<Tg[wk\k—1v Zk), Prjk—1

pr(n) = >pk‘k71(n) (3.3.28)

Implementations of the CPHD

As already explained in section 3.3.2 is the Matlab code of the CPHD implemented by Vo et al. [73]. In
this thesis the GM-CPHD implementation of this code is adapted to the radar and camera setup and the
stereo camera setup. Besides a GUI is developed to visualize the PHD in time and to browse through the
tracking results of the filter in time. Besides this code is used as a basis for the implementations done in
this thesis for MM-CPHD and CMM-PHD explained in more depth in respectively section 3.4.1 and 3.4.2

The CPHD filter is also applied in automotive application by Lamard et al. for tracking vehicles and
pedestrians using a camera and radar attached to a vehicle for both synchronous sensors [32] and
asynchronous sensor [33].



3.4 Random Finite Set approaches and Classification

The PHD and CPHD of section 3.3.2 and 3.3.5 only allow the use of a single motion model. A single
motion model is sufficient for nonmanoeuvring objects, but the motion of manoeuvring objects may have
to be described by a combination of motion models covering the motion characteristics of the different
manoeuvrers. Also in multi-object tracking, the different types of objects may not be described by a
single, universal motion model. For example in automotive applications, each type of road users has its
own motion characteristics. A pedestrian is, due to its agility, able to change direction instantly, while the
motion direction of vehicles and cyclist are dependent on their orientation [49].

To address this issue, Mahler proposed a Jump Markov models based variant of the PHD filter called the
Multiple Model PHD filter (MM-PHD) [45]. Vasha al. implemented a closed form Gaussian Mixture solu-
tion for the MM-PHD [60] and Georgescu et al. implemented a MMCPHD variant based on the bin-model
approach [24]. The bin-model approach is closely related to the more familiar bin-occupancy CPHD filter
[15]. A Multiple Model implementation of the GM-CPHD of Vo et al. [77] has, to our knowledge, not been
devised so far. Therefore this MM-CPHD approach is implemented in this thesis and discussed in more
details in section 4.1.

3.4.1 Multiple Model Probability Hypothesis Density Filter

The correct model associated with the object is selected based on its class or in case of manoeuvring
objects on its mode. So, for example, if the object is classified as a pedestrian, the corresponding motion
of a pedestrian is used to predict the motion. The information about the current class or mode of an object
is in the MM-PHD stored in an augmented discrete state variable o called the mode or jump variable.
This results in the augmented state for an object.

i = (z,0) (3.4.1)

In the GM implementation, each candidate object is described by a GM component. The mode of an
object is therefore in the GM implementation added to the state of a GM component. For the GM imple-
mentation, where each candidate object is described by a GM component, this results in the augmented
state of GM component i:

20 — (O(j),w(j),./\/'(x;m(j),P(j)) (3.4.2)

with j the considered GM component.

Prediction step

In the prediction state, a prediction is made for the motion of each GM component. As a consequence
of using multiple motion models, the transition model fx|,—1(x) has become dependent on the mode
frik—1(z,0). In addition, the MM-PHD takes also into account the possibility that an object switches in
mode between the previous time step and the upcoming time step. When this option was not taken into
account and an object would switch in mode, the incorrect motion model would be selected, resulting in
an incorrect state prediction compared to the measurement. Therefore per GM component a prediction
is made for each motion model #'(0) and noise Q(o) and its weight is factorized by the likelihood t,,, _,
of jumping from one mode o,_1 to another oy.

F@RlER—1) = tog_, - N3 Flop-1)z( 1, Q9 (05-1)) (3.4.3)

This model transition probability ¢.,,, _, is predefined in the Markov transition matrix and assumed to be
constant and equal for all GM components [60]. For example, for a scenario with the pedestrian, cyclist
and car as classes the Markov transition matrix 7 is as follows:

tped\ped tcyc\ped tccw‘|ped
T = |tpedicye teycleye tear|eye (3.4.4)

tped|car tcyc|ca'r tcar\car



In this scenario it is very likely that an object classified as pedestrian in the current time step will be
classified as a pedestrian in the upcoming time step. So the factor t,cq|peq, as well as the factors t.,¢|cy.
and .., o Will be high. But the likelihood that a pedestrian will become a car is not very likely, so the
factor ¢,,cqicar Will be low. However sometimes cyclists and pedestrians are mixed up by a classifier, so
this accuracy in the classifier could be expressed in the t.,.|p.q transition probability. The sum of each
row in the Markov transition matrix is always equal to one. When including the transition probability and
duplicates into the PHD prediction equation 3.3.3, the MM-PHD prediction equation becomes.

Ji—1(0)
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class PHD of birth objects PHD of survived objects

model

duplicates
(3.4.5)
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The duplication of each GM for every mode does have a consequence for the total number of Gaussians.
Where in the PHD prediction the number of GM components is equal to the sum of the birth GM com-
ponents and survival GM components J,, + J is in the MM-PHD this number multiplied by the amount of
different modes N, (J + J).

Update step

The update step is unchanged compared to the single motion model PHD, except the fact that the weight
update is a summation over the model modes and the total PHD is the sum of the individual mode PHDs.

o I, k—1(0) _
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PHD of missed detection J
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duplicates update of predicted PHD
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w? (z) = (3.4.7)

After the update step a merging and pruning step can be applied according to the same principle as the
phd filter in section 3.3.2. The duplicates of the unlikely modes are then pruned by the pruning threshold
and similar GM components are merged.

MM-PHD implementations

The available Matlab code for the CPHD developed by Vo et al. [73] is extended to the MM-CPHD and
used in the evaluation to compare the proposed approach with the MM-CPHD. Besides for automotive
application Meissner et al. implemented the MM-PHD for tracking road users at intersections [50][49][52].
Their classifying MMPHD is discussed in more detail in section 3.4.2. Granstrém et al. implemented the
MM-PHD for extended objects [28]. Extended objects are objects that might be described by more than
one measurement. By combining the multiple model approach with the extended target tracking filter,



Granstrom et al. has created the possibility to track bicycles whose appearances could abruptly change
in time. Georgescu et al. implemented a MMCPHD variant based on the bin-model approach [24] and
applied it to simulations on multi-static sonar datasets.

3.4.2 The Classifying Multiple Model Probability Hypothesis Density Filter

Meissner et al. [50] proposed the Classifying Multiple Model Probability Hypothesis Density filter (CMM-
PHD), which uses classification probabilities to improve the performance of the MM-PHD. The CMM-PHD
is part of a project with the aim of increasing traffic safety at urban intersections by improving the per-
ception of these intersections. In this project a network of lasers and cameras installed on an urban
intersection are used in the CMM-PHD in order to estimate the states, classifications and dimensions of
pedestrians, bikes, cars and trucks. This estimated dynamical model of the intersection’s scene is then
send to all participating vehicles approaching the intersection, resulting in an improved perception of the
intersection [50].

Structure of the CMM-PHD

Where an object in the original Multiple Model PHD filter is only represented by a Gaussian Mixture com-
ponent, is the Gaussian Mixture component in the CMM-PHD extended with an additional classification
probability m. and object’s dimension d.
GMD = (w9, N (@2, PV),m® N(d,d?, P{;).)) (3.4.8)
with
o w'? is the weight of the Gaussian Mixture Component

o N(x,z9, PO is the state of the object, i.e. its location, velocity

o m'" is a vector containing the probabilities for each class

o N(d,d?, P

i) @re the dimensions of the object, i.e. the length, width, height.

However, the classification probabilities and dimensions of the Gaussian Mixture are independently esti-
mated with respect to the state of the object. An illustration of a full cycle of the CMM-PHD is shown in
figure 3.17.
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Figure 3.17: lllustration of a full cycle of the CMM-PHD
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State The top layer represents the prediction and update of the state and weight of the Gaussian
mixture. This is done with the original MM-PHD described in section 2.2.2. The original MM-PHD fil-
ter assumes that the transition probability and detection probability are constant in time and for every
Gaussian mixture. This is no longer the case when using class probabilities, since these parameters are
class dependent [50]. An implementation of these class dependent transition probability and detection
probability is explained in more depth in the next paragraph.

Class probabilities The middle layer depicts the estimation process of the classification probabilities.
These probabilities are estimated using measurement features from different type of sensor, together
with features of the track. The different type of sensors have different detection abilities, for example the
low resolution camera is only able to detect vehicles, while the lasers is able to distinguish all the four
classes. The construction of the probabilities from the different and sometimes contradiction measure-
ments is explained in section 3.4.2.

Dimensions In the bottom layer the estimation process of the length, width and height of the object is
visualized. The dimensions of an object may differ per sensor and are highly dependent on the viewpoint
of the sensor. For example when an object is occluded by one sensor, it is still visible on the sensor
mounted on the opposite side. These variations are addressed by estimating the dimensions with Kalman
filter independent of the state estimation.

State estimation using the Multiple Model PHD

The state and weight estimation of the Gaussian Mixture components are done with the original Multiple
Model PHD. The prediction and update equations of the original filter themselves are untouched and the
same as in section 2.2.2. However in the original filter is assumed that the class of the Gaussian Mixture
component is known and not a probability. This class is then used to determine the probability of that
class being the same or another class in the upcoming time step. This is based on predefined constant
values in the transition matrix. However, in the CMM-PHD filter, the class uncertain and is defined as a
probability. Besides it is different in time and different for each Gaussian Mixture component. Therefore
in the CMM-PHD a class dependent Markov transition matrix is introduced.

Markov Transition matrix The Markov transition matrix 7" makes it possible for an object to jump
from one class to another in the next time step. The chance of jumping from one class o to another o+
is predefined in the transition matrix by a probability ¢, , for each jump, for example tcyc.car represents



the chance of a car to become a cyclist in the next step.

tped,ped tped,cyc tped,car tped,t'ru
T = tcyc,ped tcyc,cyc tcyc,car tcyc,t'ru 349
Tt t t t (3.4.9)
car,ped car,cyc car,car car,tru

ttru,ped ttru,cyc ttru,car ttru,tru

In the prediction step a copy of each Gaussian Mixture component per class is created. Then a predic-
tion is made for each copy, based on the motion model of the corresponding class, and subsequently
factorized by its jump probability t,+,.. This jump probability is larger for realistic scenarios with respect
to unrealistic scenarios. So for the scenario that a pedestrian will be again a pedestrian tpeq,ped, the peak
of the Gaussian Mixture component will be larger than the one with a more unrealistic scenario.

F@t ot |2,0) = tor .o - f(w+]a,0) (3.4.10)

In the CMM-PHD the class of an object is not known, but is expressed as a probability for each class.
So instead of an object being a car, it is for example 80% pedestrian, 10% bike, 6% car and 4% truck.
One way would be to take the highest probability as the class and then use the predefined transition
matrix. However, in that case an object with a probability of 51% pedestrian would have the same
possibility to jump to another class than an object with a probability of 99% pedestrian. While the one
with 51% pedestrian could have a probability of 49% for another class and therefore a way larger chance
of jumping to that other class than the 99% pedestrian scenario. So the class probabilities already
contain information about the chance of jumping to another class and are therefore directly used in the
transformation matrix. Since each Gaussian Mixture component : has a corresponding class-vector m,
the Markov transformation matrix is unique for each GM component and is constructed from the class
probability vector.

Pped Pcyc Pcar Ptru

T(z) — Pped Pcyc Pcar Ptru (341 1)
Pped Pcyc DPcar Ptru
pped pcyc Pcar Dtru

So the higher the probability of being a certain class, the larger the peak of the corresponding predicted
Gaussian mixture component. If the location of a measurement is then close to this prediction, the likeli-
hood of this prediction is high, resulting in an even larger peak and vice versa.

Detection probability In the original MM-PHD, the probability of an object being detected by a sensor
is assumed to be constant. The static environment of the intersection gives however a possibility to define
a position and sensor dependent detection probability P](Ji) (z). Based on the FOV and range of the
sensor, a detection map has been created which indicates at which location it is likely to detect an object
and in which location it is not. Besides not all sensors are able to detect all classes, for example the low
resolution camera only detects vehicles. So the detection probability of a low resolution camera to detect
a pedestrian is well-nigh zero. This results in a detection probability PS)(RAS) based on the sensors
recognition ability RA° and based on the detection probability of the location of the object Pg)(:c, s).

PY = PU(RA*)PY (, 5) (3.4.12)
Class probabilities

The class probabilities are constructed from measurement features obtained by the sensors and track
features from the filter estimates. The measurement features are gathered by three types of sensors,



namely lasers, low resolution cameras and high resolution cameras.

Measurement features Each type of sensor has different recognition abilities. All four classes are
recognizable by the lasers. The low resolution camera is only able to detect vehicles, so the detection
could be a car or a truck, but it is unknown which one. The high resolution camera is only able to detect
pedestrians.

e Laser  The 14 lasers have fixed positions at the intersection, making it possible to distinguish
background points from points originated from objects. The point clouds obtained by clustering are
subsequently examined for features of each class. The height, location and standard deviation of
the cluster are used as features. For example a large height distinguishes a truck from a pedestrian
and it is more likely for a pedestrian to occur at a side walk than a car. The summation of the four
likelihoods of the features results then in probabilities of each class.

e Low resolution camera Three low resolution cameras are used to detect approaching vehi-
cles. The high mounted position of these cameras reduces the risk of occlusion and increases the
field of view. The detection of the vehicles are based on an approach of Viola et al. which makes
use of Haar-like features together with a cascaded processing scheme [72]. Verification and the
assignment of the corresponding probability is done with a feed forward Neural Network [20].

e High resolution camera Two high resolution cameras are used to realize a wide angle stereo
vision. The detection of pedestrians is based on classification using HOG descriptors together with
linear and Gaussian kernel support vector machines (SVM) [80].

Track features The track velocity and dimensions are used to improve the class estimates from the
sensors. For example, it is hard to distinguish pedestrians and bikes only based on measurement fea-
tures, but they differ significantly in their possible maximum velocity [50]. At low maximum velocity, the
object could be all four classes, so the probability of being a pedestrian or bike or car or truck is high.
If the velocity becomes higher than 2.5 m/s it is probably no longer a pedestrian and the probability of
being a bike or car or truck P(BCT) starts increasing while P(PBCT') decreases. When a maximum
velocity of 5 m/s is reached, P(BCT) starts decreasing and P(CT) increases and so on. The same
principle is applied to the filtered length of an object and independently to the filtered width of an object.

Fusion of classification data  The final probabilities are constructed by the fusion of the probabili-
ties obtained by the different sensors, together with the probabilities obtained by the track features. The
probability information of different sources is however not of the same form. Besides the different infor-
mation could also be contradictory. Therefore the Dempster-Shafer theory of evidence is used, which
naturally handles the contradictory measurements of multiple sensor types [50]. However the Dempster-
Shafer theory of evidence suffers from Zadeh’s paradox. This paradox happens when two contradicting
sources have a high probability and zero probability for the same classes but adversely. If both sources
have a very low probability for the third class, this class becomes 1 due to the only overlap on this un-
realistic class. This paradox is solved by preventing a zero assignment to a class by discounting [52].
Dempster-Shafer theory of evidence and Zadeh’s paradox is explained in more depth in section 4.1.4.



3.4.3 The Classification Aided Cardinalized Probability Hypothesis Density Filter

When the output of a classifier consist of only one class, the original MM-PHD filter of section 2.2.2 can
be used to improve the tracking accuracy. The class is then used to make an improved prediction by
selecting the class-specific motion model. Ramona Georgescu et al. [23] proposed the Classifiication
Aided CPHD filter where the class information, in addition to the prediction, is also used in the update
step.

In the original CPHD the likelihood of a measurement being generated by the object is determined by
kinematic information only. l.e. if a measurement is located close to an object, the likelihood will be
larger than for measurements further away. Georgescu et al. also defined a likelihood based on the
class information. So if the object’s class is the same as the class corresponding to a measurement, the
likelihood is relatively large compared to a situation where both classes are different.

Bin model implementation

So far only the Multiple Model PHD is considered in this thesis. However the PHD filter suffers from
a "target death" problem, caused by the Poisson assumption for the cardinality distribution [78][24][14].
The CPHD solves this issue by propagating the distribution of the cardinality as well.

Georgescu et al. implemented a MMCPHD variant based on the bin-model approach [24], which is
closely related to the more familiar bin-occupancy CPHD filter [15]. In the bin-model approach, the PHD
surface is divided into infinitely small bins. Instead of representing candidate objects by Gaussian Mix-
ture components with a mean, variance and weight, the bin model approach estimates for each bin the
probability of containing an object. The bins are sufficiently small that each bin is potentially occupied by
at most one target [15] and variance is expressed by decreasing probabilities in surrounding bins. The
principles for the prediction and update calculations are the same for both the Gaussian mixture as the
bin-model implementations, but they differ in particular in the fact that the estimations are calculated for
each bin in the bin-model approach compared to each GM component in the GM implementation.

The CACPHD is based on this bin-model approach of the MMCPHD. In the CACPHD the update step is
extended with a likelihood for a class as well. Where in the MMCPHD the likelihood of a bin containing
an object given a certain measurement is determined by the location of the measurement only, is in the
CACPHD the class of the measurement also taken into account.

Construction of Likelihood

In the original MM-CPHD, the likelihood of a measurement belonging to an objects is determined by
its kinematic state only. So if a measurement is closely located to an object, it is more likely that the
measurement is generated by that object compared to a measurement further away. However if only the
kinematic state is taken into consideration, the likelihood of the measurement generated by a car would
be the same as that of a pedestrian. This could result in the fact that a pedestrian could be updated with
a measurement of a car, i.e. when a pedestrian and a car approach each other closely. This is prevented
in the CACPHD by constructing the likelihood on both the kinematic state and the classification.

Likelihood in the original MMCPHD The likelihood of a measurement z being generated by bin j is
in the original MMCPHD defined by

L= Y arlaler): % (3.4.13)

where

o ¢.(z|z;) is the likelihood of measurement z given the object’s location «;



p(Uilc)

o) is the probability of bin i containing an object with respect to all bin’s j
J J

e n is the number of targets

So the likelihood is only defined by the kinematic state of the measurement compared to the object rep-
resented by the factor f(z|z;).

Likelihood in the CACPHD In the CACPHD the likelihood is not only defined by the likelihood of the
kinematic state of the measurement with respect to the bin, but also by the likelihood of both classes.
This likelihood is added by a the ¢44, resulting in the new likelihood definition

_ N pUle)
Lﬁ;qw(z\xj) ez S (01l (3.4.14)

The factor g.z models the accuracy of the classifier and represents the likelihood of the true class being
¢, when the classifier outputs ¢. This factor is predefined in a confusion matrix, which for example for a
situation with 3 classes of pedestrian, cyclist and car defined is as follows:

Cped,ped Cped,cyc  Cped,car
ccyc,péd Ceyc,cyc Ccyc,car (34 15)
Ccaﬂ',p;d Ccar,cyc Ccar,car

Ctmypgd Ctru,cyc Ctru,car

If the class of the bin is the same as the classification of the measurement, this factor will be high with
respect to a situation where both classes are different. However if it is known that the classifier regularly
classifies a cyclist incorrectly as a pedestrian, the factor q.,,. ,..4 Will be defined high as well.

3.4.4 Multi-Target PHD Tracking and Classification Using Imprecise Likelihoods

Very recently Fortin et al. proposed a method for multi-object tracking and classification based on kine-
matic data only [19]. The used tracking framework is the MM-PHD introduced by Mahler [45] and the
class-probabilities are included in the same way as Meissner et al. did in the CMM-PHD filter. So instead
of using a fixed transformation matrix in the prediction step, the transformation matrix is different for each
Gaussian and fed with the class-probabilities.

The difference between the implementation of Meissner et al. and Fortin et al. is in the way of determining
the classification probabilities. Meissner et al. determines the classification probabilities at the end of
the filtering step by the fusion of measurement features from multiple sensors, together with kinematic
features such as the dimension and velocity of the object. However when using only one sensor, the
classification data could be ambiguous or incomplete. Therefore Fortin et al. proposed a method for
determining the classification probabilities by kinematic data only, resulting from the filtering step. This
new approach, the Credal Classification Multiple Model PHD filter (CC-MMGMPHD), is evaluated in an
application for tracking and classification of aircrafts using only one sensor.

Classification using kinematic features

Instead of using measurement features to classify an object, as is done with the HOG or CNN classifiers
from section 2.4, the CC-MMGMPHD looks at the kinematic behaviour of the object. A correspondence
between each class and specific behaviour is established, for example velocity classes or acceleration
limits and used to identify the class of a Gaussian by its behaviour.



The construction of the classification probabilities starts by identifying the behaviour of the object. All the
possible behaviours are defined in a set QF = {b1, ..., bn, } and during the classification process per GM
component is determined how much it exhibits each of the behaviours in the set. This results in a mass
function m?# describing the likelihood of each behaviour for GM component j. Subsequently this mass
function is transformed to a mass function m?:° describing the likelihood of each class. This is done with
a matrix M defining the links between behaviours and the classes.

m?® = M -m?” (3.4.16)

However, the class mass function does not have to consist of class-probabilities. It could also consist
the mass of being two classes, but unknown which of the two. For example, it could contain the mass of
being a vehicle, but unknown how much a car and how much a truck. Therefore a Pignistic transformation
is used to convert the mass function into probabilities
. ) j’C(C’)
Pl(¢)~ BetP'(C) =y -0 =) 3.4.17
(c) ~ BetP’ (C) ;‘CKIWJ,C(@)) (3.4.17)

Evaluation

Evaluation is done for the application of tracking and classifying aircrafts using only one sensor. For
the three classes liner ¢, bomber ¢, and fighter aircraft cs the distinctive manoeuvrability is used as a
typical behavioural parameter; if the object has a constant velocity, the object could be all three classes
b1 = {c1,c2,c3}. When it is moving with an acceleration of maximum a < 2g, the class could be a
bomber or a fighter b, = {c2, c3} and if the acceleration is higher than a > 2¢ the object must be a fighter
bs = {cs}. This results in the matrix M describing the links between behaviours and classes:

mJaC =M. mLB

[ ® 7 [t 000 0O0O0OO[ 0 1
c1 0 00 000 0O b1
1) 0000 0 0 0O bo (3.4.18)
C1,C2 _ 0 0 0 0 0 0 0 0 bl, bz
c3 |0 00O O1T 0 0 O bs
c1,C3 0 00 0 0 0 0O b1, b3
C2,C3 0 0 1 0 0 0 1 0 b2, bg
_C1, Cc2, C3_ _0 1 0 1 0 1 0 1_ _b17 bg, b3_

This class mass function is subsequently converted into probabilities by the Pignistic transformation of
equation 3.4.4.

The CC-MMGMPHD is tested on an aircraft tracking example and compared with two different Bayesian
classifiers. The evaluation shows that tracking accuracy and classification has improved compared to the
two other approaches with Bayesian classifiers [19].



3.5 Discussion

The CMM-PHD filter extends the original MM-CPHD filter with class probabilities and dimensions, in
order to improve the prediction with class specific motion models. Multiple sensors with different char-
acteristics are used and the obtained data is fused by accurate modelling of the sensors’ recognition
probabilities. The CMM-PHD is evaluated for track and classification accuracy for road users on a public
traffic intersection, which results in an excellent performance of the filter [50]. Interesting would be to
see if this also counts for the application of an autonomous vehicle with radar and camera. The static
environment of the intersection together with the fusion of multiple of sensors are giving high reliability
in classification. The FOV of the sensors on an autonomous driving vehicle is always relative to the
vehicle itself and is therefore vulnerable to occlusion. The occlusion together with using only the camera
data for classification results in a lower reliability in classification. The question is therefore whether the
filter will also result in an improvement in situations where the classification is uncertain or even incorrect.

Besides the CMM-PHD is based on Mahler's PHD filter. The PHD filter however suffers from a large
variation in the number of objects, caused by the Poisson assumption for the cardinality distribution
[78][24][14]. The CPHD is an extension of the PHD and solves the "target death" problem by propagat-
ing the distribution of the cardinality as well. This CPHD is used in the CACPHD filter, which integrates
the class information in the update step of the filter as well. The inaccuracy of the classifier is included
in a confusion matrix, which is used in the update step to include the class-likelihood as well. By using
this class-likelihood together with the kinematic state likelihood in the measurement to track associa-
tion, a more accurate tracking result in multistatic sonar scenarios is achieved [24]. Georgescu et al.
disabled switching from one class to another in the prediction step by defining the Markov transition ma-
trix as the identity matrix and uses discrete classes instead of class-probabilities. The use of discrete
classes instead of probabilities may lead to selecting the incorrect class due to rounding, resulting in
a prediction with an incorrect motion model and decrease of the GM component weight due to the low
class-likelihood. Therefore it would be interesting to see the results of the approach in situations with
incorrect classification or uncertain classification.

In table 3.1 an overview is given of the two approaches. As shown in the overview is the uncertainty
in classification in the approach of Meissner et al. expressed by classification probabilities and are the
probabilities applied in the prediction step of the MM-PHD filter. The original MM-PHD state estimation
equations are untouched and the classification probabilities are not used in the update step. Georgescu
et al. does use the classification in the update step, but does that discrete classes in the bin model
approach of the CPHD. Besides switching from class is disabled, so incorrect classified tracks are not
able to change in classification and correct themselves. A combination of both approaches, where the
uncertainty in classification is expressed as classification probabilities and used in both the prediction
step and update step might be a robust way of dealing with uncertainties in classification. Thus, the ..
filter is proposed where the classification uncertainties are propagated through all the steps of the filter.
A Gaussian Mixture implementation of the MMCPHD of Vo et al. [77] has been derived as a cure for the
"target death" problem from the PHD filter.



CMM-PHD CACPHD
Meissner et al. Georgescu et al.
prediction
e prediction based on class-specific mo- e prediction based on class-specific mo-
tion models using the MM-PHD frame- tion models using the MM-PHD frame-
work work with a fixed Markov transition ma-
e class-probabilities included in a GM trix
component unique Markov transition e Switching from class disabled by defin-
matrix, with as a consequence that the ing the Markov transition matrix as the
weights of the class-duplicates are de- identity matrix
pendent on the class probability
update

e original MM-PHD update equations
used

e association likelihood based on loca-
tion only

e association likelihood based on loca-
tion and classification similarity

class estimation

e Class probabilities used

e Class probabilities estimated by the fu-
sion of class-information from multiple
sensors, together with class informa-
tion obtained from track features.

e The fusion of the different and some-
times contradictory class information
using Dempster-Shafer theory.

e Discrete class received from classifier.

Table 3.1: Overview of the recursion steps in the CMM-PHD and CACPHD filter




Proposed Approach

In chapter 3 the Multiple Model PHD is discussed, which is able to use class-specific motion models
in the prediction step of the PHD filter. The correct motion model per object is selected based on the
rounded class given by the classifier. At the same time, the filter allows that objects switch in class be-
tween time steps, by making use of predefined switching probabilities in the Markov transition matrix.

The classification given by the classifier, on the other hand, often contains uncertainties. For example
a bicycle is regularly mistaken by a pedestrian and vice versa as shown in section 2.4.4. In that case
the incorrect motion model is selected, which results in an inaccurate prediction. Besides the incorrect
classification is untouched in the filter and passed on to the next step of the system architecture of the
autonomous driving vehicle. To prevent the selection of an incorrect classification model in classification
uncertain conditions, the prediction could also be based on the class-probabilities instead of a single
class. The original MM-PHD filter has no possibility to use class-probabilities and therefore Meissner et
al. [50] has included the class-probabilities in the Markov Transition matrix in the CMM-PHD filter, dis-
cussed in section 3.4.2. As a result, the prediction is based on the classification uncertainty.

In this chapter, a more robust multi-sensor multi-object tracking approach for dealing with classification
uncertainty is proposed. In this approach, called the Robust Classification Aided CPHD (RCA-CPHD),
the classification uncertainties are not only used in the prediction, but in all steps of the filter. By propa-
gating and using the classification uncertainty in all the steps, both the tracking accuracy and the clas-
sification accuracy are improved during classification uncertain conditions. Section 4.1 starts with the
recursion of the RCA-CPHD. The way in which the class-probabilities in the filter are implemented in the
prediction, update, gating, merging/pruning/capping step and how it contributes to the improvement is
explained. Besides a Gaussian Mixture implementation of the MM-CPHD is devised and implemented in
the steps to prevent the "target death” problem of the (MM-)PHD filter. Subsequently in section 4.2 the
used motion models for considered classes are discussed and finally in section 4.3 the used measure-
ment models for the applied sensors are explained.
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4.1 Filter Recursion

The RCA-CPHD is based on the Multiple Model implementation of the GM-CPHD. A Multiple Model
implementation of the closed form GM-CPHD, proposed by Vo et al. [77], has to our knowledge not been
devised so far. Georgescu et al. proposed a GM-MMCPHD based on the bin-model approach discussed
in section 3.4.3, which is closely related to the more familiar bin-occupancy CPHD filter [15]. However
for the original Gaussian Mixture implementation only a Multiple Model variant for the PHD has been
devised by Mahler [45].

4.1.1 Gaussian Mixture representation

Candidate objects in the GM implementation of the PHD and CPHD filter, discussed in respectively 3.3.2
and 3.3.5, are represented by GM components. The PHD v(x) in these filters is therefore a set of GM
components:

J
v(m):Zw(j)N(x;m(j),P(j)) (4.1.1)

j=1

With GM component j heaving a weight w'”), mean m%) and variance P). In the MM-PHD, discussed
in 3.4.1, the state of a GM component was extended by a mode variable 0\). This mode variable
was substituted in the CMM-PHD of section 3.4.2 by class probabilities m&. In the RCA-CPHD the
probabilities are propagated in a similar way by augmenting the state of a GM component with a class
probability vector ¢V/). Besides a label 1) is added to each GM component containing its origin. This
label enables the possibility to extract tracks from the state estimates and is used in the steps of the filter
to improve the state estimation. The augmented state of a GM component is therefore described by:

MO = (196D @ £z m@, PO (4.1.2)
with

e w) is the weight of the GM component

o N(x,z\9, PY) is the state and covariance of the GM component

e ¢ is a vector containing the probabilities for each class

e 1)) is a label containing the origin of the GM component
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Birth objects
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uplicate ? Prediction |- Gating = Update - ] g Pruning
classes o & & & Duplicates Capping
Survived objects Predicted
Cardinality
distribution
Cardinality Cardinality
Prediction Update
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Figure 4.1: Overview of the recursion of the RCA-CPHD filter



4.1.2 Prediction

In the prediction step of the filter, a prediction is made what the state of each GM component will be at the
time of arrival of the next measurements. The CPHD also propagates the distribution of the cardinality.
So in addition to the prediction of the PHD, the RCA-CPHD also makes a prediction for the cardinality
distribution.

PHD prediction

Every class of road users has its own motion characteristics. So when the exact class of an object is
known, the corresponding motion model is selected for a more accurate prediction. However when there
are uncertainties about the object’s class, the incorrect motion model could be selected, resulting in a
less accurate prediction. For example, when the appearance of a cyclist is very similar to that of pedes-
trian, it could be classified as being 50% pedestrian, 49% cyclist and 1% car. In that case the cyclist is
in the original approach classified as being a pedestrian and the incorrect motion model corresponding
to a pedestrian is selected.

In the RCA-CPHD approach, this is prevented by including the class uncertainties in the prediction step.
For each GM component a duplicate per class o is created and the weights are factorized by the corre-
sponding class probabilities ¢(0). So for the GM component with a classification of 50% pedestrian, 49%
cyclist and 1% car, three duplicate GM components are created with peaks of respectively 50%, 49%
and 1% of the original weight. Subsequently for each duplicate a prediction is made according to the
corresponding motion model. This principle is applied to both the surviving GM components as well as
the birth GM components, resulting in the following prediction equation of the PHD:

o Joy k(0) Ji—1(0)
Uklr—1(7) = C(O)mef,LN(af; mﬂv PV(JZ) tDs.k c(o)<3>w,<€]7)1./\/'(x;m(;_3€ k—17 Pész k—1
k| I

)

—— i— i
predicted PHD le, J=1 J=1
class PHD of birth objects PHD of survived objects

duplicates
(4.1.3)
where

® m(sj,l\kfl = F(o)mé{)l

* Pl = Q)+ FOPL FT(0)

The prediction equation is very similar to the equation used in the CMM-PHD of Meissner et al. [50] dis-
cussed in section 3.4.2. Meissner et al. includes the classification probabilities in the Markov transition
matrix of the MM-PHD framework. The Markov transition probability is then used in the prediction equa-
tion as a factor of switching from one class to another. Even though this results in the same predicted
PHD, the approach of including the classification probabilities direct into the prediction equations is more
intuitive according to the writer.

All the duplicates get the same label as their original GM component to retain the information which
duplicates belong together. This gives the possibility to merge the duplicates after the update back to a
single GM component again:

19 (0) =19 (4.1.4)

The class duplicates also get the same class probability vector of their origin GM component. This gives
the possibility to construct a likelihood between the prediction and measurements based on classification
during the gating and update step.

P (0) = (4.1.5)



Cardinality Distribution Prediction

The duplicates have no influence on the prediction of the cardinality distribution. Therefore the prediction
equation of the cardinality distribution is the same as the single model CPHD discussed in section 3.3.5
and is estimated by combining the distribution of birth objects and surviving objects [78]:

n oo
AN .
— : J =3
pre—1(n) = > pr(n—75) pe-1(l) (j Pe k(1 —Psk) (4.1.6)
N—— — N———
predicted cardinality J=0 probability of n-j =7
birth objects ™ R - .
sum of all probability of j surviving objects
combinations
that make n

where

e pr () is the cardinality distribution of births at time &

. (j’) is the binomial coefficient with (;) = ﬁlj),

e pi_1 is the distribution of the previous time step ¢x—1

41.3 Gating

The predicted PHD and cardinality distribution is updated after receiving new measurements from the
sensor. This is done by looking at the likelihood of each measurement being generated by each GM
component. The measurement dataset, however, also contains clutter and new born objects. To re-
strict the number of measurement to GM component comparisons, a measurement validation procedure
called gating is used. In this step the measurements that are clearly not generated by one of the GM
components are filtered out and labelled as potential new born objects.

Gating based on kinematic states

In the gating procedure the kinematic states of the GM components are compared with the measure-
ments. The measurements that are more different in kinematic state to all GM components than a
certain threshold are in the original gating procedure subsequently filtered out. The difference in states
is determined by means of the normalized Euclidean distance. This Euclidean distance allows to com-
pare all variables of the states and their corresponding covariances with those of the measurements.
Given the state =) with corresponding covariance matrix S) of a GM component and a measurement
z, the normalized Euclidean distance is as follows:

(4.1.7)

So when the gating threshold is 7, the measurements within the gate of GM component ; are obtained
using:

Z(tp) = {z : D(a,2) < TD} (4.1.8)

Gating based on kinematic states and classification

In the RCA-CPHD the gating procedure is not only based on the Euclidean distance of the kinematic
states, but also on the similarity in classification. This is based on the idea that if a measurement is
within the Euclidean distance of GM component, but is totally different in classification, then it is probably
not generated by that GM component. For example if a new appearing car arrives within the Euclidean
distance of an already existing bicycle, then in the original procedure the measurement of the car is used
within the update step. In the RCA-CPHD this measurement is ignored in the update step and is labelled



as new appearing object. This has the advantage that the track of the car is faster initiated. Besides its
measurement is not disturbing the track of the already existing bicycle, what might prevent a reduction in
tracking accuracy in the bicycle track and the occurrence of classification errors. The gating procedure
of the RCA-CPHD with both the kinematic state gating and the class similarity gating is as follows:

Z(tpN7e) = {z DY )< N e, z) > Tc} (4.1.9)

Where C(c7, z.) is the similarity in classification, z. the classification vector corresponding to the mea-
surement and 7. the corresponding threshold. The similarity in classification is determined by the dot
product of both classification vectors:

) ) .
C(c, 2) = |c Ze (4.1.10)

[z

So if the classification probabilities of the GM component ¢) and the classification probabilities of the
measurement z. are similar, the angle between the vectors is zero and the dot product C'(c?), z.) is one.
However if they are totally different, there the angle between both classification vectors is large and the
resulting C(¢¥), z.) will be zero. A visualization of this principle is shown in figure 5.15.
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Figure 4.2: The likelihood in classification is based on the dot product of the GM component’s class vector and the
measurement’s class vector. The size of the angle between both vectors is thus a measure for the class-likelihood. In
the example the class likelihood is 0.8 for a measurement classification of 50% pedestrian, 50% cyclist and 0% car
and GM component classification of 50% pedestrian, 20% cyclist and 30% car.

Birth Model

Measurements that are clearly not generated by an existing GM component, due to their deviation in
classification and kinematic state, are filtered out in the gating procedure. If a measurement is not
generated by an existing object, it means it is either a new appearing object or a false alarm. Therefore
these measurements are initialized as birth GM components with a new unique track label and a relative
low weight. If it actually turns out to be a new appearing object, then it will generate a new measurement
in the next time step with a similar state and classification as the prediction. In that case the weight will



increase in the update step and a new track is created. If it turns out to be a false alarm, no measurement
will match in the update step and the pruning step at the end of the recursion will eliminate the GM
component.

4.1.4 Update

After receiving the filtered measurements Z;, and corresponding classification probabilities z. x, the pre-
dicted PHD vy, and predicted cardinality distribution py,—, are updated.

PHD update

In the original CPHD and MM-PHD, discussed in respectively section 3.3.5 and 3.4.1, the update is based
on the likelihood in kinematic state of the measurement and GM component only. In the RCA-CPHD the
update is based on the likelihood in kinematic state and the likelihood in classification together. After
all, it is less likely that a measurement with a high probability of being a certain class is generated by
an object with a high probability of being another class. Since in the original filter only the likelihood in
kinematic state is taken into account, it is for example possible that the weight of a pedestrian GM com-
ponent is increased by a car measurement if they are similar in states. However for the same situation
in the RCA-CPHD, the likelihood in state could be high, but the likelihood in classification is at the same
time very low. So the total likelihood, based on the product of both likelihoods, would result in a low
likelihood and therefore a decrease in the weight of the pedestrian GM component corresponding to the
car measurement. This provides especially an advantage in situations where two objects with different
classification approaching each other closely, occlusion and in case of an incorrect classification of a
measurement.

The update equation of the PHD is a multiple model extension of the single model CPHD update equation
3.3.5 and the classification likelihood is incorporated in the total measurement likelihood. In the multiple
model equation, the total number of GM components is the sum of the duplicates of all the classes.
Including this sum of classes in the single CPHD update equation results in the update equation of the
RCA-CPHD:

© (Yklwkjn-1, Zk], Prjr-1) RS ) ©) (
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class PHD missed detections PHD update prediction
duplicates

(4.1.11)

With the same components as in the single model equation 3.3.5, except the GM component weight w,(j)
and weight vector wy,—1 containing all the GM component weights. As a result of the class-duplicates,
the weight vector wy,,—; has become set of all duplicates:

(1,01) (Jk\k—lvo>]

® Wklk—1 = [wk\k—l"' klk—1

The likelihood in kinematic states ¢s(z) is found in the original filter in the update equation of the weight

and in the elementary symmetric function used in the equation for the likelihood in cardinality distribution.

The likelihood in classification ¢.(z.) is incorporated by replacing this likelihood in kinematic state by the

product of both likelihood ¢:(z)q.(z.). So by applying the product of both likelihoods at these positions,
the update equation for the weight is obtained:
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And the following equation for the likelihood in cardinality
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Label update

In the update step a GM component is created per predicted GM component and measurement. So if
there are N birth and surviving GM components before the prediction step and O classes, the number of
GM components after the prediction step is IV - O with each GM component of N having an unique track
number. For example, if there is one GM component at the start of the prediction step, the labels after
the prediction step will be:

‘ GMpea GMeye GMear
Track label 1 1 1
Class label 0 1 2

When receiving Z measurements from the sensor, each measurement is compared with each predicted
GM component and the predicted GM components are propagated with a low weight to deal with missed
detections. So the number of GM components after the update step is increasedto N-O- (Z +1). Since
the class-duplicates are merged after the measurement update, also a label containing the coupled
measurement is created. For the given example and two measurements arriving from the sensor, the
labels will become:

GMp., GMY . GMY,. GMJl, GMZl. GMZL GM}?, GMZ.  GMZZ,
Track label 1 1 1 1 1 1 1 1 1
Class label 0 1 2 0 1 2 0 1 2
Measurement label 0 0 0 1 1 1 2 2

After the measurement update the class duplicates are merged according to the procedure explained in
the next paragraph. After this procedure, the labels for the given example will be reduced to:

‘GM“ GM*1  GM*2
Track label 1 1 1

Measurement label 0 1 2

In the merging and pruning step GM, components with a weight lower than the pruning threshold will
be removed and similar GM components are merged in order to truncate the increasing number of GM
components. Subsequently from the remaining GM components, the largest weighted GM component
of each track label is selected as the contribution of the corresponding track. The merging/pruning step
and track extraction step will be explained in more depth in section 4.1.5 and 4.1.6.



Classification update

The class vector of the GM component is updated with classification probabilities corresponding to the
measurement. However the classification of the GM component and the measurement could be con-
tradictory. Therefore Dempster-Shafer theory of evidence is used, which is able to handle contradictory
measurements in a natural way [50]. Dempster’s rule of combination is as follows:

Z CgmCz
cgmNcz=A
Cupdate = T a s vAE 2 (4.1.14)
gmCz

cgmNez=0

However Dempster-Shafer theory of evidence suffers from Zadeh’s paradox. This paradox happens
when two contradicting sources have a high probability and zero probability for the same classes but
adversely. If both sources have a very low probability for the third class, this class becomes 1 due to
the only overlap on this unrealistic class. For example when considering the class vector of the GM
component to be 90% pedestrian, 10% cyclist and 0% car and the class vector of the measurement 0%
pedestrian, 10% cyclist and 90% car. The multiplication of both vectors is as follows

GM — ped cyc car

z| 0.9 0.1 0
ped O 0 0 0
cyc 0.1 0.09 0.01 0
car 0.9 0.81  0.09 0

According to Dempster’s rule of combination, the updated class vector becomes subsequently:

0
Cred = 720,09 —0.81 = 0.00 7
0.01
Ceve = 7000081 —0.09 0% (4119)
0
0%

Cear = 170,09 —0.81 — 0.09

So due to the contradictory zeros and the only overlap in the cyclist class, the probability of being a cyclist
becomes 100%. Which is an unrealistic outcome, since both class vectors only have 10% probability for
being a cyclist. This Zadeh’s paradox is solved by preventing a zero assignment to a class by discounting
each class vector [52]. The discounting factor introduces the probability that the classification is incorrect
and unknown, with means that there is no longer a zero assignment. The discounting factor can therefore
be interpreted as a confidence in the classification. For example when taking a discounting factor of 0.9
for both classifications, the multiplications of both vectors is as follows

GM — ped cyc car  ped/cyc/car
z) 0.81 0.09 0 0.10
ped O 0 0 0 0
cyc  0.09 0.073  0.008 0 0.005
car 0.81 0.656  0.073 0 0.041
ped/cyc/car  0.10 0.081 0.009 0 0.010



The updated class probabilities using Dempster’s rule of combination becomes in this case:
0.081

Cred = 70,073 - 0.656 —0.073 ~
Ceve = 120073 —0'00.1556 “oom3 3 @1.16)
0 1.
Ceer = 170.073 — 0.656 — 0.073 4%
Cped/cye/car = 1770 73 2.((])?6156 “oom3 =%

Normalizing for the classes gives subsequently the updated class vector, which is in this example 43%
pedestrian, 14% cyclist and 43% car.

Merging class duplicates

In the prediction step, the GM components were duplicated per class, in order to keep the uncertainty of
the classification in the filter. Even though a GM component is split up in duplicates, they still represent
only one object at maximum together. So after the update step, the duplicates are merged together using
the stored information in their labels. Another implementation, as applied in the CMM-PHD of Meissner
et al., could be to leave this step to the general merging and pruning step at the end of the recursion.
However, in case two or more duplicates do not meet the merging and pruning threshold, they both con-
tinue to exist in the next time step and might result in ghost objects. In addition, the merging results in
less GM components, which can provide an advantage in computational load in the subsequent steps.

The weights of the duplicates were defined by factorizing the original weight by the probability of each
class. So the merged weight is simply the sum of all the individual weights:

wi) =" wl), (4.1.17)

The states and covariances are calculated in proportion to the weight. So the higher the weight of
a certain class, the more the state of that class duplicate contributes to the state of the merged GM
component:
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Cardinality distribution update

The cardinality update equation is the same as the single model CPHD. However the likelihood of cardi-
nality includes in the RCA-CPHD the likelihood in classification in the same way as the PHD update:
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4.1.5 Merging/Pruning/Capping

In order to truncate the increasing number of gaussians, similar GM components are merged and less
important GM components are pruned. The used merging and pruning procedures are derived by Vo et
al. [58] and Clark et al. [7].

Merging similar gaussians

Just as in the original MM-PHD is the similarity of two GM components measured using the Mahalanobis
distance. However when similarity is only determined by the Mahalanobis distance between two GM
components, there might be a chance that a pedestrian and a cyclist GM component are merged. So
in the RCA-CPHD the similarity between GM components are not only determined by the Mahalanobis
distance, but also in class similarity. The similarity in class is, just like in the gating step, determined by
the dot product of the classification vectors. If the dot product is higher than the threshold 7. and if the
Mahalanobis distance is smaller than the threshold 7.,crge, then the GM are assumed to be similar and
merged:

(m® —m®)T (PO (Y =Py < 1erge 0 O, ) > 1 (4.1.20)

When a set of Q@ = {¢ = 1, ..., Q@ma= } gaussians are within the Mahalanobis threshold from each other,
they are merged according to:

) wl(cq) (Péq) + (mi — mgcq))(mk . ml(;l))T) (4.1.21)
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Pruning

To prevent a large number of GM components, less important GM components are pruned. If the weight
of a GM component is smaller than the pruning threshold 7,,-ux., than the GM component is supposed
to be unimportant and pruned:

W' < Tprune (4.1.22)

However after pruning the less important GM components, the sum of the weights of the remaining GM



components is less than before pruning. Since the sum of the objects represent the number of objects
J, the remaining GM components are normalized:

Jnew =J- Jprune

J
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4.1.6 Track extraction

In the original PHD the object states are estimated by taking the N GM components with the largest
weights, with IV the estimated cardinality as discussed in section 3.3.2. Clark et al. [7] implemented an
approach to improve the continuity of the individual tracks by using track labels. All the largest weighted
GM components per defined track label with a weight larger than a threshold of 0.5 are taken as the
estimated objects.

The same approach is applied to the RCA-CPHD. However the RCA-CPHD is based on the CPHD and
has therefore a more accurate cardinality estimate than the PHD. So instead of using a threshold, the
RCA-CPHD is using the cardinality estimate of the CPHD. First all the highest weighted GM components
of each track label are selected and subsequently the N highest weighted tracks are selected as the
state estimates, with IV the estimated cardinality.

4.1.7 Implementation of the RCA-CPHD

The RCA-CPHD has been implemented adopting Matlab code of the CPHD filter from Vo et al. [73].
Besides both the CMM-PHD and the MM-CPHD are also implemented adopting the code from Vo et al.
[73] of the CPHD filter and used to compare the performance of the RCA-CPHD with the performance of
CMM-PHD and MM-CPHD. The results of this evaluation are discussed in chapter 5.



4.2 Motion Models

As seen in the previous section, the RCA-CPHD uses a prediction based on the different motion charac-
teristics per class. In this thesis the main three classes of road users are considered, namely pedestrian,
cyclist and car. The RCA-CPHD is however able to deal with more and different classes if required by
the application. A pedestrian is very agile and is able to move sidewards, making a pedestrian able to
instantly change direction. Consequently, the direction of motion of a pedestrian is independent on the
orientation [50][49][51]. Therefore the Linear Constant Velocity (LCV) motion model is used for pedestri-
ans.

Cyclists and cars have however constraints in their motion ability and are not able to move laterally. Their
motion is dependent on the orientation and is therefore commonly modelled using a Constant Turn Rate
and Velocity (CTRV) model [53][50][35].

4.2.1 Constant Velocity model

The constant velocity model (CV) models the motion as a linear straight motion with fairly constant veloc-
ity and the acceleration almost zero. However, in practice pedestrians can actually have accelerations.
Therefore a small acceleration is included as a white noise process wi. This results in the following
motion model for pedestrians:

xk|k—1 1 At 0 0 0 0 Thk—1
Thik—1 0 1 0 o0 0 O Th—1
yk\kfl _ 0 0 1 At 0 0 Yk—1 4.9
Uklk—1 0 0 0 1 0 Of |%k- T Wk (4.2.1)
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4.2.2 Constant Turn Rate and Velocity model

The motion of vehicles and cyclist in the = — y plane are dependent on the orientation. This is imple-
mented in the Constant Turn Rate and Velocity model, which presumes that an object moves with fairly
constant velocity & and fairly constant angular turn rate w. For the z-axis a constant velocity model is
used. This results in the following motion model for cyclists and cars:

sin wA¢t _ 1—coswAt

Tklk—1 1 ™ 0 - 0 0 LTk—1
Th|k—1 0 coswAt 0 —sinwAt 0 0 Tr—1
A I L S I sl I (4.2.2)
Uk|k—1 0 sinwAt 0 cos wAt 0 0 Yk—1
Zk|k—1 0 0 0 0 1 At Zk—1
Zklk—1 0 0 0 0 0 1 Zr-1



4.3 Measurement Models

The states of the objects in the environment are estimated using the observations received by the sen-
sors. Each different type of sensor has its own output of the perceived environment, which is not always
the same as the quantities used in the state vector. For instance the radar measures the distance R, the
velocity R the polar angle ¢ and azimuth angle ' of the object with respect to the radar. However the
camera, after processing the image by a classifier, outputs the position-coordinates « and v of the object
in the captured image frame and a corresponding classification c.

T
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Zradar = w Zegmera = |V
. C
T

In order to compare the states with the observations from the sensor, an observation model or measure-
ment model for each type of sensor is required. This measurement model describes how the quantities
of the observation z are related to the quantities used in the object states .

z=h(x)

Besides the observations may include noise or an uncertainty, which is different for each type of sensor
either. This is taken into account in the measurement model by the covariance matrix R.

4.3.1 Radar

The states of the objects in the environment are described according to the Cartesian coordinate sys-
tem of the car. This coordinates system, the car reference frame, is for the DAVI-vehicle located at the
center of the rear axis as shown in the schematic overview in figure 4.3. The radar coordinate system
is however a spherical coordinate system and the radar sensor is in general not located at the location
of the car reference frame. So in order to compare the states with the observations, the states have to
transformed from the cartesian car reference frame to the spherical radar coordinate system. This is
done by first rotating and translating the states to the radar’s coordinate system in Cartesian coordinates
and subsequently these coordinates are transformed into spherical coordinates.

Lcar Tradar . .
Car to Radar Cartesian to spherical

Year —> Yradar —_— 0
(Cartesian)

Zcar Zradar w

4.3.2 Aligning coordinate system of Car to Radar

The first step is aligning the car reference frame to the coordinate system of the radar. The radar is in
general not located at the position of the car reference frame and often rotated. So in order to align the
car reference frame with the coordinate system of the radar, a rotation and translation is applied. When
the radar sensor is mounted onto the vehicle with the angles «,5 and ~ from respectively the x-axis,
y-axis and z-axis with respect to the car reference frame, the rotation matrix becomes

1 0 0 cosf 0 —sinf cosy siny O
R=R.-R,-R.= |0 cosa sina 0 1 0 —siny cosy O
0 —sina cosal |sinf 0 cosp 0 0 1

And when te radar is located at position T..qar = [Az Ay Az]" with respect to the car reference frame,
the total transformation matrix become



Figure 4.3: In order to use the observations for state estimation, the states have to be rotated and translated to the
radar coordinates system and subsequently transformed to spherical coordinates.
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The states are however given with the velocities as well. Even though they are not used in the actual com-
parison with the observation, they have to be included into the measurement model as well. Rearranging
the transformation matrix results in the measurement model of the radar.

"]
X 100000 0"
Zz,radar _ R _Trada’l‘ O 01 0 0 o0 o y
y,radar | — 0 1 0 0O 0 0 1 0 0 ‘Z
Zz,radu/r 0 O O 0 O O 1 B
_1_

]

T

Rii1 0 Rz 0 Riz 0 Az Y

=1|R2z 0 Rz 0 Ras 0 Ayl |y

R:; 0 Rs2 0 Rss 0 Az| |z

z

_1_

Cartesian coordinates to Spherical coordinates

Since the radar measures the objects in the environment in spherical coordinates, the next step would
be to transform the states from Cartesian to spherical coordinates. This step however would make the
measurement model non-linear. An extended Kalman filter could be used to linearize the non-linear



measurement model for each time step.

An easier way is however to transform the measurements first from spherical to Cartesian and subse-
quently use these measurements to compare with the transformed states in the Cartesian radar coordi-
nate system, resulting from in the linear measurement model of 4.3.2. When the sensor measures the
the range r, polar angle 6 and azimuth angle v, the measurements in Cartesian coordinates become

Zz,radar = T * cos@ - COSQ/}
Zy,radar = T - cOS 0 - siny

Zz,radar = T * sin 6

Measurement noise

The process noise takes into account the inaccuracy of the radar sensor. For the used radar sensor in
the DAVI vehicle, the ARS309-2, the process noise is dependent on the measured range r of the object
and therefore different for every object in the environment.

or =0.015 - 7 [m]

oy = 0.1 [deg] (43.1)

Since the measurements are compared with the states in Cartesian coordinates to prevent a non-linear
measurement model, the process noise should be transformed to the Cartesian coordinate system as
well. This is done using the following elements of the covariation matrix R [2].

Ri1 =var(z) = r2ai sin w2 + O'E cos 1/12
Ry = var(y) = rzai cosp? + o2 sinyp? (4.3.2)

Ri2 = cov(z,y) = (07 — ri,05) cosysin g
These elements are however only valid when the following condition is met [2]

2
"% 0.4 (4.3.3)
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4.3.3 Camera

The camera captures an image frame of the environment at each time step. This image frame is subse-
quently processed by a classifier to recognize the objects in the environment. This classifier outputs the
estimated positions u and v of the objects, respectively the horizontal center and vertical bottom, and its
classification C.

Measurement model

The states are described by the position and velocity of an object with respect to the car reference frame.
The camera however uses the 2D coordinates « and v which are relative to the camera coordinate
system. So in order to compare the states and measurements, the positions of the states are first trans-
formed to the camera reference frame and subsequently a projection is made from the 3D coordinates
into the 2D image plane.

Car to Camera Camera to Image plane
Year . Yecamera .
(extrinsic) (intrinsic)

Lcar Tcamera [
Zcar Zcamera

“] (4.3.4)
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Car reference frame to Camera coordinate system

First the position of the states are transformed to the camera coordinate system. This is done the same
way as done with the radar, using a translation and rotation matrix. This results in the transformation
matrix, also called the extrinsic matrix, where T..merq IS the position of the camera with respect to the
car reference frame

Lcamera Lear

Yecamera _ R _Tca'me'ra Year
Zcamera - 0 1 Zcar
1 1
with
1 0 0 cosf 0 —sing cosy siny O
R=R.-R,-R.= |0 cosa sina 0 1 0 —siny cosy O
0 —sina cosal |sinf 0 cosp 0 0 1
Ax
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Camera coordinate system to Image plane

The next step is to transform the 3D camera coordinates into the 2D image plane coordinates. This is
done using the focal length of the camera:

Zx,camera

" fo 0 0|
V=10 F 0 o] |Jreamere (4.3.5)
w/ 0 0 1 O z,calm,era

The resulting coordinates are still in 3D. Dividing u’ and v" by w’ would result in a 2D projection in
homogeneous coordinates. This step would make the measurement nonlinear as well. However note
that if w’ # 0, then

GO 1) = ()

This equivalence makes it possible to write the 2D project in the form of equation 4.3.5 [34]. Since the
camera coordinates are in meters and the image coordinates are in pixels, a scaling has to be applied
as well. These scaling factors m, and m, are dependent on the resolution of the image. Besides the
intersection of the optical axis with the image plane, also called the principal point, corresponds in general
not exactly to the center of the image. This is corrected with a translation zo and yo. At last a difference in
alignment of the camera and image plane could be compensated with a factor s compensating the skew.
Putting all these factors in one matrix results in the camera calibration matrix or the intrinsic matrix.

u m’l‘f s mazo 0 Tcamera
vl = 0 mzf Mayo 0 anme'ra
1 0 0 1 0 camera
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Combining both the extrinsic and intrinsic transformation results in the measurement model of the radar
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Evaluation

In this chapter, the performance of the proposed RCA-CPHD, defined by the tracking accuracy and the
classification accuracy, is evaluated. The evaluation is done in a two step approach; verification and val-
idation. First a verification is done by comparing the performance of the RCA-CPHD with the MM-CPHD
and the CMM-CPHD on simulated data from one radar and one camera. A comparison with the MM-
PHD and CMM-CPHD would not be a fair comparison, given that the CPHD has an improved cardinality
with respect to the PHD filter [78]. Therefore an implementation has been made for the MM-CPHD and
CMM-CPHD by adopting the the MM-PHD and CMM-PHD and implemented in Matlab by adopting the
code of the CPHD from Vo et al. [73]. Two different scenarios are simulated and the performance is
determined by averaging over 100 Monte Carlo runs.

Subsequently the performance is validated by comparing the performance of the RCA-CPHD with the
MM-CPHD and the CMM-CPHD on six real world data experiments recorded with a stereo camera. The
first two experiments are traffic situations recorded with a stereo camera on the DAVI-vehicle. Subse-
quently four experiments are evaluated selected from the KITTI database, a database containing camera
images, laser scans, high precision GPS measurements and IMU accelerations recorded while driving
on German roads [22].

In addition, the performance for both the simulations and the real world data scenarios are determined
for two different classifiers. The two classifiers are the LRR classifier developed by Ghiasi et al. [25] and
the SSD developed by Wei Liu et al. [36] and are described in more detail in section 2.4. The two clas-
sifiers differ in the way of dealing with classification uncertainty and this fundamental difference makes it
interesting for taking into account both classifiers in the evaluation. Both the code of the LRR from Ghiasi
et al. [25] and the code of the SSD from Wei Liu et al. [36] are adjusted to output the class probabilities
for the three considered pedestrian, cyclist and car classes.

In section 5.1 the performance measures of the tracking accuracy and classification accuracy are dis-
cussed. Subsequently in section 5.2 the verification using the simulated data is discussed. An overview
is given of the experiment setup, the used parameters and performance analysis followed by the verifica-
tion conclusion. Then in section 5.3 the validation based on the six different traffic situations is discussed
followed by the conclusion based on the validation results.
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5.1 Performance Measures

In order to compare and evaluate the tracking performance of the different tracking algorithms, perfor-
mance measures are required. The performance is evaluated by two different measures, namely the
tracking accuracy and the classification accuracy. The tracking accuracy describes the accuracy of the
state estimations and is measured by the deviation of the estimated tracks relative to the ground truth.
Given that it is not only important to estimate the states, but also the corresponding classification, the
classification accuracy is used as a second measure to determine the performance. The tracking ac-
curacy is estimated by the deviation in the estimated classification of the tracks relative to ground truth
classification.

5.1.1 Tracking accuracy

The tracking accuracy might be estimated by the absolute error between the state estimates of the tracks
and the corresponding ground truth. However in case a part of the track is missing, for example due to
an incorrect cardinality estimate, there will be no error between the ground truth and the missing part.
That means an incorrect estimation of the cardinality would result in a lower error and thus an increase
in performance. This is prevented by incorporating both the cardinality error and the localisation error
in the tracking accuracy metric. A common used metric in object tracking that incorporates both is the
Optimal SubPattern Assignment (OSPA) metric proposed by Schuhmacher et al. [70].

When considering the state estimates for the tracks at a certain time step X, = {xﬁ), ey x,ﬂ:.”)} and the
corresponding ground truth vectors of the tracks X, = {xélt), ety :rf,?}, then the OSPA distance is as

follows:

1
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With p the order, ¢ the cut-off parameter and d‘) (mﬁi)w@ﬂ) the distance between the state vectors

calculated according to:
d (ay,) 2y))) = min(e, d(af,, 2g,))) (5.1.2)

Where d(z:r, z4¢) is an arbitrary distance metric, as the Root Mean Square Error (RMSE), the Euclidean
or Mahalanobis distance. In the evaluation the Euclidean distance is used. Since only the estimated
location of the objects are considered, the Euclidean distance represents the absolute distance between
the state estimate and ground truth.

Basically the OSPA distance at a certain time step is calculated by the sum of Euclidean distances
between the tracks state estimates at that time step and the corresponding ground truth. If the state
estimate of a track is missing, then that mismatch will be penalized by the cut-off parameter c. To prevent
that an error between a state estimate vector and ground truth vector can have a greater influence on the
OSPA distance than a cardinality mismatch, the Euclidean distance is limited by the cut-off parameter ¢
[52].The order p sets the sensitivity to outliers. In the evaluation the order is one, so outliers have the
same sensitivity with respect to the rest.

When looking only at the OSPA distance, it is not clear if the main contribution to the OSPA distance
is due to a localisation error or due to a cardinality mismatch. So in order to get an insight of the main
contribution to the OSPA distance, next to the OSPA distance also the OSPA localisation error and OSPA
cardinality error are separately calculated:
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5.1.2 Classification accuracy

The classification accuracy is evaluated with the Brier score, also known as the Mean Square Error
(MSE) [6]. This measure is commonly used for assessing the reliability of classifiers, because it does
not only give an insight in when an object is misclassified, but also whether this happens with a high or
low probability [17][82]. The MSE is calculated by the mean square deviation of the estimated class with
respect to the true class. So the average classification MSE per track at a certain time step for a set of
track class estimates C;, = {cﬁi), .‘.,cﬁfa”)} and corresponding ground truth Cy; = {cfilt), ...,c;?)} is as
follows

1 n
MSE = — ;(cgt(o) — ¢ir(0))? (5.1.4)
Where ¢, (0) is the estimated probability corresponding to the true class. So when the classification
estimate is incorrect for all the tracks, the MSE will be 100%, while if the classification estimates for all
tracks are correct, the MSE will be 0%.

In case an object is missed by the filter, for example due to a cardinality mismatch, the MSE for that track
will be 0. In order to see if a low MSE is not caused by a cardinality mismatch, the absolute average
cardinality error per track is also calculated and used as the second metric for the classification accuracy.



5.2 Verification using Simulated Data

The performance of the RCA-CPHD is compared to the performance of the MM-CPHD and CMM-CPHD.
A comparison with the original CPHD would not be a fair comparison, given that the multiple model
variant has already been proven to outperform the CPHD in tracking accuracy [60]. The same principle
counts for a comparison with the MM-PHD instead of the MM-CPHD, since the CPHD filter has an im-
proved cardinality with respect to the PHD filter [78]. Therefore the only decent performance comparison
is one with the MM-CPHD. In the CMM-PHD the class uncertainty is also implemented in the prediction
equation. Therefore it is also interesting to see what the performance of the RCA-CPHD will be com-
pared to this approach. The cardinality distribution is also propagated in the CMM-PHD to prevent an
unfair comparison due to the PHD "target death" problem [60].

The verification of the RCA-CPHD is done with two different scenarios. The first scenario is a simulation
of a real life scenario for verification of the performance in realistic scenarios. Subsequently a second
scenario is simulated for a more challenging scenario, with a higher manoeuvrability of the objects and
higher classification uncertainty, mainly due to occlusion.

Experiment setup

The simulation data is created with PreScan simulation software and the generated data is derived from
a virtual radar and camera operating at 5 hz. The virtual radar has been given the same specifications
as the original Continental ARS 309-2 radar mounted on the Davi Vehicle [9]. The verification of the
performance is done by averaging the simulation results of 100 Monte Carlo runs. Before each Monte
Carlo run, a random noise is added to the generated sensor data to simulate the inaccuracy of the sen-
sors. The random noise is analogous to the specifications of the sensors mounted on the DAVI-vehicle,
resulting in a normal distributed random noise of o, = o, = 0.8 m for the radar data and o, = 0, = 5
pixels for the classified camera data.

Asynchronous update The radar and camera sensor are operating at the same frequency, but are
in reality almost never exactly synchronous. Also during recording is seen that sometimes a data pack-
age from a sensor is not arrived at all. As explained in section 3.1.4 the asynchronous data could be
synchronized first and then used in the tracking filter or by asynchronously updating in the filter.

During the experiments, the filter recursion is done by asynchronously updating. As soon as a data pack-
age is received from the sensor, the filter recursion has been run according to the procedure discussed
in section 4.1. The recursion is run with a time step equal to the difference between the arrival time of
the previous package and the current package. The measurements received by the radar sensor are not
containing classification probabilities. So in case of the radar measurements update, the classification
probabilities of the GM components are not updated by the measurements and the current classifications
are propagated. New appearing targets during the radar measurement update are initialized with equal
class probabilities, so in this case 33% pedestrian, 33% cyclist and 33% car.

Ground truth In order to estimate the performance measures, the ground truth of the tracks is re-
quired. The ground truth is directly obtained from the PreScan simulation software.

Classifier =~ The image frames from the camera are processed by both the LRR and SSD classifier.
As explain in section 2.4, both classifier differ in the way of dealing with classification uncertainty, making
it interesting for taking into account both classifiers. Therefore the 100 Monte Carlo simulations are
run twice, once for the LRR and once for the SSD classifier. As explained in section 2.4 the output
of the classifiers are adjusted to output the probability of all the observed classes. Besides the LRR
classifier outputs the class-probabilities per pixel instead of bounding box. Therefore the bounding boxes
are annotated and the corresponding class-probabilities are determined by the median of all the pixel
class-probabilities in the bounding box.



Filter parameter setup

The RCA-CPHD, MM-CPHD and CMM-CPHD are for both simulations run with similar filter parameters.
An overview of the parameters is given in table 5.1.

Detection probability The detection probability is dependent on the sensor modalities and the amount
of occlusions in the recording. Since the SSD classifier is a detector, the detection results for persons,
bikes and cars for a trained model of VOC2007,VOC2012 and COCO dataset [36] are used for deter-
mining detection probability Pp. The conversion of classification per pixel to bounding boxes for the LRR
classifier is however done by annotation and the detection probability is therefore dependent on the an-
notation process. The average number of bounding boxes with respect to the actual number of objects
in the ground truth is therefore used as the detection probability for the LRR classifier.

Clutter  The conversion of classification per pixel to bounding boxes by annotation in the LRR classi-
fier results in virtually no clutter. Therefore the amount of clutter is set to 0.1 clutter objects per scan. In
the SSD classifier, however, clutter occurs more often. For example when a cyclist is seen as both a bike
and a pedestrian. Therefore the clutter intensity for the SDD is higher with respect to the LRR and is set
to 0.5 clutter objects per scan.

Measurement noise The measurement noise in the measurement models is considered to be the

same as the applied noise on the generated virtual sensor data, namely o, = o, = 0.8 m for the radar
data and o, = o, = 5 pixels for the camera data.

Parameters used in RCA-CPHD, MM-CPHD, CMM-CPHD

Detection probability radar Pp radar 98%
Detection probability LRR classifier Pp LRR 89%
Detection probability SSD classifier Pp,ssp 90%
Clutter intensity LRR ki (2) 0.12biects
Clutter intensity SSD Kk (2) 0.52biects
Survival probability Ps 98%
Merging threshold Tmerge 1
Pruning threshold Tprune 10~° %
Capping threshold Teap 400 GM components
Measurement noise radar O, radar 0.8m
Oy, radar 0.8m
Measurement noise camera Ou,camera 5 pixels
Ov,camera 5 pixels

Parameters used in RCA-CPHD only

Class threshold Te 25°

Class discount Qdiscount 0.95

Table 5.1: Summary of filter parameters used all simulations



5.2.1 Simulation 1

The first scenario is a simulated real life scenario. A representative urban traffic scenario has been se-
lected from the KITTI database, a database containing camera data captured with an equipped vehicle
driving on German roads [22].

The scenario has a duration of 10.5 seconds and has the weather conditions are sunny with no rain or
dust. Four objects are considered in this simulation; 2 cyclists, 1 pedestrian and 1 car, with a maximum of
4 objects at the same time. The objects are moving within a range of 20 meter to 79 meter with respect to
the ego-vehicle. During the scenario the ego-vehicle is parked in front of an intersection, with a footpath
and bicycle path perpendicular to the front of the vehicle as shown in figure 5.1.

e i o NS AR e

Figure 5.1: The first scenario is a representative urban traffic scenario selected from the KITTI database [22]

Course of scenario An overview of the course of the scenario is shown in figure 5.2. In the first 2.5
seconds a pedestrian is appearing in the FOV and walks in a straight line, accompanied by a car parked
on the background. At about 2.5 seconds a cyclist arrives in the FOV and occludes first the parked car
and crosses subsequently the pedestrian between 4.5 and 5 seconds as shown in figure 5.3a. Subse-
quently the pedestrian is occluding the car till 6 seconds as shown in figure 5.3b.

During the occlusions, the second cyclists appears at 5.5 seconds. Meanwhile the pedestrian manoeu-
vrers to the other side of the bike path. At 7.5 seconds the second cyclist occludes first the car and
around 8.5 the cyclist crosses the pedestrian as shown in figure 5.3c and 5.3d. Subsequently both the
pedestrian and cyclist are following the bike path without crossing and occluding till 10.5 seconds.

Figure 5.2: Overview of the course of simulation 1. During the scenario a pedestrian walks on the footpath and
manoeuvrers halfway to the other side of the bicycle path. Meanwhile two cyclists are crossing the pedestrian as they
cycle along the bicycle path. In the background is a vehicle parked, but is outside the range of the overview



(c) cyclist is occluding car at 7.5 sec (d) pedestrian is occluding cyclist at 8.5 sec

Figure 5.3: Objects are occluding and crossing each other multiple times during the simulation.

Analysis

The performance is evaluated by two different measures, namely the tracking accuracy and the classifi-
cation accuracy explained in more depth in section 5.1. First the tracking accuracy results are analysed
for both classifiers and subsequently the classification accuracy.

Tracking accuracy The tracking accuracy is measured by averaging the OSPA distance over 100
Monte Carlo runs for both the LRR classifier and SSD classifier. The result based on SSD classifier and
radar is shown in figure 5.4 and for the LRR classifier and radar in figure 5.5.

In the first 2.5 seconds hardly any difference is observable between the filters. The pedestrian and car
are both detected by all the filters and hardly any difference is observable between the filters. After about
2.5 seconds the first cyclist arrives in the FOV, resulting in an increase in cardinality error for all filters.
The new appearing cyclist is on average faster observed by the RCA-CPHD, resulting in an average
lower OSPA distance for the next second, mainly due to a lower cardinality error.

Between 4 and 6 seconds the classification uncertainty is high due to the successive occlusions. First
the pedestrian is occluding the car at 4.5 seconds as shown in figure 5.3a and the pedestrian is sub-
sequently occluding the car till 6 seconds as shown in figure 5.3b. During these occlusion the OSPA
distance is significantly lower for the RCA-CPHD relative to the MM-CPHD and CMM-CPHD filters. The
cyclist is within the distance range of the occluded pedestrian and is therefore in the MM-CPHD and
CMM-CPHD used for updating the pedestrian’s location. In the RCA-CPHD, however, the cyclist’s class
vector deviates more than the classification threshold and the cyclists measurement is not used for up-
dating the pedestrian. Instead the RCA-CPHD uses the predicted location based on the motion model,
which is during the occlusion more accurate.

The same principle occurs at 7.5 seconds where the second cyclist occludes the car and around 8.5
where the cyclist is occluded by the pedestrian as shown in figure 5.3c and 5.3d. The MM-CPHD and



CMM-CPHD are less able to deal with the successive occlusions, resulting in higher cardinality error
during this period of time. The track of the pedestrian in also regularly mixed up by the cyclist’s track
during the crossing, with as a consequence that the track starts to wander and eventually dies out. This
phenomenon is visible during 9.2 and 10.5 seconds with a higher OSPA distance with respect to the
RCA-CPHD.

Tracking accuracy for simulation 1 and SSD classifier
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Figure 5.4: Tracking accuracy for 100 Monte Carlo runs for simulation 1 with measurements from a radar and SSD
classifier



Tracking accuracy for simulation 1 and LRR classifier
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Figure 5.5: Tracking accuracy for 100 Monte Carlo runs for simulation 1 with measurements from a radar and LRR
classifier

Classification accuracy The classification accuracy is measured by the averaging the classification
MSE and absolute cardinality error over 100 Monte Carlo runs for both the LRR classifier and SSD clas-
sifier. The result for the SSD classifier and LRR classifier are respectively shown in figure 5.6 and 5.7.
The top graph shows the MSE of the classification and the bottom graph the absolute cardinality error.

The occlusion moments are, just as in the tracking accuracy, clearly visible in the classification results.
Although the first occlusion at 2.5 seconds only consequences a cardinality error, there is clearly a clas-
sification error at the other moments for the MM-CPHD and CMM-CPHD with peaks at the highest class
uncertainty occlusions at 4.5 seconds and 8.5 seconds for the LRR classifier. Unlike the MM-CPHD and
CMM-CPHD, the RCA-CPHD has continuously no classification error at all for the SSD and only two
small errors with respect to the MM-CPHD and CMM-CPHD at the highest class uncertainty moments
for the LRR.

Another peak in the classification error is seen between 9.2 and 10.5 seconds. During that period of time
the pedestrian’s track is regularly mixed up by the cyclist’s track during the crossing. This is visible by a
higher classification error for the MM-CPHD and CMM-CPHD, while the RCA-CPHD keeps a nearly zero
classification error.



Classification accuracy for simulation 1 and SSD classifier
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Figure 5.6: Classification accuracy for 100 Monte Carlo runs for simulation 1 with measurements from a radar and
SSD classifier
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Figure 5.7: Classification accuracy for 100 Monte Carlo runs for simulation 1 with measurements from a radar and
LRR classifier

The classification error gives an insight in the average classification accuracy of all the tracks together.
The individual classification result per track is not visible in the error and are therefore visualized in figure
5.8 for the SSD classifier averaged over 100 Monte Carlo runs. The individual classification results for the
LRR classifier are visualized in figure A.1 in Appendix A. Horizontally are the individual tracks visualized
and in vertical direction the result per filter.

In the individual track classifications is clearly visible that the ground truth and the classifications of
the RCA-CPHD are nearly the same. The MM-CPHD and CMM-CPHD do, however, have incorrect
classifications in particular in the pedestrian’s track 2 and the first cyclist’s track 3. During the occlusion
moments at 4.5 and 8.5 seconds both classifications are mixed up, resulting in the classification error.



The mixing up of the pedestrian’s track with the cyclist’s track is also clearly visible in the pedestrian’s
track 2 between 9.2 and 10.5 seconds.

Summary of the results

In this simulation is seen that the MM-CPHD and CMM-CPHD are less able to deal with the classifica-
tion uncertainty caused by successive occlusions and mixing up of tracks during crossings. At these
moments the tracking accuracy and classification accuracy of the MM-CPHD and CMM-CPHD decrease
significantly with respect to the RCA-CPHD. This can also be seen when the OSPA distance and MSE
are averaged over time as shown in table 5.2. Where the MM-CPHD and CMM-CPHD have almost the
same average OSPA distance and average MSE, is the average OSPA distance and average MSE of the
RCA-CPHD significantly lower.

Raw Data MM-CPHD CMM-CPHD  RCA-CPHD

Total Average OSPA Distance LRR [m] - 1.12 1.25 1.01
Total Average OSPA Distance SSD [m] - 1.16 1.1 0.84
Total Average MSE LRR [%] 14.51 12.43 11.95 1.95
Total Average MSE SSD [%)] 7.31 11.15 8.92 0.00

Table 5.2: The total average tracking and classification accuracy for simulation 1. The lowest error per performance
measure is highlighted in bold



CHAPTER 5. EVALUATION

Classification result simulation 1 and SSD classifier
Ground Truth Lo MM-CPHD CMM-CPHD o RCA-CPHD

Track 1

Track 3 Track 2
Classification [%] Classification [%]
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Track 4
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Figure 5.8: Visualization of the classification result for the individual tracks per filter.. In horizontal direction are the
individual tracks shown and in vertical direction the result per filter, with the most left tracks being the ground truth.



5.2.2 Simulation 2

The second simulated scenario is a scenario with higher amount of occlusions and higher manoeuvra-
bility of the objects. The tracking and classification is more challenging in this scenario than in section
5.2.1, making the robustness of the MM-CPHD, CMM-CPHD and RCA-CPHD visible.

The scenario has a duration of 16.5 seconds and has the weather conditions are a sunny day with no
rain or dust. In total 3 objects, a pedestrian, a cyclist and a car, are appearing during the simulation in a
range of 7 meters to 68 meters, with a maximum of 3 objects at the same time. During the scenario the
ego-vehicle is parked in front of an intersection, while a pedestrian, cycling and car manoeuvrer over the
intersection and cross each other several times. An overview of the course of this scenario is shown in
figure 5.9.

Figure 5.9: Overview of the course of the second simulated scenario. This scenario has a higher amount of occlusions
and higher manoeuvrability of the objects

Course of scenario  The simulation starts with a pedestrian walking next to a road and manoeuvrers
towards a pedestrian crossover. After 1.5 seconds a cyclist enters the FOV, which subsequently occludes
and crosses the cyclist from about 3 to 4 seconds as visualized in figure 5.10a. Subsequently from 5.5
to 8 seconds the pedestrian is occluding the cyclist as shown in figure 5.10a and 5.10b. Meanwhile at
8 seconds a car arrives in the FOV and occludes both the pedestrian and cyclist from 9 to 10 seconds.
After 10 seconds, the pedestrian, cyclist and car continue their trajectory without occluding or crossing
each other.

(a) Cyclist is occluding pedestrian at (b) Pedestrian is occluding cyclist at (c) Car is occluding both pedestrian
3-4 sec 5.5-8 sec and cyclist at 8-10 sec

Figure 5.10: Objects are crossing each other multiple times while manoeuvring.



Analysis

The performance is evaluated by two different measures, namely the tracking accuracy and the classifi-
cation accuracy explained in more depth in section 5.1. First the tracking accuracy results are analysed
for both classifiers and subsequently the classification accuracy.

Tracking accuracy The tracking accuracy results are shown in figure 5.11 and figure 5.12 for re-
spectively the SSD and LRR classifier. The pedestrian is initialized for all three filters in the first second
without a significant difference in error. The arrival of the cyclist at 1.5 seconds results in a cardinality
error in all three filters. The RCA-CPHD initializes the cyclist on average faster than the MM-CPHD and
CMM-CPHD, resulting in a lower OSPA cardinality and OSPA distance error from about 2 seconds

The successive occlusions and crossings between 3 and 10 seconds result in a classification uncertainty.
During this classification uncertainty, the MM-CPHD and CMM-CPHD have an higher OSPA distance
with respect to the RCA-CPHD. After 10 seconds, the pedestrian, cyclist and car continue their trajectory
without occluding or crossing each other. During that time period, there is no classification uncertainty
and the MM-CPHD, CMM-CPHD and RCA-CPHD have a nearly similar OSPA distance.

Tracking accuracy for simulation 2 and SSD classifier
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Figure 5.11: Tracking accuracy for 100 Monte Carlo runs for simulation 2 with measurements from a radar and SSD
classifier



Tracking accuracy for simulation 2 and LRR classifier
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Figure 5.12: Tracking accuracy for 100 Monte Carlo runs for simulation 1 with measurements from a radar and LRR
classifier

Classification accuracy  The class uncertainty due to occlusion is even more visible in the classi-
fication accuracy results shown in figure 5.13 for the SSD classifier and 5.13 for the LRR classifier. At
the three occlusion moments at about 3.5 seconds, 5.5 to 8 seconds and 9 seconds, the classification
error shows a peak in the classification MSE for the MM-CPHD and CMM-CPHD. For the RCA-CPHD
is, however, no classification error observable at all for the SSD and a small error for the LRR at the
occlusion of both object by the car at 9 seconds.

Besides there is also a peak observable in the MSE with the SSD classifier at 2.5 seconds and a peak
at 12.5 seconds. At these moments the SSD detected also a pedestrian in the cyclist. The RCA-CPHD
recognizes the difference in classification and ignores this mis-detection during the update of the cyclist.
The MM-CPHD and CMM-CPHD, however, use the mis-detection in their update resulting in a classifica-
tion error.

When looking at the classification result of the individual tracks for the SSD classifier, the class uncertain
moments are clearly visible in the tracks as well. The multiple occlusions between 3.3 and 10 seconds
result in an incorrect classification for the MM-CPHD and CMM-CPHD, while the RCA-CPHD keeps the
correct classification for the tracks.

The result of an occlusion for a longer period of time is observable between 9 and 10 seconds, for
example in the pedestrian track 1. The RCA-CPHD retains the correct classification for the first few
time steps of the occlusion, but after not receiving a measurement corresponding to that object, the
track is terminated at 9 seconds. At 10 seconds a new measurement arrives and the track is continued
again. The MM-CPHD and CMM-CPHD, however, are updating the track a little longer with the incorrect
measurement visible by the incorrect classification of the pedestrian track 1 between 9-10 seconds. The



incorrect measurement pollutes the track estimate, resulting in a higher OSPA distance and potential
wandering of the track.

Classification accuracy for simulation 2 and SSD classifier
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Figure 5.13: Classification accuracy for 100 Monte Carlo runs for a simulated scenario with high occlusion and ma-
noeuvring objects using measurements from a radar and SSD classifier

Classification accuracy for simulation 2 and LRR classifier
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Figure 5.14: Classification accuracy for 100 Monte Carlo runs for a simulated scenario with high occlusion and ma-
noeuvring objects using measurements from a radar and LRR classifier



CHAPTER 5. EVALUATION

Classification result simulation 2 and SSD classifier
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Figure 5.15: Visualization of the classification result for the individual tracks per filter. In horizontal direction are the
individual tracks shown and in vertical direction the result per filter, with the most left tracks being the ground truth.

Summary of the results

The RCA-CPHD has a higher tracking- and classification accuracy during the high classification uncer-
tainty moments with respect to the MM-CPHD and CMM-CPHD in the examined simulation. This is also
seen in the average OSPA distances and average MSE over the entire simulation. The RCA-CPHD has
a significantly lower OSPA distance and lower MSE for both classifiers with respect to the CMM-CPHD
and MM-CPHD.

Raw Data MM-CPHD CMM-CPHD  RCA-CPHD

Total Average OSPA Distance LRR [m] - 1.19 1.21 0.94
Total Average OSPA Distance SSD [m] - 1.02 0.93 0.77
Total Average MSE LRR [%] 14.20 9.07 6.28 1.77
Total Average MSE SSD [%)] 5.70 9.08 2.62 0.01

Table 5.3: The total average tracking and classification accuracy for simulation 2. In bold the lowest error is highlighted
per performance measure.



5.2.3 Verification Conclusion

The results of both simulations show that for every individual simulation, the RCA-CPHD has a significant
higher tracking accuracy compared to the MM-CPHD and CMM-CPHD during classification uncertain

moments, like occlusions, crossings and misclassifications:

Simulation 1 Simulation 2

RCA-CPHD 1.01 m 0.94m

CMM-CPHD 1.25m 1.21m

MM-CPHD 1.12m 1.19m
LRR classifier

Simulation 1 Simulation 2

RCA-CPHD 0.84m 0.77m

CMM-CPHD 1.11m 0.93m

MM-CPHD 1.16m 1.02m
SSD classifier

Table 5.4: Summary of OSPA error for all simulations

In addition, the results also show that for every individual simulation, the RCA-CPHD has a significant
higher classification accuracy during the classification uncertain moments:

Simulation 1 Simulation 2

RCA-CPHD 1.96 % 1.77 %

CMM-CPHD 11.96 % 6.28 %

MM-CPHD 12.43 % 9.07 %
LRR classifier

Simulation 1 Simulation 2

RCA-CPHD 0.00 % 0.01 %

CMM-CPHD 6.60 % 2.62%

MM-CPHD 9.56 % 9.08 %
SSD classifier

Table 5.5: Summary of classification MSE for all simulations

To validate whether the simulations are also representative for real world scenarios, the tracking accuracy
and classification accuracy are also evaluated for two different scenarios with real world data in section

5.3.



5.3 Validation using Real Data

In the validation step, the performance of the RCA-CPHD is, just like the verification, compared to the
performance of the MM-CPHD and CMM-CPHD. The performance comparison in the verification step
was done using simulated data. In the validation step is examined whether the results of the verification
step are also representative for real world data.

Experiment setup

The validation is done on real world data from six different traffic situations. The data used in experiment
1 and 2 is recorded with a stereo camera mounted on the DAVI vehicle. Experiment 3,4,5 and 6 are
selected traffic situations from the KITTI database, a database containing camera images, laser scans,
high precision GPS measurements and IMU accelerations recorded while driving on German roads [22].

Ground truth In contrast to the simulations, there is no ground truth on the real data. A commonly
used method for defining the ground truth for object detection and tracking is by human annotation of
the camera images [26]. The KITTI database provides annotation labels for a number of recordings,
however for this specific recordings there were no labels available. The annotation is therefore for all
experiments done using the annotation tool VATIC developed by Vondrick et al. [79]. A disparity map
is created using both stereo images and based on the intrinsic and extrinsic parameters of the stereo
camera, the annotations are converted to ego vehicle coordinate system. Subsequently the ground truth
is obtained by Kalman Smoothing to correct annotation irregularities and measurement noise.

Classifier =~ The image frames from the left camera are processed by both the LRR and SSD classifier.
As explain in section 2.4, both classifier differ in the way of dealing with classification uncertainty, making
it interesting for taking into account both classifiers. Therefore the experiment is run twice, once for
the LRR and once for the SSD classifier. As explained in section 2.4 the output of the classifiers are
adjusted to output the probability of all the observed classes. Besides the LRR classifier outputs the
class-probabilities per pixel instead of bounding box. Therefore the bounding boxes are annotated and
the corresponding class-probabilities are determined by the median of all the pixel class-probabilities in
the bounding box.

Filter parameter setup

The RCA-CPHD, MM-CPHD and CMM-CPHD are run with similar parameters and an overview of the
used parameters given in table 5.6.

Detection probability The detection probability is dependent on the sensor modality and the amount
of occlusions in the recording. Since the SSD classifier is a detector, the detection results for persons,
bikes and cars for a trained model of VOC2007,VOC2012 and COCO dataset [36] are used for deter-
mining detection probability Pp. The conversion of classification per pixel to bounding boxes for the LRR
classifier is however done by annotation and the detection probability is therefore dependent on the an-
notation process. The average number of bounding boxes with respect to the actual number of objects
in the ground truth is therefore used as the detection probability for the LRR classifier.

Clutter  The conversion of classification per pixel to bounding boxes by annotation in the LRR classi-
fier results in virtually no clutter. Therefore the amount of clutter is set to 0.1 clutter objects per scan. In
the SSD classifier, however, clutter occurs more often. For example when a cyclist is seen as both a bike
and a pedestrian. Therefore the clutter intensity for the SDD is higher with respect to the LRR and is set
to 0.5 clutter objects per scan.



Parameters used in RCA-CPHD, MM-CPHD, CMM-CPHD

Detection probability LRR classifier Pp.LRR 89%
Detection probability SSD classifier Pp.ssp 90%
Clutter intensity LRR K(z) 0.12%iccts
Clutter intensity SSD K(z) 0.52%iccts
Survival probability Ps 98%
Merging threshold Tmerge 1
Pruning threshold Tprune 10~° ”“mbei:w
Capping threshold Teap 400 GM components
Measurement noise classifier oy 5 px

oy 5 px

Od,camera 0.25 px

Parameters used in RCA-CPHD only

Class threshold Te 25°

Class discount Qdiscount 0.95

Table 5.6: Summary of filter parameters used in all real world data experiments

5.3.1 Experiment 1

The first traffic situation is a representative urban traffic situation recorded at an intersection near the TU
Delft campus. An overview of the intersection, from the viewpoint of the DAVI vehicle, is shown in figure
5.16.

Figure 5.16: Experiment 1 is a representative urban traffic situation recorded near the TU Delft campus

The experiment data is recorded with a stereo camera mounted on the DAVI vehicle. The recording has
a total length of 13 seconds and is recorded with a frequency of 5 hz. The weather condition were slightly
cloudy with no rain or dust and the total number of objects, consisting of pedestrians, cyclists and cars,
is 13. The maximum number of objects at the same time is 6 and the objects are ranging from 5 to 31
meters.

Course of recording The recording starts with two pedestrians walking on a footpath, a cyclist on
a bike path behind it, a car making a turn on the road on the background and a parked car on the right
of the FOV as shown in figure 5.17a. At 0.8 seconds a cyclist appears in the FOV and is subsequently
occluded by the two pedestrians at 1.0 seconds and 1.4 seconds as shown in figure 5.17b. After being
occluded, the cyclist is visible again and then occluding a car at 1.6 seconds as shown in figure 5.17c.
At the same time between 1.2 seconds and 2.8 seconds the two pedestrians are occluding a parked car
after each other as also shown in figure 5.17c.



After 5.8 seconds, seven cyclists pass the FOV successively and disappear again between 8.4 and 12.7
seconds as shown in figure 5.17d. During the passing, the cyclists occlude consecutively the parked
park.

(c) Pedestrians are occluding the parked car in 1.3 - (d) Multiple cyclists occlude successively the parked
2.8 sec carin 6 - 9 seconds

Figure 5.17: Overview course and events of experiment 1

Analysis

The performance is evaluated by two different measures, namely the tracking accuracy and the classifi-
cation accuracy explained in more depth in section 5.1. First the tracking accuracy results are analysed
for both classifiers and subsequently the classification accuracy.

Tracking accuracy The tracking accuracy results are shown in figure 5.18 and figure 5.19 for respec-
tively the SSD and LRR classifier. Between 0.8 and 3 seconds there is a classification uncertainty due
to multiple occlusions. During these occlusions the RCA-CPHD is more able to distinguish the different
objects from each other. This results in a lower cardinality error and therefore in a lower OSPA distance
in the first 3 seconds for both types of classifiers compared to the MM-CPHD and CMM-CPHD. Between
3 and 5.4 seconds all the moving objects are leaving the FOV without occlusions and the parked car is
noticed by all three filters. During this period there is virtually no classification uncertainty, which results
in an equivalent OSPA distance in this period of time for the LRR classifier. The occlusion, however, have
caused a lower cardinality estimate for the MM-CPHD when using the SSD.

After 5.8 seconds, the seven cyclists pass the FOV successively and disappear again between 8.4 and
12.7 seconds as shown in figure 5.17d. During the passing, the cyclists occlude consecutively the
parked park, resulting in a classification uncertainty. During the passing, the OSPA distance is lower
for the RCA-CPHD with respect to the MM-CPHD and CMM-CPHD. The RCA-CPHD initiates the tracks
faster and is more able to distinguish the different tracks. In addition, the SSD classifier causes multiple
misclassifications of the cyclists, resulting in false alarms of pedestrians as shown in figure 5.17d. The
misclassifications are in the MM-CPHD and CMM-CPHD used in the update step, while they are filtered
out in the gating step of RCA-CPHD. The misclassifications disturb the association process and therefore
cause a larger cardinality error.



Tracking accuracy for experiment 1 and SSD classifier
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Figure 5.18: Tracking accuracy for experiment 1 using SSD classifier
Tracking accuracy for experiment 1 and LRR classifier
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Figure 5.19: Tracking accuracy for experiment 1 using LRR classifier



Classification accuracy  The classification accuracy results are shown in figure 5.20 and 5.21 for re-
spectively the SSD and LRR classifier. The class uncertainty due to the pedestrian occluding the cyclist
is clearly visible by the MSE peaks at 1.1 seconds for the LRR classifier. The occlusions of the parked
car by the cyclist and pedestrians in the first second are not visible in the MSE, since the cyclist was not
initiated by the MM-CPHD and CMM-CPHD in the first second. Since the tracks are not initiated, they
result in a cardinality error as seen in the first seconds. The RCA-CPHD, however, did initiate all objects
already in the first second, resulting in a lower cardinality error and OSPA distance. This difference is
also visible in the individual track classifications visualized in figure 5.22 and A.3.

Between 6-9 the parked car is continuously occluded by passing cyclists. During this time period the track
of the parked car is not noticed by all the filters and no classification error results from these occlusions.
After 9 seconds, the parked car is visible for a short period of time and initiated again. The subsequent
occlusions from cyclists passing the parked car result in an increase in the MSE error after 9 seconds.
Besides the RCA-CPHD is able to identify more of the cyclists than the MM-CPHD and CMM-CPHD
during this period of time, resulting in a lower cardinality error.

Classification accuracy - experiment 1 with SSD classifier
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Figure 5.20: Classification accuracy for experiment 1 using SSD classifier

Classification accuracy - experiment 1 with LRR classifier

™ T T T
5 Raw data I
= 80 |-|=== MM-CPHD i —
& ~ = CMM-CPHD ]
£ 60 || === RCA-CPHD ra _
& I 1
i A
& 0 ot M B
o i i
H 20 e [ AR -
= FR " ‘| ME N
N Pl bey d I I it T | I L
2 4 6 8 10 12
6
- 5
c
G4
oy
=3
<
D2
T
!
o |

Time [s]

Figure 5.21: Classification accuracy for experiment 1 using LRR classifier



Classification result per track - experiment 1 with SSD classifier
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Figure 5.22: Visualization of the classification result for the individual tracks per filter. In horizontal direction are the
individual tracks shown and in vertical direction the result per filter, with the most left tracks being the ground truth.



Summary of the results

The results of experiment 1 show that the RCA-CPHD has a higher tracking- and classification accuracy
during classification uncertainty moments, e.g. occlusions and crossings, with respect to the MM-CPHD
and CMM-CPHD. This is also seen in the average OSPA distances and average MSE over the entire
recording. The RCA-CPHD has a significantly lower OSPA distance and lower MSE for both classifiers
with respect to the CMM-CPHD and MM-CPHD.

Rawdata MM-CPHD CMM-CPHD RCA-CPHD

Total Average OSPA Distance LRR [m] - 1.80 1.67 1.22
Total Average OSPA Distance SSD [m] - 1.71 1.43 1.21
Total Average MSE LRR [%] 1.94 4.72 0.62 0.40
Total Average MSE SSD [%)] 7.21 0.72 0.12 0.00

Table 5.7: The total average tracking and classification accuracy for simulation 1. In bold the lowest error is highlighted
per performance measure.



5.3.2 Experiment 2

The second traffic situation is recorded at another intersection near the TU Delft campus and the record-
ing is characterized by a higher classification of uncertainty. An overview of the intersection, from the
viewpoint of the DAVI vehicle, is shown in figure 5.23.

Figure 5.23: The second traffic situation is an urban traffic situation with high classification uncertainty recorded near
the TU Delft campus

The experiment data is, just like experiment 1, recorded with a stereo camera mounted on the DAVI
vehicle. The recording has a total length of 22 seconds and is recorded with a frequency of 5 hz. The
weather condition were slightly cloudy with no rain or dust and the total number of objects, consisting of
pedestrians, cyclists, motorized cargo bike and cars, is 6. The maximum number of objects at the same
time is 3 and the objects are ranging from 4 to 65 meters.

Course of recording The recording starts with a pedestrian walking on a bus platform and after
1.2 seconds a car appears in the FOV as shown in figure 5.24a. Subsequently at 5.4 seconds a cyclist
appears in the FOV, which occludes the car at 6.8 seconds as shown in figure 5.24b.

At 11.2 a motorized cargo bike and bus appear, which occlude both the car and and pedestrian as shown
in figure 5.24c. The cargo bike is mostly recognized as a cyclist, but has a class uncertainty of being a
car. At 14.8 seconds a cyclist appears on the bike path and occludes first the cargo bike at 16.2 seconds
and subsequently the pedestrian at 17.4 seconds as shown in figure 5.24d.

Analysis

The performance is evaluated by two different measures, namely the tracking accuracy and the classifi-
cation accuracy explained in more depth in section 5.1. First the tracking accuracy results are analysed
for both classifiers and subsequently the classification accuracy.

Tracking accuracy  The tracking accuracy results are shown in figure 5.25 and figure 5.26 for re-
spectively the SSD and LRR classifier. The pedestrian is difficult detect in the first 5.4 seconds, with
as a consequence a high class uncertainty for the pedestrian for the LRR classifier and no detections
for the SSD classifier. These missed detection in the SSD classifier results in an equal classification
error and equal OSPA distance for all three filters. The high class uncertainty for the pedestrian with the
LRR classifier, however, does result in a difference in cardinality between the RCA-CPHD with respect
to the MM-CPHD and CMM-CPHD. The RCA-CPHD is able to initialize the car faster, resulting in a lower
cardinality error between 2.5 and 65.4 seconds for both classifiers.



(c) Cargo bike appears and bus appear and occlude both (d) Cyclist occludes first the cargo bike and subsequently
the car and pedestrian at 11.2 seconds the pedestrian

Figure 5.24: Overview of classification uncertain moments in urban traffic situation with high classification uncertainty

The appearance of the cyclist at 5.4 seconds increases the cardinality of all the filters. As a result the
MM-CPHD and CMM-CPHD initialize the cars track as well and the difference in cardinality error is cor-
rected at 6 seconds. Since the cyclist occludes the car for several time steps, the cars track dies out
for one time step for the RCA-CPHD at 7 seconds, resulting in a cardinality error at that time step. The
MM-CPHD and CMM-CPHD allow the possibility to update with the incorrect classified measurement,
causing the track to continue exist, but with a classification error at the same time.

At 11.2 the motorized cargo bike and bus appear, which occlude both the car and and pedestrian as
shown in figure 5.24c. The cargo bike is mostly recognized as a cyclist, but has a class uncertainty of
being a car. At 14.8 seconds a cyclist appears on the bike path and occludes first the cargo bike at
16.2 seconds and subsequently the pedestrian at 17.4 seconds as shown in figure 5.24d. The cyclist
appearing at 14.8 seconds is faster initialized by the RCA-CPHD, resulting in a lower OSPA cardinality
error for the SSD classifier. The subsequent occlusion of this cyclist cause a cause a mix up between the
tracks in the MM-CPHD and CMM-CPHD for the SSD classifier. This results in a larger OSPA distance
with respect to the RCA-CPHD during that period of time. The classification uncertainty in the LRR during
this time period is low, resulting in virtually no difference between the three filters for the LRR classifier.



Tracking accuracy for experiment 2 and SSD classifier
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Figure 5.25: Tracking accuracy for experiment 2 using SSD classifier

Tracking accuracy for experiment 2 and LRR classifier
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Figure 5.26: Tracking accuracy for experiment 2 using LRR classifier



Classification accuracy  The classification accuracy for both the SSD and LRR classifier is shown
in respectively figure 5.27 and 5.28. Since the pedestrian is difficult to detect in the first seconds, the
class uncertainty is high in the first five seconds. This is visible at the peaks at 1, 2 and 4 seconds in the
MSE of the LRR classifier. During that period of time, the pedestrian was missed by the SSD classifier,
resulting in a cardinality error.

Between 5 and 8 seconds the SSD creates multiple false alarms by classifying the cyclist as both a
cyclist and pedestrian. At 6 and 8 seconds the false alarms are influencing the track of the MM-CPHD
and CMM-CPHD, resulting in a peak in the MSE at these time steps. This is also visible in the individual
track classification of track 3 shown in figure 5.29. The individual track classification visualization for the
LRR classifier is shown in figure A.8

Between 16 and 18 seconds the cyclist occludes the cargo bike and pedestrian, with as a consequence
a mix up of the tracks in the MM-CPHD and CMM-CPHD and a high MSE in the SSD classifier. This

is also clearly visible in the pedestrians track 2 shown in the classification visualizations of the tracks in
figure 5.29.

Classification accuracy - experiment 2 with SSD classifier
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Figure 5.27: Classification accuracy for experiment 2 using SSD classifier



Classification accuracy - experiment 2 with LRR classifier
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Figure 5.28: Classification accuracy for experiment 2 using LRR classifier

Summary of results

The results of experiment 2 show that the RCA-CPHD has a higher tracking- and classification accuracy
during the high classification uncertainty moments with respect to the MM-CPHD and CMM-CPHD. This
is also seen in the average OSPA distances and average MSE over the entire recording as shown in

table 5.8. The RCA-CPHD has a significantly lower OSPA distance and lower MSE for both classifiers
with respect to the CMM-CPHD and MM-CPHD.

Rawdata MM-CPHD CMM-CPHD  RCA-CPHD

Total Average OSPA Distance LRR [m] - 1.30 1.29 1.08
Total Average OSPA Distance SSD [m] - 2.11 2.10 1.78
Total Average MSE LRR [%)] 4.54 1.21 0.33 0.09
Total Average MSE SSD [%] 9.50 9.17 9.05 0.45

Table 5.8: The total average tracking and classification accuracy for experiment 2. In bold the lowest error is high-
lighted per performance measure.



Classification result per track - experiment 2 with SSD classifier
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Figure 5.29: Visualization of the classification result for the individual tracks per filter. In horizontal direction are the
individual tracks shown and in vertical direction the result per filter, with the most left tracks being the ground truth.



5.3.3 Experiment 3

The third experiment is a recording selected from the KITTI database, a database containing camera
images, laser scans, high precision GPS measurements and IMU accelerations recorded while driving
on German roads [22]. An overview of the intersection, from the viewpoint of the vehicle, is shown in
figure 5.30.

Figure 5.30: Experiment 3 is a traffic situation selected from the Kitti database. The ego vehicle is waiting in front of
an intersection, while 7 pedestrians, 3 cyclist and 1 vehicle are observed.

In this experiment, the stereo colour camera recording is used, recorded at 5 hz with a resolution of
1224x370 pixels. The experiment recording has a total length of 15.2 seconds and the weather condition
of the recording were slightly cloudy with no rain or dust. During the recording a total number of 11
objects are observed, consisting of 7 pedestrians, 3 cyclists and 1 car with a maximum of 9 objects at
the same time.

Course of recording The recording starts with pedestrian 1 crossing the road ahead, another
pedestrian 2 walking towards a building on a footpath on the left side of the ego-vehicle and a parked car
on the background as shown in figure 5.31a. At 2.2 seconds pedestrian 1 starts occluding the parked
car and at 2.4 seconds a new pedestrian 3 appears at the cyclist path. During the occlusion cyclist 1 and
another pedestrian 4 are appearing at 2.6 seconds as shown in figure 5.31b. At 2.8 seconds the new
appeared cyclist 1 occludes pedestrian 3 path till 3.4 seconds.

Subsequently at 3.6 seconds another two pedestrians, respectively pedestrian 5 and 6, and a cyclist 2
appear, resulting in a total number of 8 objects in the FOV. At 4 seconds, cyclist 2 occludes pedestrian
3 as shown in figure 5.31c and at 6.4 seconds pedestrian 7 appears on the cycle path. All objects then
continue their way without occluding or crossing each other and at respectively 7.2, 8.4 and 9.4 seconds
cyclist 1, cyclist 2 and pedestrian 1 leave the FOV.

At 11.2 seconds pedestrian 3 occludes the parked car. Subsequently at 12.6 seconds a new cyclist 3
appears in the field of view, which crosses pedestrian 7 at 13.6 seconds as shown in figure 5.31d. Cyclist
3 then occludes pedestrian 4,5 and 6 at 15 seconds.



(b) Two pedestrians and a cyclist appear at 2.6 seconds
car while another pedestrian is occluding the parked car

(c) Two pedestrians and cyclist appeared on the left and (d) A new cyclist appears and crosses a pedestrian on the
subsequently the cyclist occludes a pedestrian at 4 sec  cycle path and 13.6 seconds

Figure 5.31: Overview course and events of experiment 3

Analysis

The performance is evaluated by two different measures, namely the tracking accuracy and the classifi-
cation accuracy explained in more depth in section 5.1. First the tracking accuracy results are analysed
for both classifiers and subsequently the classification accuracy.

Tracking accuracy The tracking accuracy results are shown in figure 5.32 and figure 5.33 for respec-
tively the SSD and LRR classifier. During the initiation of the tracks in the first second, the MM-CPHD
is mixing up the track of pedestrian 1 and the parked car for the SSD classifier. This results in a larger
OSPA error in the first second for the MM-CPHD, first due to a cardinality and subsequently due to a
larger localisation error caused by an incorrect measurement-to-track association. For the LRR classifier
all tracks are correct initialized, resulting in virtually no difference between the different approaches in
the first two seconds.

Between 2 and 2.5 seconds pedestrian 1 occludes the parked car and at the same time a cyclist and
pedestrian are appearing in the FOV. The RCA-CPHD initiates the new tracks faster and is more able to
distinguish the different tracks. This results in a lower OSPA for both the SSD and LRR classifier during
this period of time. The appearance of two pedestrians and a cyclist at 3.6 seconds and the following
occlusions between 4 and 4.4 seconds result in a lower OSPA for the RCA-CPHD compared to the MM-
CPHD and CMM-CPHD for both classifiers.

Between 7.2 and 9.4 the two cyclists and a pedestrian are leaving the FOV. The RCA-CPHD is more able
to distinguish the different tracks, with as a consequence a lower cardinality error for both classifiers. At
11.2 seconds, pedestrian 3 occludes the car, resulting in a lower OSPA distance for the RCA-CPHD with
respect to the other filters for the SSD classifier. The crossing of pedestrian 7 and cyclist 3 at 13.6 results
in a lower OSPA error for the LRR classifier.
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Figure 5.32: Tracking accuracy for experiment 3 using SSD classifier
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Figure 5.33: Tracking accuracy for experiment 4 using LRR classifier



Classification accuracy  The classification accuracy for both the SSD and LRR classifier is shown in
respectively figure 5.34 and 5.35. The MM-CPHD is mixing up the track of pedestrian 1 and the parked
car for the SSD classifier during initialization of the tracks, resulting in a classification error in the first
second. Between 2 and 3 seconds, pedestrian 1 is occluding the parked car. This creates a classification
uncertainty, resulting in a classification error for the MM-CPHD and CMM-CPHD with the LRR classifier.
This is in contrast to the RCA-CPHD, which shows virtually no error during the occlusion.

Between 3.6 and 4.6 the SSD creates multiple false alarms classifying the cyclists as both a cyclist and
pedestrian. The false alarms are influencing the tracks of the MM-CPHD and CMM-CPHD, resulting in a
peak in the MSE. The occlusion of cyclist 2 and pedestrian 1 at 4 seconds results in an increased MSE
for the MM-CPHD with the LRR classifier.

Between 7.2 and 8 seconds, cyclist 2 and pedestrian 3 are approaching each other. The RCA-CPHD
is able to distinguish the different tracks due to the difference in classification, while the MM-CPHD and
CMM-CPHD are mixing up the two tracks. This result in a MSE in classification for the MM-CPHD and
CMM-CPHD, while the RCA-CPHD has no error at all. The same principle then also happens at 13.6
seconds, when pedestrian 7 and cyclist 3 are crossing each other. This is visible at the peak in MSE for
the MM-CPHD with the LRR classifier.
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Figure 5.34: Classification accuracy for experiment 3 using SSD classifier
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The results of experiment 3 show that the RCA-CPHD has a higher tracking- and classification accuracy
in classification uncertain moments, e.g. occlusions, crossings and misclassifications, with respect to the
MM-CPHD and CMM-CPHD. This is also seen in the average OSPA distances and average MSE over
the entire recording as shown in table 5.9. The RCA-CPHD has a significantly lower OSPA distance and
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Figure 5.35: Classification accuracy for experiment 3 using LRR classifier

ults

lower MSE for both classifiers with respect to the CMM-CPHD and MM-CPHD.

Rawdata MM-CPHD CMM-CPHD RCA-CPHD

Total Average OSPA Distance LRR [m] - 1.46 1.59 1.39
Total Average OSPA Distance SSD [m] - 1.56 1.64 1.36
Total Average MSE LRR [%] 5.52 1.81 3.19 0.35
Total Average MSE SSD [%)] 3.69 2.81 1.18 0.00

Table 5.9: The total average tracking and classification accuracy for experiment 3. In bold the lowest error is high-

lighted per perform

ance measure.
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Figure 5.36: Visualization of the classification result for the individual tracks per filter. In horizontal direction are the
individual tracks shown and in vertical direction the result per filter, with the most left tracks being the ground truth.



5.3.4 Experiment 4

Experiment 4 is a recording selected from the KITTI database, a database containing camera images,
laser scans, high precision GPS measurements and IMU accelerations recorded while driving on Ger-
mand roads [22]. An overview of the intersection, from the viewpoint of the vehicle, is shown in figure
5.37.

Figure 5.37: Experiment 4 is a traffic situation selected from the KITTI database. The ego vehicle is waiting in front of
an intersection, while 10 cars, 1 motorcycle and 1 cyclist are crossing the intersection.

In this experiment, the stereo colour camera recording is used, recorded at 5 hz with a resolution of
1224x370 pixels. The experiment recording has a total length of 14 seconds and the weather condition
of the recording were sunny. During the recording a total number of 12 objects are observed, consisting
of 10 cars, 1 motorcycle and 1 cyclist with a maximum of 5 objects at the same time.

Course of recording The recording starts with car 1 crossing the road ahead, cars 3 and 4 waiting
to cross the road ahead in front of a traffic light, another car 2 waiting in front of a traffic light on the
other side of the road and a cyclist crossing the cycle road a head as shown in figure 5.38a. After 2
seconds, car 3 and 4 start driving and sequentially occlude the cyclist from 2.8 to 3.8 seconds as shown
in figure 5.38b. Meanwhile at 2.4 second car 5 and 6 arrive in the FOV and occlude the cyclist from 4 to
5 seconds. At 4.8 seconds car 7 arrives in the field of view, which subsequently occludes the cyclist at
5.4 seconds as shown in figure 5.38c .

At 8 seconds another car 8 appears followed by a motorcycle at 8.6 seconds. Subsequently at 11.6 sec-
onds car 8 turns off the main road, after which it is passed by the motorcycle as shown in figure 5.38d.
The motorcycle then occludes car 1. Meanwhile at respectively 10.8, 11.4 and 13 seconds car 9, 10 and
11 arrive. Car 9 has a higher speed with respect to the rest and thereby overtakes the motorcycle at 13.2
seconds as shown in figure 5.38d.



(a) Start of recording with car 1 crossing the road, car 2
on the other side, car 3 and 4 waiting to cross the road (b) From 2.8 to 3.8 seconds car 3 and 4 are occluding the
and a cyclist on the cycle path cyclist

(c) At 11.6 seconds car 8 turns off the main road, after
which it is passed by the motorcycle (d) At 13.2 seconds car 9 overtakes the motorcycle

Figure 5.38: Overview course and events of experiment 4

Analysis

The performance is evaluated by two different measures, namely the tracking accuracy and the classifi-
cation accuracy explained in more depth in section 5.1. First the tracking accuracy results are analysed
for both classifiers and subsequently the classification accuracy.

Tracking accuracy The tracking accuracy results are shown in figure 5.39 and figure 5.40 for respec-
tively the SSD and LRR classifier. At 1.4 seconds the SSD classifier classifies the rider as pedestrian,
while the bike is not detected. Due to the difference in classification, the RCA-CPHD is not using the
rider for updating the cyclist’s track. The MM-CPHD and CMM-CPHD only take into account the location
and therefore use the incorrect measurement. This results in a higher OSPA distance of the MM-CPHD
and CMM-CPHD with respect to the RCA-CPHD at 1.4 seconds with the SSD classifier.

After 2 seconds, car 3 and 4 start driving and sequentially occlude the cyclist from 2.8 to 3.8 seconds as
shown in figure 5.38b. During the occlusion, the OSPA distance is lower for the RCA-CPHD with respect
to the other approaches. The RCA-CPHD also initiates car 5 and 6 faster at 2.4 seconds with respect to
the MM-CPHD and CMM-CPHD with the LRR classifier, resulting in a lower OSPA error.

At 8.6 seconds the motorcycle appears, which drives close behind the car in front of him. The MM-
CPHD and CMM-CPHD are mixing up both tracks, resulting in a higher OSPA distance with respect to
the RCA-CPHD. At 11.6 seconds, the car turns off the main road and is overtaken by the motorcycle.
The RCA-CPHD is more able to distinguish both tracks, resulting in a lower OSPA distance with both
classifiers.
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Figure 5.39: Tracking accuracy for experiment 4 using SSD classifier

Tracking accuracy for experiment 4 with LRR classifier
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Figure 5.40: Tracking accuracy for experiment 4 using LRR classifier



Classification accuracy  The classification accuracy for both the SSD and LRR classifier is shown
in respectively figure 5.41 and 5.42. At 1.4 seconds the SSD classifier classifies the rider as pedestrian,
while the bike is not detected. This results in a classification error for the CMM-CPHD and MM-CPHD,
while the RCA-CPHD has no classification error.

After 2 seconds, car 3 and 4 start driving and sequentially occlude the cyclist from 2.8 to 3.8 seconds as
shown in figure 5.38b. During this occlusion, the CMM-CPHD and MM-CPHD are using the measure-
ments from the car to update the cyclist’s track. This results in a larger classification MSE with respect to
the RCA-CPHD. The classification error is also clearly visible in the classification results of the individual
tracks visualized in figure 5.43 between 2.8 and 3.8 seconds for track 3.

At 8.6 seconds the motorcycle appears, which drives close behind the car in front of him. The MM-CPHD
and CMM-CPHD are mixing up both tracks, resulting in a classification error. The RCA-CPHD is able to
separate both tracks and has no error during this period of time.

Classification accuracy - experiment 4 with SSD classifier
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Figure 5.41: Classification accuracy for experiment 4 using SSD classifier
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Figure 5.42: Classification accuracy for experiment 4 using LRR classifier



Summary of results

In the results of experiment 4 is seen that the RCA-CPHD has a higher tracking- and classification
accuracy during classification uncertain conditions with respect to the MM-CPHD and CMM-CPHD. This
is also seen in the average OSPA distances and average MSE over the entire recording as shown in
table 5.10. The RCA-CPHD has a significantly lower OSPA distance and lower MSE for both classifiers
with respect to the CMM-CPHD and MM-CPHD.

Rawdata MM-CPHD CMM-CPHD RCA-CPHD

Total Average OSPA Distance LRR [m] - 1.45 1.55 1.31
Total Average OSPA Distance SSD [m] - 1.59 1.62 1.46
Total Average MSE LRR [%] 1.28 5.56 3.61 0.08
Total Average MSE SSD [%] 2.87 7.08 7.36 0.00

Table 5.10: The total average tracking and classification accuracy for experiment 4. In bold the lowest error is high-
lighted per performance measure.
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Figure 5.43: Visualization of the classification result for the individual tracks per filter. In horizontal direction are the
individual tracks shown and in vertical direction the result per filter, with the most left tracks being the ground truth.



5.3.5 Experiment 5

The fifth experiment is a recording selected from the KITTI database, a database containing camera
images, laser scans, high precision GPS measurements and IMU accelerations recorded while driving
on Germand roads [22]. An overview of the intersection, from the viewpoint of the vehicle, is shown in
figure 5.44.

Figure 5.44: Experiment 5 is a traffic situation selected from the Kitti database. The ego vehicle is waiting in front of
an intersection, while 5 pedestrians, 5 cyclist and 1 car pass.

In this experiment, the stereo colour camera recording is used, recorded at 5 hz with a resolution of
1224x370 pixels. The experiment recording has a total length of 15 seconds and the weather condition
of the recording were slightly cloudy with no rain or dust. During the recording a total number of 11
objects are observed, consisting of 5 pedestrians, 5 cyclists and 1 car with a maximum of 8 objects at
the same time.

Course of recording The experiment starts with three pedestrians 1, 2 and 3 walking and cyclist
1 cycling on a cycle path in front of the car, a pedestrian 4 walking on the other side of the intersection
and a car parked on the background as shown in figure 5.45a. After 0.6 seconds cyclist 1 occludes first
pedestrian 4, subsequently the car at 1 second and crosses then pedestrian 1 at 1.8 seconds as shown
in figure 5.45b.

Meanwhile at 1.2 seconds two cyclists 2 and 3 appear, which also occlude the pedestrian 4, car and
pedestrian 1 at respectively 2.2, 2.4 and 3.6 seconds as shown in figure 5.45c. At 4 seconds cyclist 2
and 3 are crossing pedestrian 2 and 3 and subsequently disappear at 5.8 seconds.

At 6.6 seconds pedestrian 5 appears, followed by cyclist 4 at 9.6 seconds. Cyclist 4 crosses pedestrian
5at 10.4 seconds and occludes at the same time first pedestrian 4 and subsequently the parked car as
shown in figure 5.45d. Meanwhile cyclist 5 appears in the FOV, which first occludes pedestrian 4 at 11
seconds, then occludes the car at 11.4 seconds and subsequently crosses pedestrian 4 at 11.6 seconds.
All road users then continue their way without occluding or crossing each other.



(a) start of recording with four pedestrians, 1 cyclistand a (b) cyclist 1 occludes first pedestrian 4 and subsequently
parked car the parked car at 0.6 seconds

(c) Cyclists 2 and 3 first occlude both the car and pedes-
trian 4 and then pedestrian 2 and 3 at 5.8 seconds. trian 4 and the car

Figure 5.45: Overview course and events of experiment 5

Analysis

The performance is evaluated by two different measures, namely the tracking accuracy and the classifi-
cation accuracy explained in more depth in section 5.1. First the tracking accuracy results are analysed
for both classifiers and subsequently the classification accuracy.

Tracking accuracy Between 0.6 seconds and 1 second cyclist 1 occludes first pedestrian 4 and
the parked car and subsequently crosses pedestrian 1 at 1.8 seconds. Meanwhile at 1.2 seconds two
cyclists 2 and 3 appear, which also occlude the pedestrian 4, car and pedestrian 1 at respectively 2.2,
2.4 and 3.6 seconds as shown in figure 5.45¢. During the occlusion and crossing, the OSPA distance is
smaller for the RCA-CPHD with respect to the other approaches.

At 4 seconds cyclist 2 and 3 are crossing pedestrian 2 and 3, with as a consequence a lower OSPA
distance with respect to the MM-CPHD and CMM-CPHD with the LRR classifier.

Cyclist 4 crosses pedestrian 5 at 10.4 seconds and occludes at the same time first pedestrian 4 and
subsequently the parked car as shown in figure 5.45d. Meanwhile cyclist 5 appears in the FOV, which
first occludes pedestrian 4 at 11 seconds, then occludes the car at 11.4 seconds and subsequently
crosses pedestrian 4 at 11.6 seconds. During the occlusion and crossing, the OSPA distance is smaller
for the RCA-CPHD with respect to the other approaches with both classifiers.
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Figure 5.46: Tracking accuracy for experiment 5 using SSD classifier
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Figure 5.47: Tracking accuracy for experiment 5 using LRR classifier



Classification accuracy  The classification accuracy for both the SSD and LRR classifier is shown in
respectively figure 5.48 and 5.49. The multiple occlusions and crossings between 0.6 and 4.5 seconds,
result in an classification error for the MM-CPHD and CMM-CPHD, while the RCA-CPHD has no error
during these classification uncertain conditions. The classification error due to the occlusions is also
clearly visible in the classification result for the individual tracks shown in figure 5.50 for track 1 and track
4.

Between 6 and 10 seconds the car’s track is several times updated by measurements from pedestrian 4
with the LRR classifier. During these moments a classification error is visible for the CMM-CPHD shown
in figure 5.49.

Between 10.4 and 11.6 seconds there are several occlusions and crossings after each other, with as a
consequence a classification error for the MM-CPHD and CMM-CPHD with both classifiers. The RCA-
CPHD however has no error during these classification uncertainty.

Classification accuracy - experiment 5 with SSD classifier
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Figure 5.48: Classification accuracy for experiment 5 using SSD classifier
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Figure 5.49: Classification accuracy for experiment 5 using LRR classifier



Summary of results

The results of experiment 5 show that the RCA-CPHD has a higher tracking- and classification accuracy
during the high classification uncertainty moments with respect to the MM-CPHD and CMM-CPHD. This
is also seen in the average OSPA distances and average MSE over the entire recording as shown in
table 5.11. The RCA-CPHD has a significantly lower OSPA distance and lower MSE for both classifiers
with respect to the CMM-CPHD and MM-CPHD.

Rawdata MM-CPHD CMM-CPHD RCA-CPHD

Total Average OSPA Distance LRR [m] - 1.14 1.21 0.97
Total Average OSPA Distance SSD [m] - 1.72 1.64 1.44
Total Average MSE LRR [%)] 4.43 5.14 10.11 0.56
Total Average MSE SSD [%)] 3.81 7.19 8.72 0.13

Table 5.11: The total average tracking and classification accuracy for experiment 5. In bold the lowest error is high-
lighted per performance measure.
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Figure 5.50: Visualization of the classification result for the individual tracks per filter. In horizontal direction are the
individual tracks shown and in vertical direction the result per filter, with the most left tracks being the ground truth.



5.3.6 Experiment 6

Experiment 6 is a recording selected from the KITTI database, a database containing camera images,
laser scans, high precision GPS measurements and IMU accelerations recorded while driving on Ger-
mand roads [22]. An overview of the intersection, from the viewpoint of the vehicle, is shown in figure
5.51.

Figure 5.51: Experiment 6 is a traffic situation selected from the Kitti database. The ego vehicle is waiting in front of a
traffic light, while 5 pedestrians, 1 cyclist and 2 cars are passing.

In this experiment, the stereo colour camera recording is used, recorded at 5 hz with a resolution of
1224x370 pixels. The experiment recording has a total length of 15 seconds and the weather condition
of the recording were cloudy with no rain or dust. During the recording a total number of 8 objects are
observed, consisting of 5 pedestrians, 1 cyclist and 2 cars with a maximum of 7 objects at the same time.

Course of recording The recording starts with pedestrian 1,2 and 3 and cyclist 1 crossing a pedes-
trian crossover in front of the ego vehicle and car 1 is waiting in front of a traffic light at the other side of
the intersection as shown in figure 5.52a. After 1.4 seconds, two pedestrians 4 and 5 and a car 2 appear
in the FOV. At 1.8 seconds car 2 is occluded by pedestrian 1 and 2 and at the same time pedestrian 3
and cyclist 1 are crossing each other as shown in figure 5.52b.

(a) start of recording with pedestrians 1,2,3 crossing the (b) At 1.8 seconds car 2 is occluded by pedestrian 1 and
pedestrian crossover and car 1 waiting in front of a traffic 2, while at the same time pedestrian 3 and cyclist 1 are
light crossing each other

- pirs X

(c) At 3.8 seconds pedestrians 4 and 5 are occluding car = )
1 (d) At 5.8 seconds pedestrian 4 and 5 are occluding car 2

Figure 5.52: Overview course and events of experiment 6



At 3.8 seconds pedestrian 4 and 5 are occluding car 1 while crossing the pedestrian crossover as shown
in figure 5.52c. The same happens for car 2, when it is occluded by pedestrian 4 and 5 at 5.8 seconds
as shown in figure 5.52d. Subsequently all road users continue their way without occluding or crossing
each other. At 7.6 seconds car 1 starts driving and turns into the side street.

Analysis

The performance is evaluated by two different measures, namely the tracking accuracy and the classifi-
cation accuracy explained in more depth in section 5.1. First the tracking accuracy results are analysed
for both classifiers and subsequently the classification accuracy.

Tracking accuracy  The tracking accuracy results are shown in figure 5.53 and figure 5.54 for re-
spectively the SSD and LRR classifier. At 1.4 seconds the number of objects is increased with 3 objects,
resulting in a cardinality error. The RCA-CPHD initiates the new objects faster, resulting in a lower OSPA
distance with respect to the other approaches. At 1.8 seconds the class uncertainty increases due to an
occlusion of car 2 by pedestrian 1 and 2 and at the same time a crossing of pedestrian 3 and cyclist 1 as
shown in figure 5.52b. During these classification uncertain period of time, the RCA-CPHD has a lower
OSPA distance with respect to the MM-CPHD and CMM-CPHD.

At 5.8 seconds car 2 is occluded by pedestrian 3 and 5. During the occlusion, the RCA-CPHD has a
more accurate cardinality estimate with the SSD classifier, resulting in a lower OSPA distance.
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Figure 5.53: Tracking accuracy for experiment 6 using SSD classifier



Tracking accuracy for experiment 6 with LRR classifier
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Figure 5.54: Tracking accuracy for experiment 6 using LRR classifier

Classification accuracy  The classification accuracy for both the SSD and LRR classifier is shown in
respectively figure 5.55 and 5.56. At 0.6 seconds the SSD classifier misclassified the cyclist as a pedes-
trian, resulting in a classification error for the MM-CPHD and CMM-CPHD. The RCA-CPHD, however, is
not using the misclassification in the update step and has therefore no error.

At 1.8 seconds the occlusion is clearly visible with the LRR classifier, where both the MM-CPHD and the
CMM-CPHD have a classification error. The other occlusion at 5.8 second also results in a MSE for the
MM-CPHD and CMM-CPHD, while the RCA-CPHD has no error at all.
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Figure 5.55: Classification accuracy for experiment 6 using SSD classifier
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Figure 5.56: Classification accuracy for experiment 6 using LRR classifier

Summary of results

The results of experiment 6 show that the RCA-CPHD has a higher tracking- and classification accuracy
during the high classification uncertainty moments, e.g. occlusions, crossings and misclassifications,
with respect to the MM-CPHD and CMM-CPHD. This is also seen in the average OSPA distances and
average MSE over the entire recording as shown in table 5.12. The RCA-CPHD has a significantly lower
OSPA distance and lower MSE for both classifiers with respect to the CMM-CPHD and MM-CPHD.

Raw data MM-CPHD CMM-CPHD  RCA-CPHD
Total Average OSPA Distance LRR [m] - 1.24 1.23 1.09
Total Average OSPA Distance SSD [m] - 1.44 1.34 1.24
Total Average MSE LRR [%)] 3.67 4.73 3.33 0.01
Total Average MSE SSD [%)] 2.07 0.29 0.08 0.00

Table 5.12: The total average tracking and classification accuracy for experiment 6. In bold the lowest error is high-
lighted per performance measure.
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Figure 5.57: Visualization of the classification result for the individual tracks per filter. In horizontal direction are the
individual tracks shown and in vertical direction the result per filter, with the most left tracks being the ground truth.



5.3.7 Validation Conclusion

The results of the validation show that for every individual experiment the RCA-CPHD has a significant
higher tracking accuracy compared to the MM-CPHD and CMM-PHD during classification uncertain mo-
ments, like occlusions, crossings and misclassifications:

experiment 1 Experiment2  Experiment3  Experiment4  Experiment5  Experiment 6

RCA-CPHD 1.22m 1.08 m 1.39m 1.31m 0.97 m 1.09m
CMM-CPHD 1.67m 1.29m 1.59m 1.55m 1.21m 1.23m
MM-CPHD 1.80m 1.30m 1.46 m 1.45m 1.14m 1.24m

Table 5.13: Summary of OSPA error for all experiments with LRR classifier. The lowest OSPA error is highlighted in
bold.

experiment 1 Experiment2  Experiment3  Experiment4  Experiment5  Experiment 6

RCA-CPHD 121 m 1.78 m 1.36 m 1.46 m 144 m 124 m
CMM-CPHD 1.43m 2.10m 1.64m 1.62m 1.64m 1.34m
MM-CPHD 1.71m 211 m 1.56 m 1.59 m 1.72m 1.44m

Table 5.14: Summary of OSPA error for all experiments with SSD classifier. The lowest OSPA error is highlighted in
bold.

In addition, the results also show that for every individual experiment, the RCA-CPHD has a significant
higher classification accuracy during the classification uncertain:

experiment 1 Experiment2  Experiment3  Experiment4  Experiment5  Experiment 6

RCA-CPHD 0.40 % 0.09 % 0.35 % 0.08 % 0.56 % 0.01 %
CMM-CPHD 0.62 % 0.33 % 3.19 % 3.61 % 10.11 % 3.33 %
MM-CPHD 1.94 % 4.54 % 1.81% 5.56 % 5.14 % 4.73 %

Table 5.15: Summary of classification MSE for all experiments with LRR classifier. The lowest classification MSE is
highlighted in bold.

experiment 1 Experiment2  Experiment3  Experiment4  Experiment5  Experiment 6

RCA-CPHD 0.00 % 0.45 % 0.00 % 0.00 % 0.13 % 0.00 %
CMM-CPHD 0.72 % 9.17 % 1.18 % 7.36 % 8.72% 0.08 %
MM-CPHD 721 % 9.50 % 2.81 % 7.08 % 719 % 0.29 %

Table 5.16: Summary of classification MSE for all experiments with SSD classifier. The lowest classification MSE is
highlighted in bold.



Concluding Remarks

6.1 Conclusion

Autonomous driving could be a unique opportunity to increase these traffic safety, traffic flow efficiency
and to reduce emissions in future [30]. In order to operate reliably and accurately, autonomous driving
vehicles and autonomous features require an accurate perception of the infrastructure and other road
users in the surrounding. Multi-object tracking is the process concerned with the estimation of the states
of the objects in the environment, given the noisy measurements from the sensors. In addition to the
estimation of the states, it is also necessary to estimate the classification of the objects e.g. for a cor-
rect situation analysis and path planning. Classifiers are used to detect and classify objects from image
frames, however the classification is sometimes incorrect or uncertain. This results in a decrease of
tracking accuracy and classification accuracy in classification uncertain conditions. The contribution in
this work is, by keeping the classification uncertainty in the tracking approach and using it in all steps, to
jointly improve the tracking accuracy as well as the classification.

The main challenge in multi-object tracking lies in the correct association of the measurements with the
corresponding tracks of the objects. This association is challenging due to undetected or false alarms
of objects by the sensors, closely packed or crossing objects and dense clutter measurements. Also
objects appear and disappear continuously from the vehicle’s field of view in traffic situations. This cre-
ates an uncertainty about the number of objects, making the measurement-to-track association even
harder. Most traditional multi-object tracking approaches are focused on the explicit association of the
measurements and tracks. Due to the explicit measurement-to-track association, these approaches are
computational intensive in general [60] [74]. Mahler proposed the Probability Hypothesis Density (PHD)
[47], an object tracking approach based on Random Finite Sets (RFS), which explicitly avoids the as-
sociation of measurements. The PHD filter is computational tractable due to its propagation of the first
order approximation of the Multi Object Bayes recursion. However the PHD filter assumes a Poisson
distribution in the number of targets, resulting in a high variance in the cardinality when the number of
objects increases. The Cardinalized PHD (CPHD) solves the instability in the number of objects by si-
multaneously propagation the probability hypothesis density and the cardinality distribution. The more
stable estimation comes however at the cost of a higher computational complexity.

Classifiers are used to detect and classify objects from image frames. This classification is used for a
correct situation analysis and path planning, the next steps after multi-object tracking. The classification
is also used in the MM-PHD proposed by Mahler et al. [45] and CMM-PHD proposed by Meissner et al.
[50] to improve the prediction step of the PHD filter, using class-specific motion models. The classifi-
cation results from the classifiers are, however, sometimes incorrect. In that case the incorrect motion
model is selected in the prediction step, resulting in a less accurate tracking. In addition, in situations with
closely packed or crossing objects, tracks of unequal class can be mixed up, causing the classification
of the object to change incorrectly. So during classification uncertain conditions and the possibility of
updating tracks with measurements of unequal class result in a reduction of the tracking accuracy and
the classification accuracy.
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In this thesis a more robust multi-sensor multi-object tracking approach for dealing with classification
uncertainty, called the Robust Classification Aided CPHD (RCA-CPHD), is proposed. Instead of using
binary classifications, the RCA-CPHD is making use of the classification probabilities in the filter. In the
MM-CPHD, the classification is only used in the prediction step of the filter. In the RCA-CPHD, however,
the class-probabilities are used in all steps of the filter. The prediction is done using class-specific motion
models based on the classification uncertainty, resulting in a more accurate prediction. In addition, the
likelihood of measurements and tracks is not only based on localisation, but also on similarity in classi-
fication in the update step. A track with a certain class is therefore not influenced by a measurement of
another class, preventing a mix up of tracks e.g. during crossing objects. Also the gating process is also
based on likelihood in classification, instead of localisation only. New appearing objects close to another
object, but with a different classification, are therefore faster initiated.

The performance of the proposed RCA-CPHD, defined by the tracking accuracy and the classification
accuracy, is evaluated in a two step approach; verification and validation. First a verification is done by
comparing the performance of the RCA-CPHD with the MM-CPHD and the CMM-CPHD on simulated
data from one radar and one camera. Two different scenarios are simulated and the performance is
determined by averaging over 100 Monte Carlo runs. Subsequently the performance is validated by
comparing the performance of the RCA-CPHD with the original MM-CPHD and the CMM-PHD on six
real world data experiments from a stereo camera and the two different classifiers. Two experiments are
recorded with a stereo camera on the DAVI-vehicle and four experiments are selected from the KITTI
database [22]. The validation results show that the RCA-CPHD outperforms the MM-CPHD and CMM-
PHD in both tracking accuracy and classification accuracy for all six experiments.

In addition, the verification and the validation of the performance is done for two different classifiers. The
two classifiers are the LRR classifier developed by Ghiasi et al. [25] and the SSD developed by Wei
Liu et al. [36]. The two classifiers differ in the way of dealing with classification uncertainty. Both the
code of the LRR from Ghiasi et al. [25] and the code of the SSD from Wei Liu et al. [36] are adjusted
to output the class probabilities for the three considered classes. The RCA-CPHD outperforms the
MM-CPHD and CMM-PHD in both tracking accuracy and classification accuracy during classification
uncertain conditions for both classifiers in the simulations and the real data scenarios.

6.2 Discussion

For the evaluation of the RCA-CPHD, the output of the classifier has been adjusted to output the probabil-
ity of the observed classes only and the other considered classes are neglected. The class probabilities
contain therefore not the actual uncertainty of the classifier, but given a detection, the corresponding
probabilities of being a pedestrian, cyclist and car. This creates the possibility of an object to be classi-
fied high for an observed class, while it was actually lower classified due to an uncertainty in classification
with non-observed classes. This however does not affect the performance of the compared filters in clas-
sification uncertain conditions.

Besides the RCA-CPHD is evaluated on urban traffic situations. The performance evaluation is therefore
particularly valid for urban environments. For a more complete overview of the performance in automotive
application, the evaluation should be extended with driving tests on the highway.

6.3 Future Work

In the evaluation of the RCA-CPHD three different types of road users are considered, namely pedestri-
ans, cyclists and cars. In future work this could be extended with more road users like trucks, motorcy-
cles, mopeds, etc. and their corresponding motion models. The use of more models in the RCA-CPHD
would result in an increase in computational load, since for each class a duplicate is created. However
since the RCA-CPHD uses uncertainties, instead of a transition matrix with jump probabilities as used in
the MM-CPHD and CMM-PHD, it is no longer needed to predict and propagate the very unlikely classes.



For example if an object is classified as 40% pedestrian, 60% cyclist and 0% car, it is not necessary to
propagate a duplicate for the car. If only the duplicates are propagated from the uncertain classes, an
advantage will be gained in computational load.

In addition, the RCA-CPHD uses a constant detection probability based on the sensor modalities. When
using a classifier, the detection probability is, however, different per class. For example pedestrians and
cars often have a higher detection probability than cyclists. Since the class-probabilities are propagated,
a unique detection probability per GM component could be composed based on the corresponding class
probabilities.

Information about the classification and corresponding uncertainty has been obtained from measure-
ment features from the sensors. However kinematics features of the estimated track could also give
information about the classification. For example very recently Fortin et al. [19] proposed the Credal
Classification MM-PHD filter which uses kinematic behaviour for classification and Meissner et al. [50]
uses the maximum speed of an object as information about the classification. The use of kinematic fea-
tures in the RCA-CPHD in addition to the measurement features would therefore be interesting for future
research.

The implementation of the RCA-CPHD is evaluation with one radar and one camera sensor. In order
to use the RCA-CPHD for autonomous driving, the implementation should be extended with multiple of
these sensor couples covering the entire surrounding of the vehicle. Besides the evaluation is done in
urban environment. In future research, driving tests on the highway would be interesting to obtain a more
complete overview of the performance.
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Figure A.1: Visualization of the classification result for the individual tracks per filter. In horizontal direction are the
individual tracks shown and in vertical direction the result per filter, with the most left tracks being the ground truth.
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APPENDIX A. APPENDIX A PLOTS WITH CLASSIFICATION RESULTS PER TRACK
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Figure A.2: Visualization of the classification result for the individual tracks per filter. In horizontal direction are the
individual tracks shown and in vertical direction the result per filter, with the most left tracks being the ground truth.
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Figure A.3: Visualization of the classification result for the individual tracks per filter. In horizontal direction are the
individual tracks shown and in vertical direction the result per filter, with the most left tracks being the ground truth.
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Figure A.4: Visualization of the classification result for the individual tracks per filter. In horizontal direction are the
individual tracks shown and in vertical direction the result per filter, with the most left tracks being the ground truth.
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Figure A.5: Visualization of the classification result for the individual tracks per filter. In horizontal direction are the
individual tracks shown and in vertical direction the result per filter, with the most left tracks being the ground truth.
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Figure A.6: Visualization of the classification result for the individual tracks per filter. In horizontal direction are the
individual tracks shown and in vertical direction the result per filter, with the most left tracks being the ground truth.
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Figure A.7: Visualization of the classification result for the individual tracks per filter. In horizontal direction are the
individual tracks shown and in vertical direction the result per filter, with the most left tracks being the ground truth.
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Figure A.8: Visualization of the classification result for the individual tracks per filter. In horizontal direction are the
individual tracks shown and in vertical direction the result per filter, with the most left tracks being the ground truth.



