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A B S T R A C T

Conventional Deep Learning (DL) methods for bearing health indicator (HI) adopt supervised approaches,
requiring expert knowledge of the component degradation trend. Since bearings experience various failure
modes, assuming a particular degradation trend for HI is suboptimal. Unsupervised DL methods are scarce
in this domain. They generally maximise the HI monotonicity built in the middle layer of an Autoencoder
(AE) trained to reconstruct the run-to-failure signals. The backpropagation (BP) training algorithm is unable
to perform this maximisation since the monotonicity of HI subsections corresponding to input sample batches
does not guarantee the monotonicity of the whole HI. Therefore, existing methods achieve this by searching AE
hyperparameters so that its BP training to minimise the reconstruction error also leads to a highly monotonic
HI in its middle layer. This is done using expensive search algorithms where the AE is trained numerous
times using various hyperparameter settings, rendering them impractical for large datasets. To address this
limitation, a small Convolutional Autoencoder (CAE) architecture and a hybrid training algorithm combining
Particle Swarm Optimisation and BP are proposed in this work to enable simultaneous maximisation of the HI
monotonicity and minimisation of the reconstruction error. As a result, the HI is built by training the CAE only
once. The results from three case studies demonstrate this method’s lower computational burden compared to
other unsupervised DL methods. Furthermore, the CAE-based HIs outperform the indicators built by equivalent
and significantly larger models trained with a BP-based supervised approach, leading to 85% lower remaining
useful life prediction errors.
1. Introduction

Bearings are one of the most critical components in many machines.
According to numerous studies about the distribution of failures in
different wind turbine components, bearings are by far the most likely
to fail among the sub-assemblies (Rezamand et al., 2020). In electric
motors, depending on the type and size of the machine, bearing faults
account for about 40% to about 90% of all failures (Bianchini et al.,
2011). Therefore, the successful prediction of the remaining useful
life (RUL) of bearings can lead to a considerable increase in system
availability and a reduction in operations and maintenance (O&M)
costs by preventing unplanned failures and affording adequate time to
optimally plan maintenance interventions.

The construction of Health Indicators (HIs), which quantify the
bearings’ level of degradation through time, is a crucial step towards
successful RUL prediction. Since bearing degradation is a highly mono-
tonic process, resulting from irreversible changes starting at the micro-
scale and propagating gradually until failure (Kipchirchir et al., 2023),
monotonic trends in the constructed HIs represent a key requirement
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E-mail addresses: a.eftekharimilani@tudelft.nl (A.E. Milani), d.zappala@tudelft.nl (D. Zappalá), s.j.watson@tudelft.nl (S.J. Watson).

and play a crucial role in defining reliable prognostic approaches (Guo
et al., 2018). The HI monotonic trend is commonly assessed by criteria
such as monotonicity and trendability (Moradi et al., 2023).

During the last decade, due to the availability of industrial big data,
numerous data-driven approaches have been successfully applied for
bearing HI construction (Zhou et al., 2022). Traditional HI construction
methods generally involve the manual extraction of features from
raw signals in the time, frequency, and time–frequency domains (Rai
and Upadhyay, 2016), followed by the application of feature selec-
tion and fusion. Statistical measures, such as Variance (Zhang et al.,
2023), Root Mean Square (RMS) (Wang et al., 2023), Kurtosis, and
Skewness (Ding et al., 2021; Wang et al., 2016) have been used for
extracting degradation features from the time domain. Furthermore,
various methods, such as Fourier and Wavelet transform (Yuan et al.,
2017) and Empirical Model Decomposition (Lu et al., 2016), have
been extensively applied for feature extraction from the frequency and
time–frequency domains. Most of these approaches rely on complex
and labour-intensive feature selection and extraction techniques and
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Table 1
Deep Learning-based approaches for bearing HI construction validated on the PHM 2012 dataset.

Paper Input Learning Model Degradation trend

Guo et al. (2017) Hand-crafted features Supervised RNN Linear
Yoo and Baek (2018) Time–frequency domain Supervised CNN Linear
Guo et al. (2018) Time domain Supervised CNN Linear
Ren et al. (2018) Time–frequency domain Supervised CNN Linear
Wu et al. (2019) Various Supervised CNN Various
Li et al. (2019) Time–frequency domain Supervised CNN Linear
She and Jia (2019) Time domain Supervised CNN Linear
Chen et al. (2021) Time domain Supervised CAE Quadratic
Jiang et al. (2022) Time domain Supervised CNN-RNN Quadratic
Wang et al. (2022) Time domain features Supervised CNN Linear
Zhuang et al. (2024) Time and Time–frequency domain Supervised Attention Linear
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adopt conventional and shallow Machine Learning methods for feature
fusion (Sim et al., 2023). As a consequence, they usually lack prognostic
apability and adaptability (Yoo and Baek, 2018).

Recently, various Deep Learning (DL) methods have been developed
for constructing HIs from sensor signals of degrading equipment. These

ethods learn features directly from signals in time (Wang et al.,
2022), frequency (Wu et al., 2019), or time–frequency domain (Zhuang
et al., 2024), obviating the need for lengthy and, in some cases,
computationally expensive feature extraction and selection procedures.

his new trend has been partly enabled by the increased availability
f open-access datasets, allowing researchers to test and validate their
ethods. One example is the PHM 2012 bearing prognostic challenge
ataset (Nectoux et al., 2012), which contains run-to-failure bearing

vibration data related to 17 experiments performed under three distinct
operational conditions and has been widely used as a benchmark for
data-driven bearing prognostic methods. Table 1 summarises the key
eatures of some of these methods in terms of the type of input data
sed, the learning approach, the DL model implemented, and the
ssumed degradation trend.

All these methods implement supervised learning for HI construc-
tion, requiring prior expert knowledge of the degradation trend. The

ajority of these approaches assume that bearings degrade linearly
ith time. This assumption oversimplifies the problem and does not

apture the stochastic nature intrinsic to most complex degradation
rocesses. Adopting supervised methods requires not only the assump-
ion of a specific HI regime, such as linear or exponential, but also
he knowledge of the parameters describing it. This introduces strong
onstraints and limits the indicator generalisation ability and adaptabil-
ty to describe various bearing failure modes. Since degradation can
evelop with different trends and speeds under various working con-
itions, assuming the correct behaviour without in-depth information
n the true failure mechanism is not trivial and often requires expert
omain knowledge.

These limitations can be overcome by adopting an unsupervised
pproach for HI construction, which does not require prior knowl-
dge of the degradation mechanism (Wen et al., 2024). However,

despite some applications in fault detection (Cha and Wang, 2017)
nd diagnosis (Tao et al., 2023), very few unsupervised DL meth-

ods have been proposed in the literature for bearing HI construction.
Unsupervised methods based on Gaussian mixtures and on manual
selection and fusion of time domain features are proposed in Wen et al.
(2024) and Duong et al. (2018), respectively. This work focuses on

L-based unsupervised methods due to the proven superiority of these
pproaches in feature extraction and fusion. These methods generally
dopt an Autoencoder (AE) (Wang and Cha, 2020), which reconstructs
he input signals in its output, passing them through a bottleneck in its
iddle layer where the HI is built. Since degradation is generally an

rreversible process, the closer the HI is to a monotonic function, the
closer it describes the degradation trend. Therefore, the objectives are
he minimisation of the AE reconstruction error and the maximisation
f the HI monotonicity. Guo et al. (2022) proposes a multi-scale CAE,

an unsupervised framework, to extract several features from signals in
2 
the time domain. They are then weighted and fused to construct the
I. The CAE hyperparameters are set using a Genetic Algorithm (GA),

and the feature weights are obtained by a quadratic programming-
based optimisation of a trendability metric. The GA-based setting of the
hyperparameters entails a heavy computational burden since several
CAEs are trained by backpropagation (BP) until convergence at each
algorithm generation. In addition, the extracted features are fused

anually, forgoing one of the most valuable benefits of DL-based HI
onstruction methods, i.e., automatic feature extraction and fusion.
n Yang et al. (2018), an unsupervised method based on a Deep Sparse

Autoencoder (SAE) is proposed. Maximising the monotonicity of small
portions of the HI corresponding to batches of SAE input samples does
not guarantee the monotonicity of the whole HI. Therefore, it is impos-
sible to train the SAE using BP to maximise the HI monotonicity along

ith minimising the reconstruction error. Therefore, in Yang et al.
(2018), the SAE architecture and the hyperparameters are searched by
trial and error so that the SAE builds a highly monotonic HI when
trained by BP to minimise the reconstruction error. In a follow-up
paper (Yang et al., 2022), a random search algorithm is developed to set
he SAE hyperparameters. Although it has the benefit of removing the
eed for trial and error, this approach leads to a heavy computational
urden. To overcome this problem, in Milani et al. (2020), the SAE

architecture and hyperparameters are set using a multi-objective co-
operative co-evolutionary optimisation algorithm. Despite being more
time-efficient compared to trial and error and random search, this
method is still computationally expensive since several SAEs are trained
by BP until convergence at each generation of the co-evolutionary
algorithm. Therefore, it is not feasible in real-world applications with
large signal datasets.

To overcome these limitations and enable an efficient implementa-
ion of unsupervised DL for bearing HI construction, this work proposes
 CAE that is trained using a novel hybrid algorithm. This algorithm
ombines Particle Swarm Optimisation (PSO) (Poli et al., 2007) and

BP to simultaneously maximise the HI monotonicity in its middle layer
and minimise the reconstruction error. CAE is adopted instead of AE
ecause convolutional layers have been shown to be more effective
n feature extraction compared to fully connected layers (Guo et al.,

2018), both when the features have a meaningful ordering, like vibra-
tion amplitudes at different frequencies, and when they do not, like
its application to wind turbine data (Kong et al., 2020; Xiang et al.,
2021). Furthermore, PSO is selected because, other than being a good
alternative to BP training (Suresh et al., 2015), it does not require a
sequential input of small batches of samples. Therefore, it can be used
to train the CAE to maximise the HI monotonicity. However, despite its
superiority in traversing the search space towards the global optimum,
PSO under-performs BP in local searches (Ismail et al., 2013), leading
to slower convergence. This necessitates the adoption of a hybrid
approach, combining PSO and BP. In the existing approaches (Ismail
t al., 2013; Zhang et al., 2007; Yaghini et al., 2013), the networks

are initially trained by PSO, and at the final stages of the training,
BP is adopted to continue the training until convergence is attained.
Therefore, since BP cannot be used to maximise HI monotonicity, it
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cannot be used to train a CAE for this objective. For this reason, this
work proposes a new training algorithm, where in each generation PSO
and BP are implemented in tandem to update CAE weights and achieve
an efficient optimisation of both objectives.

The effectiveness of the proposed method is demonstrated in three
case studies: case study 1 using the synthetic dataset from Yang et al.
(2018), Milani et al. (2020), and case studies 2 and 3 using the IEEE
PHM 2012 (Nectoux et al., 2012) and the XJTU-SY (Wang et al.,
2020) bearing prognostic datasets respectively, which have been used
by many researchers for the evaluation of bearing HI construction
methods. The key contributions of this work are:

• a small but effective CAE architecture for unsupervised HI con-
struction that outperforms established models with similar sizes;

• a novel hybrid CAE training algorithm based on PSO and BP,
which, unlike previous approaches proposed in the literature,
enables the simultaneous maximisation of the HI monotonicity
and minimisation of the reconstruction error;

• a reduction of computational burden for HI construction com-
pared to the existing unsupervised DL methods, which allows its
applicability to large datasets;

• the construction of HIs that follow the true component degra-
dation trend, leading to their superior performance in terms of
the 3 metrics of monotonicity, failure prediction accuracy, and
remaining useful life prediction compared to those built by similar
and larger models trained with a supervised approach.

The rest of this paper is organised as follows. The proposed CAE archi-
tecture, HI construction and hybrid training algorithm are presented
in Section 2. The datasets, experiments, and results for case studies 1
through 3 are detailed in Sections 3 through 5. Conclusions are drawn,
and future research steps are discussed in Section 6.

2. Methodology

This section describes the proposed CAE architecture, the CAE-based
HI construction, and the developed hybrid CAE training algorithm.

2.1. CAE architecture and HI construction

An AE is a neural network trained to deconstruct and reconstruct
the input signals, passing them through a bottleneck in its inner layer.
The general architecture of an AE is shown in Fig. 1. It consists of
two main modules: the Encoder (𝐸) and the Decoder (𝐷) (Hinton and
Salakhutdinov, 2006). The Encoder maps the high-dimensional input
signals 𝐱⃗ ⊂ R𝐹 to a low-dimensional latent representation 𝐳⃗ ⊂ R𝐺,
where 𝐹 ≫ 𝐺, and the Decoder reconstructs the original signals and
outputs ⃗̂𝐱 ⊂ R𝐹 by mapping the latent low-dimensional representa-
tion output from the Encoder to the original high-dimensional space.
Formally:
̂⃗𝐱 = 𝐷

(

𝐸
(

𝐱⃗
))

≈ 𝐱⃗ (1)

An AE learns to maintain only the information required for reconstruct-
ing the signals in the inner layer, yielding a condensed latent space
representation of the input signals. In its simplest form, an AE is a
feedforward neural network built up of three fully connected layers
with 𝐹 , 𝐺, and 𝐹 number of neurons.

Fully connected layers introduce redundancy in the parameters by
forcing each feature to be global and span the entirety of the input
feature space. This work adopts a Convolutional AE (CAE) consisting
of convolutional rather than fully connected layers. The weights of the
convolutional layers are shared among all the locations in the input,
allowing the discovery of localised features (Masci et al., 2011). As a
result, convolutional layers can extract robust and well-performing fea-
tures with significantly fewer parameters than fully connected layers.

A typical bearing sensor signal dataset is organised in a two-
dimensional matrix with dimensions equal to the number of signals
3 
Fig. 1. Typical architecture of an AE: E is the Encoder, and D is the Decoder.

(feature domain) and the number of samples (time domain). Depend-
ing on the sensor type, the feature domain can consist of vibration
data in the time or frequency domain or other data sources, such as
temperature at different bearing locations. When dealing with bearing
vibration data, several studies proposed in the literature for bearing
HI construction, including (Yoo and Baek, 2018; Ren et al., 2018; Li
et al., 2019), show that extracting features from the time–frequency
domain rather than only from the time or the frequency domain leads
to improved HI construction. This is expected to hold when the feature
domain consists of data sources other than vibration data. Therefore,
the CAE architecture proposed in this study consists of 2D convolutional
layers using time-feature input matrices instead of 1D convolutional
layers relying only on time or feature domain inputs.

At each time instance 𝑡 of a bearing run-to-failure dataset, this value
and the previous 𝑊 − 1 instances (𝑡 − 𝑊 + 1,… , 𝑡 − 1, 𝑡) are used to
create a sampled subset of the original dataset. In this manner, for a
given 𝑇 ×𝐹 dataset, where 𝑇 and 𝐹 are the sizes of the time and feature
domain, respectively, a new dataset containing 𝑇 − 𝑊 + 1 samples is
built. Each sample of size 𝑊 ×𝐹 is then used as input to the CAE. The
data preparation process and the proposed CAE architecture are shown
in Fig. 2. Two convolutional layers are used in the Encoder with ReLU
activation functions. The first layer performs convolution only in the
time domain and uses eight filters of shape 𝑊 × 1, transforming the
input matrix to 8 matrices of shape 1 × 𝐹 , i.e., the shape of 1 × 𝐹 × 8.
The second layer performs convolution in the feature domain and uses
a filter of shape 1 × 𝐹 . Considering that the first layer’s output has 8
channels, the dot product between the filter with the shape of 1 ×𝐹 × 8
and the output of the first layer yields a scalar value, which becomes
the HI. The Decoder has a symmetric architecture and transforms the
output of the Encoder to the original 𝑊 × 𝐹 shape by upsampling and
deconvolution in the feature and time domain, respectively. The scalar
HI is transformed to 1 × 𝐹 shape by repeating it 𝐹 times using an
upsampling layer. Subsequently, a transposed convolution layer with
8 filters of shape 1 × 𝐹 is applied, transforming it to 1 × 𝐹 × 8 shape.
The upsampling and transposed convolution are repeated in the time
domain, where the output of the previous layer is upsampled to the
shape 𝑊 × 𝐹 × 8 by repeating it 𝑊 times, followed by a transposed
convolution layer with one filter of shape 𝑊 × 1 which restores the
original sample shape of 𝑊 × 𝐹 .

2.2. Proposed hybrid training algorithm

2.2.1. Training loss function
Unsupervised CAE-based bearing HI construction includes training

the CAE to reconstruct the bearing signals so that their latent space
representation in the middle layer (the HI) is as close as possible to a
monotonic function. The objectives are to train the CAE so that:

1. The output of the Encoder is highly monotonic. This means
that the CAE has learned to amplify the monotonic degradation
factor of the input signals and dampen the other non-monotonic
components;
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Fig. 2. CAE architecture.
2. The Decoder can successfully reconstruct the bearing signals
from their condensed representation in the middle layer, ensur-
ing that important information is not lost in the encoder.

In the literature, the monotonic trend of a HI is predominantly mea-
sured through a combination of the Monotonicity, 𝑀 𝑜𝑛, and Trendabil-
ity, 𝑇 𝑟𝑒, metrics (Duong et al., 2018; She and Jia, 2019; Wang et al.,
2022):

𝑀 𝑜𝑛(𝑍) = 1
𝑛 − 1

|

|

|

𝑛−1
∑

𝑖=1
𝑠𝑖𝑔 𝑛(𝑧𝑖+1 − 𝑧𝑖)

|

|

|

(2)

𝑇 𝑟𝑒(𝑍) = 𝐶 𝑜𝑟𝑟(𝑍 , 𝑇 ) (3)

where 𝑍 = 𝑧1, 𝑧2,… , 𝑧𝑛 is the considered HI sequence, 𝑇 is the time
vector, and 𝐶 𝑜𝑟𝑟 is the Pearson correlation coefficient. However, 𝑀 𝑜𝑛
is very sensitive to noise, and its utilisation requires denoising the HI.
Furthermore, combining two distinct metrics leads to added complex-
ity. Therefore, in this work, the monotonic trend of the constructed HI
is measured by the MK monotonicity metric, 𝜏MK , proposed in Pohlert
(2015), and the two metrics 𝑀 𝑜𝑛 and 𝑇 𝑟𝑒 are only used for comparison
with the literature.

𝜏MK = 𝑆
𝑃

(4)

where 𝑆 and 𝑃 are defined as:

𝑆 =
𝑛−1
∑

𝑘=1

𝑛
∑

𝑗=𝑘+1
sign

(

𝑧𝑗 − 𝑧𝑘
)

(5)

𝑃 = 1
2
𝑛(𝑛 − 1) (6)

In Pohlert (2015), a similar metric called 𝜌MK is proposed:

𝜌MK =

⎧

⎪

⎨

⎪

⎩

𝑆−1
𝜎 if 𝑆 > 0

0 if 𝑆 = 0
𝑆+1
𝜎 if 𝑆 < 0

(7)

where 𝜎 =
√

𝑛(𝑛−1)(2𝑛+5)
18 . However, unlike 𝜌MK , 𝜏MK is bounded between

−1 and 1 and thus is suitable as a training loss function. For both of
these metrics, a higher absolute value signifies a higher monotonicity
and values close to zero indicate the lack of a monotonic trend. Positive
values indicate an increasing trend and negative values indicate a
decreasing trend. Therefore, the first training objective can be achieved
by maximising 𝜏MK (𝐻 𝐼), while the second objective is attained by
minimising the reconstruction error between the CAE input and output
measured using the Mean Squared Error (MSE):

𝑀 𝑆 𝐸(𝐱⃗, ̂⃗𝐱) = 1
𝑊 𝐹

𝑊
∑

𝑖=1

𝐹
∑

𝑗=1

(

𝑥𝑖,𝑗 − 𝑥̂𝑖,𝑗
)2 (8)

with 𝑊 representing the size of the time window of each time series
sample, 𝐹 the number of signals or the size of the feature domain,
𝐱⃗ = 𝑥𝑖,𝑗 , 𝑖 = 1,… , 𝑊 , 𝑗 = 1,… , 𝐹 the elements of the input time
series samples, and ̂⃗𝐱 = 𝑥̂ , 𝑖 = 1,… , 𝑊 , 𝑗 = 1,… , 𝐹 the elements
𝑖,𝑗

4 
of the reconstructed time series samples. The training fitness function,
f, adopted in this study to achieve both training objectives is:
𝑓 = 𝑓𝑀 − 𝑓𝑅 (9)

where the first term 𝑓𝑀 = 𝜏MK (𝐻 𝐼) is the monotonicity of the HI
measured by the 𝜏 score of the MK monotonicity test, defined in Eq. (4),
and 𝑓𝑅 = 𝑀 𝑆 𝐸(𝐱⃗, ̂⃗𝐱) is the reconstruction error measured by the mean
squared error between the input and the output of the CAE, defined
in Eq. (8). To obtain comparable HIs for the different tests, the terms
−|𝐻 𝐼(0)| and −|𝐻 𝐼(𝑒𝑛𝑑) − 1|, where 𝑒𝑛𝑑 is the final time stamp of
the HI, are added to the training cost function in Eq. (9) to obtain 𝑓 ′

in Eq. (10):

𝑓 ′ = 𝑓 − |𝐻 𝐼(0)| − |𝐻 𝐼(𝑒𝑛𝑑) − 1| (10)

In this way, as 𝑓 ′ is maximised, the value 𝐻 𝐼(0) = 0 is always
associated with the initial bearing state, and the value 𝐻 𝐼(𝑒𝑛𝑑) = 1 is
always associated with its failure time. This is conducive to an effective
failure threshold selection.

2.2.2. PSO training algorithm
The second training objective can be achieved by training the

CAE using BP. However, this training algorithm does not allow the
maximisation of HI monotonicity since only a small portion of the run-
to-failure sequence is input to the CAE at each BP iteration, while the
monotonicity is measured for the whole HI sequence. Maximising the
monotonicity of different HI portions does not guarantee a monotonic
HI.

PSO is shown to be a good alternative to the BP training algo-
rithm (Suresh et al., 2015), and it does not require a sequential input of
small batches of samples. Therefore, it allows the optimisation of both
objectives. In the PSO algorithm, a swarm of particles, which are points
in a 𝐾-dimensional search space (i.e., the space of the CAE weight
parameters), is maintained and evolved for 𝛤 generations. The number
of CAE weight parameters, 𝐾, depends on the CAE architecture and
input and output shape. Each particle in this space represents one set of
CAE weights and evaluates the fitness function at its current location.
It then determines its movement through the search space according
to a combination of its current and best locations and the global best
location with some random perturbations. Each particle in the swarm
includes three vectors: the current position 𝑦𝑖, the previous best position
𝑝𝑖, and the velocity 𝑣𝑖. The particle’s location and velocity are updated
according to:
{

𝑣𝑖 ← 𝑣𝑖 + 𝑈⃗
(

0, 𝜙1
)

⊗
(

𝑝𝑖 − 𝑦𝑖
)

+ 𝑈⃗
(

0, 𝜙2
)

⊗
(

𝑝𝑔 − 𝑦𝑖
)

𝑦𝑖 ← 𝑦𝑖 + 𝑣𝑖
(11)

where each 𝑈⃗
(

0, 𝜙𝑖
)

, 𝑖 = 1, 2, is a vector of random numbers uniformly
distributed in [

0, 𝜙𝑖
]

which is randomly generated at each iteration and
for each particle, ⊗ is component-wise multiplication, and 𝑝𝑔 is the
global best location. Each component of 𝑣𝑖 is kept within the range
[−𝑉 , 𝑉 ].
𝑚𝑎𝑥 𝑚𝑎𝑥
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Algorithm 1: Hybrid CAE training algorithm
Initialize Swarm
for 𝛤𝑚𝑎𝑥 generations do

for Particle ⊂ Swarm do
Decode particle to CAE weight matrix and evaluate its
fitness function;

Update ParticleBest;
Update GlobalBest;

end
for Particle ⊂ Swarm do

Update particle velocity and position;
Decode particle to CAE weight matrix and apply one BP
iteration to the Decoder;

Update Decoder weights in the particle;
end
Compute 𝑓𝜇 and 𝑓𝜎 ;
Compute 𝑓𝜇 ,10;
Compute 𝛿𝜇 as the increment of 𝑓𝜇 ,10;
if 𝑓𝜎 < 𝜖𝜎 and 𝛿𝜇 < 𝜖𝜇 then

Break;
end

end

Fig. 3. Flowchart of the proposed method.

.2.3. Hybrid training algorithm
PSO is able to perform an effective global search but under-performs

P while converging to the optimum (Ismail et al., 2013). To overcome
his limitation, in this work, a novel hybrid CAE training algorithm
Algorithm 1) is developed where, at each generation, the particle
elocity and position update in Eq. (11) to maximise the fitness func-
ion 𝑓 (Eq. (9)) is followed by one iteration of BP applied to the
ecoder weights to minimise the reconstruction error 𝑓𝑅 (Eq. (9)).
he coordinate vector of each particle in the search space is set as
he CAE weight matrix, the Encoder weights are frozen, and one BP
teration is performed with a randomly selected batch of input signals,
onsidering only the reconstruction error as the loss function. The
mplementation of one PSO and one BP iteration in tandem in each
eneration enables efficient and stable CAE training to achieve both
bjectives. The convergence criteria used in this work are if the swarm
itness standard deviation (𝑓𝜎) is less than 𝜖𝜎 and if the mean swarm
itness (𝑓𝜇) averaged in the last 10 generations (𝑓𝜇 ,10) improves less
han 𝜖𝜇 . 𝜖𝜇 is set to a vary small value and 𝜖𝜎 is selected experimentally.
nce convergence is reached, the particle with the highest fitness value

s selected as the best solution, yielding the trained CAE. The flowchart
n Fig. 3 shows the data flow from measurement to HI construction,
nd Fig. 4 describes the proposed hybrid training algorithm in detail.
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The effectiveness of the proposed method has been demonstrated in
the two case studies presented in Sections 3 and 4.

3. Case study 1

3.1. Synthetic dataset

The synthetic dataset used in this case study has been developed
in Yang et al. (2018). It includes 10 run-to-failure simulated sensor
signals (𝐹 = 10) shown in Fig. 5(right) and obtained by non-linearly
combining three factors representing the degradation trend 𝐷(𝑡), the
environmental and operational behaviour 𝐶(𝑡), and the process noise
𝑤(𝑡), using trigonometric functions such as 𝑠1(𝑡) = 𝑠𝑖𝑛(0.5𝐷(𝑡) + 2𝐶(𝑡)).
The three factors are shown in Fig. 5(left) and are defined as:

𝐷(𝑡) = 𝛼 𝑡 (12)

𝐶(𝑡) = sin
( 1
25

𝜋 𝑡
)

+𝑤𝑐 (13)

𝑤(𝑡) ∼ 𝑁(𝜇 = 0, 𝜎 = 0.1) (14)

where 𝛼 = 0.025 is the slope of the linear degradation factor, 𝑡 =
1, 2,… , 𝑇 is the time vector given in arbitrary time units (𝑇 = 200),
and 𝑤𝑐 represents a noise term inherent to the stochastic environmental
and operational conditions and follows a normal distribution (N) with
mean of 0 and standard deviation of 0.2:

𝑤𝑐 ∼ 𝑁(𝜇 = 0, 𝜎 = 0.2) (15)

The process noise, 𝑤(𝑡), which represents the uncertainty introduced by
sensor inaccuracies, external disturbances, and other factors, follows a
normal distribution with a mean of 0 and a standard deviation of 0.1.

In this case study, the time window for each CAE input, 𝑊 , is
experimentally set to 10. Hence, the CAE input shape is 𝑊 × 𝐹 =
10 × 10. Considering the input shape of the CAE in this case study,
the weight matrix includes 338 parameters. Therefore, the PSO search
space includes 𝐾 = 338 dimensions.

3.2. Model selection and HI construction

This section compares first the proposed hybrid CAE training al-
gorithm with the PSO and then the proposed CAE architecture with
three alternatives with similar model sizes in terms of convergence
speed and obtained global optimum. Finally, the CAE trained with the
proposed hybrid algorithm is compared to the existing unsupervised HI
construction approaches in terms of their ability to construct monotonic
HIs and their computational burden during training.

The CAE is trained with the synthetic dataset proposed in Yang et al.
(2018), normalised between 0 and 1. Since maintaining small weight
values is conducive to successfully training deep NNs and preventing
overfitting (Srivastava et al., 2014), the particles are constrained to
the range [−0.1, 0.1] at each dimension, implying that each weight
parameter is kept within this range. Further, based on a trade-off
between convergence speed and stability, 𝑉𝑚𝑎𝑥 is set to 0.005, and 𝜙1
and 𝜙2 are set to their default value of 2. A swarm of 20 particles is
randomly initialised in the 338-dimensional search space, and both PSO
and hybrid (Algorithm 1) training algorithms are implemented. Setting
the number of particles to 20 leads to an effective search, maintaining
the diversity while keeping the computational burden at an acceptable
level. Convergence is considered attained once the standard deviation
of particle fitness values falls below 𝜖𝜎 = 0.01 and there is less than
𝜖𝜇 = 0.0001 improvement in the mean swarm fitness averaged over
10 consecutive generations. The fitness value (𝑓 ) corresponding to the
best particle at each generation is plotted in Fig. 6. As a more robust
comparison, considering their stochastic nature, the two algorithms are
run 10 times with similar initial swarms, and the mean and standard
deviations (stds) of the fitness, monotonicity score, and reconstruction
error (𝑓 , 𝑓 , and 𝑓 in Eq. (9)) corresponding to the best particle in
𝑀 𝑅
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Fig. 4. Hybrid CAE training algorithm.
Fig. 5. (Left) Three factors contributing to the generation of the synthetic dataset. (Right) 10 simulated sensor signals (Yang et al., 2018).
Fig. 6. Fitness (𝑓 ) of the best particle in each generation until convergence.

each generation are plotted in Fig. 7. The hybrid algorithm converges
faster and to a higher 𝑓 . The maximisation of 𝑓𝑀 is similar in the
two algorithms, and the improved 𝑓 maximisation is mostly due to
the significantly faster minimisation of 𝑓𝑅 achieved by the hybrid
algorithm.
6 
The proposed CAE architecture is compared with three alternative
architectures with the commonly used kernel sizes of 3 × 3, 5 × 5, and
7 × 7:

• Alternative CAE 1 — layer1: 3 × 3, layer2: 3 × 3
• Alternative CAE 2 — layer1: 5 × 5, layer2: 5 × 5
• Alternative CAE 3 — layer1: 7 × 7, layer2: 3 × 3

followed by Global Average Pooling (Lin et al., 2013), and a symmetric
decoder. The remaining hyperparameters are similar to the proposed
CAE architecture. The CAEs are trained by the hybrid algorithm until
convergence, and the fitness value corresponding to the best particle
in each generation is plotted in Fig. 8 for the four architectures.
The proposed architecture outperforms in terms of both the speed of
convergence and the attained optimum.

When adopting the proposed CAE architecture and the hybrid train-
ing algorithm, convergence is reached within 135 generations with
runtime ≈ 6 min (CPU: 11t h Gen Intel(R) Core(TM) i7-1185G7 — RAM:
16.0 GB) when run sequentially. However, running the hybrid training
algorithm in parallel for the 20 particles leads to a runtime of ≈ 20 s.
The constructed HI is shown in Fig. 9 and has monotonicity scores
of 𝜌MK = 19.2417 and 𝜏MK = 0.9367. This compares favourably with
the methods proposed in Yang et al. (2018) and Milani et al. (2020),
which yield less monotonic HIs, with lower 𝜌MK scores of 15.7612 and
15.5647, respectively, and considerably higher runtime. For example,
the co-evolutionary optimisation framework proposed in Milani et al.
(2020) has a runtime of more than 10 h on similar hardware. Therefore,
it is around 100 times more computationally expensive.
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Fig. 7. 𝑚𝑒𝑎𝑛 ± 𝑠𝑡𝑑 of fitness, monotonicity score, and reconstruction error of the best particle in each generation.
Fig. 8. Fitness (𝑓 ) of the best particle in each generation until convergence for different
CAE architectures.

Fig. 9. HI corresponding to the proposed CAE and the hybrid training algorithm.

3.3. Analysis of the degradation trend

In this experiment, several alternative degradation trends are as-
sumed for the synthetic dataset:

1. no degradation

𝐷1 (𝑡) = 0 (16)

2. exponential degradation trend:

𝐷2(𝑡) = 1000
𝑡
𝑇 − 1
𝑇

(17)
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3. linear degradation trend with varying slopes:

𝐷3(𝑡) = 𝛼 𝑡, 𝛼 = 0.01, 0.015, 0.02, 0.025 (18)

where 𝑇 = 200 in arbitrary time unit (atu). The other two factors,
𝐶(𝑡) and 𝑤(𝑡), are kept the same as in Experiment 1. The proposed
method is then compared with a supervised CNN with an architecture
equivalent to that of the CAE Encoder and trained using labels referring
to a degradation trend that varies linearly between 0 at the initial
timestamp and 1 at failure, as commonly adopted in previous works (
Table 1). The performance of the two algorithms is compared in terms
of their ability to extract the true degradation trend out of the 10 sensor
signals.

A robust method should construct a monotonically increasing HI if
and only if the component undergoes progressive degradation. Other-
wise, if the training set includes a considerable number of bearings
that fail suddenly, with little to no gradual degradation, the trained
model will underperform. Furthermore, the ability to extract the true
degradation trend leads to a more accurate RUL prediction since the
test set can include bearings that degrade under considerably different
trends than those in the training set.

The HIs constructed with the CAE and the equivalent CNN are
shown in Fig. 10 for the case of no degradation and in Fig. 11 for
the case of exponential degradation. In the case of a linear degrada-
tion trend with varying slopes, the models are trained using the data
related to the slope of 0.025 and tested on the remaining three. The
obtained HIs are shown in Fig. 12. When the training data does not
include a monotonic degradation trend (Fig. 10), the proposed method
shows more robustness than the equivalent supervised CNN, which
still constructs a highly monotonic HI despite the lack of degradation
in the input signals. This is evidenced by the 𝜏MK values, which are
equal to 0.2625 and 0.6068, respectively. When the true degradation
trend is exponential, Fig. 11 shows that the proposed method is able
to capture the true degradation trend, while the supervised CNN lacks
adaptability as it still outputs a linear HI according to the labels used
for its training. When the true degradation trend is linear, both the
CAE and the CNN are able to capture it as evidenced by Fig. 12.
Therefore, for a better comparison between the two approaches, a line
is fitted to each of the obtained HIs, and its slope and the 𝑅2 of the
fit are compared in Table 2. The transformations made in both models
and the normalisation of their input data do not allow the HI slopes
to be equal to the true degradation trend slopes. Therefore, to allow
a better comparison of the slopes, they are multiplied by a ratio so
that the training data HI has a slope of 𝛼 = 0.025 and the slopes of
the test HIs are compared with their corresponding true values. The
results demonstrate that both models capture the true slope ratios to
a good extent. However, the HIs obtained by the CNN are closer to
the true degradation trend, considering their comparatively higher 𝑅2

values. This is expected since the CNN is trained in a supervised way
with labels corresponding to a linear degradation trend. However, in
real-world applications, degradation rarely develops linearly, and this
highlights the importance of the developed method.
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Fig. 10. No degradation — HI corresponding to (a) the proposed CAE trained by the hybrid algorithm and (b) the equivalent CNN.
Fig. 11. Exponential degradation trend — HI corresponding to the (a) proposed CAE trained by the hybrid algorithm, and (b) the equivalent CNN.
Fig. 12. Linear degradation with varying slopes — HI corresponding to (a) the proposed CAE trained by the hybrid algorithm and (b) the equivalent CNN.
Table 2
Linear degradation with varying slopes — Trend analysis.

True slope 0.025 0.02 0.015 0.01

CAE Predicted slope 0.0250 0.0215 0.0140 0.0084
𝑅2 0.9769 0.9410 0.8954 0.6931

CNN Predicted slope 0.0250 0.0210 0.0140 0.0080
𝑅2 0.9830 0.9474 0.9276 0.7352

4. Case study 2

4.1. IEEE PHM 2012 prognostic challenge dataset

In this case study, the proposed method is applied to the PHM 2012
Challenge experimental dataset consisting of ball-bearing accelerated
degradation test data obtained from the PRONOSTIA experimental
platform developed by the FEMTO-ST institute (Nectoux et al., 2012).
This dataset includes the run-to-failure data of seventeen bearings
which have been tested under three different operational conditions,
as described in Table 3. During the experiments, vibration signals were
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Table 3
PHM 2012 dataset — Operational conditions.
Operational condition 1 2 3

Rotational speed [rpm] 1800 1650 1500
Radial load [N] 4000 4200 5000
Number of tests 7 7 3

measured in both the horizontal (x-axis) and vertical (y-axis) directions
using two accelerometers located on the bearing housing. Every 10 s,
measurements were recorded for 0.1 s with a sampling frequency of
25.6 k Hz, as described in Fig. 13, resulting in 2560 recordings in the
time domain for each axis. A detailed description of the experimental
setup and the experiments is provided in Nectoux et al. (2012).

The usual practice in DL-based methods is training the model
with 70% of the available data and testing it with the remaining
30% (Gholamy et al., 2018). Accordingly, the proposed CAE is trained
and tested with data from 12 and 5 bearings, respectively, as in Chen
et al. (2021) and described in Table 4, where 𝐵 𝑥𝑦 stands for bearing
experiment 𝑦, with 𝑦 = 1, 2,… 7, under operational condition 𝑥, with
𝑥 = 1, 2, 3.
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Fig. 13. PHM 2012 vibration data recording scheme.

Table 4
PHM 2012 dataset — Data division.
Operational condition 1 2 3

Training dataset

B12 B21 B31
B14 B22 B32
B15 B24
B16 B25
B17 B27

Testing dataset B11 B23 B33
B13 B26

4.2. Experiment

The time domain vibration signals are processed according to
Fig. 14. To extract relevant features from the vibration signals, a
Fast Fourier Transform (FFT) is applied to the vibration signals to
produce their discrete frequency spectra. Only vibrations in the hori-
zontal direction are considered in this study because when running the
experiments, including the vibrations along both directions increased
the computational burden significantly without yielding a considerable
improvement in the results. Each set of 2560 time-domain recordings
in the horizontal direction is transformed into the frequency spectrum
using an FFT with a frequency range of 0 to 12 800 Hz. The spectrum is
then down-sampled by dividing it into 64 bands, according to Ren et al.
(2018), each with a frequency width of 200 Hz. This down-sampling
significantly reduces the computational burden while maintaining ac-
ceptable performance. Signal representative features are obtained by
considering the maximum spectral amplitude within each band Ren
et al. (2018).

For each bearing, a 2-dimensional dataset of shape 𝑇 × 𝐹 is built,
where 𝑇 is the lifetime of the bearing expressed in [10𝑠] units, which
is different for each run-to-failure experiment, and 𝐹 = 64 is the
number of features associated with each set of recordings. The time
window 𝑊 is set to 10 experimentally. Therefore, each bearing dataset
of shape 𝑇 × 64 is transformed into a dataset with 𝑇 − 𝑊 + 1 =
𝑇 − 9 samples, each of shape 10 × 64. The cost function is measured
for each training sequence, and the mean fitness among all training
sequences is assigned as the particle fitness value. Considering the input
shape of the CAE in this case study, the weight matrix includes 1202
parameters. Therefore, the search space includes 𝐾 = 1202 dimensions.
The remaining hyperparameters are set to their values obtained in
Section 3.2.

4.3. Results

The CAE is first trained with the training set and then tested using
the remaining 30% of the dataset. To obtain consistent HIs for all
bearings, the training loss function 𝑓 ′ is used (Eq. (10)). For each test
set bearing, the 0.1s vibration sensor recordings, collected every 10 s,
are first transformed into the frequency domain, and 64 features are
then extracted. Each sample of size 𝑊 ×𝐹 , where 𝑊 = 10 and 𝐹 = 64,
is used as input to the CAE to estimate the corresponding HI value. This
process continues until the HI crosses the failure threshold (𝐻 𝐼 = 1).

The HIs constructed for the test set are shown in Fig. 15. For most
test set bearings, the failure time predicted by the HI is very close to
the true failure time. For bearings B11, B13, B23, and B33, the failure
9 
time is predicted to occur before what is observed in the experiments.
Considering the HI trend for B26, it is expected to cross the failure
threshold a few time stamps after the true failure time.

Bearings fail under different failure modes with various degradation
trends, and this is captured by the HI trends, which show that bearings
B11, B13, and B33 are characterised by a gradual degradation leading
to failure. In contrast, bearings B23 and B26 undergo a rather sudden
failure process. According to Jiang et al. (2022), the behaviour of
the RMS of the vibration signals in the time domain can be used
as an indicator of the bearing degradation process. In particular, a
gradual or sudden increase of the RMS values when approaching the
failure indicates that the degradation process is gradual or that the
bearing undergoes a sudden failure, respectively. The behaviour of the
normalised RMS values of the five bearings in the test set is shown in
Fig. 16 and confirms the degradation trends of the constructed HIs.

As done in case study 1, the proposed unsupervised CAE is com-
pared to a supervised CNN model, with an architecture equivalent to
the CAE Encoder, and trained with linear HI labels, according to the
most common approach adopted in the literature ( Table 1). The HIs
constructed by the CNN for the test set are shown in Fig. 17–(a). Unlike
the CAE, the results show that the CNN cannot generate appropriate
HIs. In most test set bearings, the failure time indicated by the HI
crossing the threshold is predicted to occur significantly earlier than
the true failure time, i.e. the final time stamp of the HI. This might
be because the selected CNN architecture is too small for a supervised
model trained by BP. This means that the proposed method outperforms
the supervised CNN at an equivalent model size in terms of the number
of parameters. Therefore, LeNet5 (LeCun et al., 1998), which is a
popular CNN architecture, is selected for further comparison with CAE.
This CNN architecture has been used in numerous previous works on
bearing HI construction and fault detection (Yoo and Baek, 2018; Wen
et al., 2018; Choudhary et al., 2021). Given the network input shape of
10 × 64 in this case study and using the original architecture proposed
in LeCun et al. (1998), the LeNet5 features 38 189 weight parameters
and is a significantly larger model compared to the proposed CAE,
which features only 1202 parameters. The HIs constructed by LeNet5
for the test set are shown in Fig. 17–(b). In this case, none of the test
set HIs crossed the failure threshold within the experiment duration.

In this case study, the key evaluation metrics used to compare
the performance of the CAE, the equivalent CNN, and LeNet5 are the
monotonicity score and the accuracy. The monotonicity score, 𝜏MK ,
defined in Eq. (4), quantifies the monotonicity of the HI up to the
time it crosses the failure threshold or the final time stamp of the
HI, 𝑒𝑛𝑑 = 𝑇 − 9, depending on whether the predicted HI crosses the
threshold within the experiment duration or not. The accuracy, 𝑎𝑐 𝑐,
quantifies how accurate the constructed HI is in predicting the true
failure time, 𝑡𝑓 ,𝑡𝑟𝑢𝑒, and is defined as:

𝑎𝑐 𝑐 =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑡f ,pr edict ed
𝑡f ,t r ue

if 𝐻 𝐼(end) ≥ 1

𝐻 𝐼(𝑒𝑛𝑑) if 𝐻 𝐼(𝑒𝑛𝑑) < 1

(19)

where 𝑡𝑓 ,𝑝𝑟𝑒𝑑 𝑖𝑐 𝑡𝑒𝑑 is the failure time predicted by the 𝐻 𝐼 . The accu-
racy metric is bounded within 0 and 1 and quantifies how close the
coordinates of the last point of the HI are to [𝑒𝑛𝑑 , 1].

The results in Table 5 show that in most cases, the HIs constructed
by the CAE outperform the ones obtained by the two alternative meth-
ods. Furthermore, a qualitative comparison of the results in Figs. 15 and
17–(b) shows that the LeNet5-based HIs cannot differentiate between
sudden failure and gradual degradation. Even though B23 and B26
undergo sudden failure, their HIs show degradation from the start of
their operation. The rest of the test set bearings have similar behaviour,
while it is expected that the degradation should be more gradual at the
beginning and accelerate towards the end of life. A behaviour that is
visible in the CAE-based HIs.
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Fig. 14. Case study 2 - Data preparation.
Fig. 15. CAE-based HIs for the test set of case study 2.
Accurate modelling of the HIs to predict their future values is an
important step for RUL prediction and is out of the scope of this paper.
Here, the aim is to compare the HIs in terms of their suitability for RUL
prediction. Since equivalent CNN-based HIs underperform significantly,
this comparison is only performed among the LeNet5- and CAE-based
HIs and only those referring to bearings B11, B13, and B33. This is
10 
because they experience a gradual degradation, which is conducive to
RUL prediction. In a sudden failure mechanism, as in B23 and B26, it is
inherently difficult, if not impossible, to accurately predict the RUL well
ahead of failure. Several studies propose a double exponential function
(Eq. (20)) for modelling bearing HIs to predict their RUL, such as in Guo
et al. (2017), Jin et al. (2016), Gebraeel et al. (2004). However, in
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Fig. 16. Case study 2 - Test set RMS features.

Table 5
PHM 2012 dataset — Comparison of the three methods.

CAE Eq CNN LeNet5

𝜏MK 𝑎𝑐 𝑐 𝜏MK 𝑎𝑐 𝑐 𝜏MK 𝑎𝑐 𝑐
B11 0.8682 0.9939 0.6729 0.2226 0.5654 0.7426
B13 0.9006 0.9801 0.7419 0.5173 0.8470 0.4932
B23 0.4023 0.9985 0.6752 0.3113 0.5203 0.6713
B26 0.7918 0.8788 0.7176 0.7777 0.8733 0.9826
B33 0.8115 0.9906 0.7718 0.7765 0.8028 0.9660

Table 6
Case study 2 - RUL prediction absolute errors.

B11 B13 B33 Average

CAE 6.89 19.01 4.59 10.16
LeNet5 29.76 101.69 77.57 69.67

this experiment, it was observed that a 3rd order polynomial function
(Eq. (21)) provides a better fit for some HIs. Therefore, for each HI, the
model with the lowest fitting Mean Squared Error (MSE) between the
true and modelled HI is selected for predicting the RUL. The models
are fitted to the first 75% of the HI data, and from that point on, the
RUL is predicted. The results are shown in Fig. 18.

𝑚𝑒𝑥𝑝(𝑡) = 𝑎𝑒𝑏𝑡 + 𝑐 𝑒𝑑 𝑡 (20)

𝑚𝑝𝑜𝑙 𝑦(𝑡) = 𝑎𝑡3 + 𝑏𝑡2 + 𝑐 𝑡 + 𝑑 (21)

The RUL prediction performance is evaluated using the error metric,
Er, defined in Nectoux et al. (2012) as:

𝐸 𝑟 = 100 × 𝑅𝑈 𝐿𝑡𝑟𝑢𝑒 − 𝑅𝑈 𝐿𝑝𝑟𝑒𝑑 𝑖𝑐 𝑡𝑒𝑑
𝑅𝑈 𝐿𝑡𝑟𝑢𝑒

(22)

where 𝑅𝑈 𝐿𝑡𝑟𝑢𝑒 and 𝑅𝑈 𝐿𝑝𝑟𝑒𝑑 𝑖𝑐 𝑡𝑒𝑑 are defined as the time intervals be-
tween the last timestamp of the fitting data and the true and predicted
failure points, respectively. Table 6 compares the RUL prediction errors.
The results show a better performance of the HIs based on the proposed
method for RUL prediction with around 85% lower error on average,
which further indicates that they can represent the true degradation
trends of the bearings more accurately.

To evaluate the model latency in building the HIs in real-time, a
timing analysis is performed. The generation of HIs for the five test
set bearings is repeated 100 times, resulting in an average per-bearing
prediction latency of ≈ 200 ms with a standard deviation of ≈ 15 ms.
Considering that one new data point is generated every 10 s, this
latency is satisfactory and allows the method to be applied in real-time.
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To validate the performance of the HIs based on the proposed
method in comparison with similar work proposed in the literature
and to investigate their sensitivity to the selection of training and test
bearings, leave-one-out cross-validation is performed. 𝑀 𝑜𝑛 (Eq. (2))
and 𝑇 𝑟𝑒 (Eq. (3)) metrics are used as HI performance metrics since
they are predominantly adopted in the literature. An average of these
metrics (𝐶 𝑟) is determined to allow a comparison with a range of other
methods in the literature which build HIs for the PHM dataset:

𝐶 𝑟 = 𝑀 𝑜𝑛 + 𝑇 𝑟𝑒
2

(23)

Since 𝑀 𝑜𝑛 is highly sensitive to noise, the obtained HIs should
be denoised for an effective evaluation (Duong et al., 2018; She and
Jia, 2019; Li et al., 2019). In this work, Locally Weighted Regression
(LOESS) (Cleveland and Devlin, 1988) is adopted as suggested in Duong
et al. (2018), which is non-parametric. The results are reported in
Table 7, which shows that the majority of the HIs built by the proposed
method outperform the ones built by the four other methods in the
literature. Bearings B21, B22, and B25 show noticeably lower 𝐶 𝑟 values
compared to the rest. To investigate this observation, their HIs and
time-domain RMS features are plotted in Fig. 19. Bearing B21 expe-
riences a relatively lengthy stable degradation state characterised by a
flat HI, leading to lower monotonicity. The RMS of bearing B22 shows
a prominent decreasing trend shortly before failure. This behaviour
is inconsistent with the common monotonic characteristic of bearing
degradation and leads to an incorrect prediction of the failure time.
However, the general trend of the built HI matches the behaviour of
the RMS value. This observation highlights a potential limitation of
the proposed method when the degradation trend is not monotonic.
For B25, the RMS value indicates a lack of degradation until the very
end of the bearing lifetime and has relatively low values throughout.
Absolute values of the raw vibration data shown in Fig. 20 support this
behaviour. Unlike the other experiments where failure was assumed
to be reached and the experiment stopped when vibration acceleration
levels exceeded 20 g, in B25, the maximum acceleration is around 10 g.
The corresponding HI also reflects this observation, only indicating an
acceleration towards failure near the very end of life.

5. Case study 3

5.1. XJTU-SY bearing dataset

To further demonstrate the robustness of the developed method, it
is applied to the XJTU-SY bearing dataset (Wang et al., 2020). This
dataset includes run-to-failure vibration data of 15 rolling element
bearings tested under three operating conditions reported in Table 8.
To collect the vibration signals, two accelerometers are mounted on
the bearing housing on horizontal and vertical axes. Every minute,
measurements were recorded for 1.28 s with a sampling frequency of
25.6 k Hz, resulting in 32 768 recorded data points in the time domain
for each axis.

Following the 70/30 per cent train/test splitting rule, five bearings,
i.e. the first two bearings from operational conditions 1 and 2 and the
first bearing from operational condition 3 (C11, C12, C21, C22, C31),
are set aside for testing, and the CAE is trained using the remaining 10
bearings.

5.2. Results

Similar to case study 2, at each recording period, time domain
vibration signals in the horizontal axis are transformed to the frequency
domain using an FFT and the spectrum is divided into 64 bands.
Representative features of the signal are obtained by considering the
maximum spectral amplitude within each band. The CAE training
process detailed in case study 2 is repeated, and the test set HIs are
shown in Fig. 21. For C12 and C31, the HI crosses the failure threshold



A.E. Milani et al. Engineering Applications of Artiϧcial Intelligence 139 (2025) 109477 
Fig. 17. Case study 2 - Test set HIs based on the Equivalent CNN and LeNet5.
Fig. 18. Case study 2 - RUL prediction: comparison between the CAE (Top) and the LeNet5-based HIs (Bottom).
Table 7
PHM 2012 dataset — comparison of the performance of the proposed method and those available in the literature in terms
of the Cr metric.

Proposed method Duong et al. (2018) She and Jia (2019) Wang et al. (2022) Zhuang et al. (2024)

B11 0.8910 0.8872 – 0.2873 0.4651
B12 0.9672 – – 0.5347 –
B13 0.9651 0.8314 – – –
B14 0.9048 0.8393 – – –
B15 0.9157 0.8195 – – –
B16 0.9304 0.9081 0.6331 – –
B17 0.6772 0.8952 – 0.5220 –
B21 0.5762 – – 0.4641 0.4641
B22 0.5334 0.9654 – – –
B23 0.8567 0.6639 – – –
B24 0.9950 0.8991 – – –
B25 0.5957 0.9593 – – –
B26 0.9719 0.7764 – – –
B27 0.9865 0.7049 – – –
B31 0.9617 – – – –
B32 0.7254 0.8730 – 0.4134 0.4134
B33 0.9639 0.9260 – – –
12 
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Fig. 19. Case study 2 - Underperforming bearings: RMS and HI plots.
Fig. 20. Case study 2 - Underperforming bearings: Absolute values of raw vibration
data.

Table 8
XJTU-SY dataset — Operational conditions.
Operational condition 1 2 3

Rotational speed [rpm] 2100 2250 2400
Radial load [kN] 12 11 10
Number of tests 5 5 5

just before the end of the experiment, i.e., the real failure time, while
for the other three bearings, the trend indicates that it will cross the
threshold a few time steps after the true failure time. For bearings C21
and C31, the onset of degradation is significantly later than for the
other three bearings. Therefore, for a better analysis of the behaviour
of the HIs immediately before bearing failure, these are plotted for the
last two hours before failure in Fig. 22. It can be seen that, except for
C21, the other four bearings show a similar degradation trend leading
to failure. Post-mortem analysis of the failed bearings revealed that
these four bearings had experienced outer race failure, while the failing
element in C21 was the inner race.

Subsequently, the equivalent CNN and the LeNet5 models are
trained to construct the HI. Their test set HIs during the last two
hours before failure are plotted in Fig. 23 and are compared with the
CAE-based HIs in terms of the 𝜏MK and 𝑎𝑐 𝑐 metrics in Table 9. It is
important to note that the lower 𝜏MK in bearings C21 and C31, in
comparison with the other three bearings, is due to their significantly
later degradation onset, which results in a large portion of their HIs
being flat. Furthermore, the negative 𝜏MK values for the equivalent
CNN- and LeNet5-based C31 HIs are due to their slight decreasing
13 
Table 9
XJTU-SY dataset — Comparison of the three methods.

CAE Eq CNN LeNet5

𝜏MK 𝑎𝑐 𝑐 𝜏MK 𝑎𝑐 𝑐 𝜏MK 𝑎𝑐 𝑐
C11 0.8379 0.9082 0.6996 0.6754 0.5140 0.8509
C12 0.8877 0.9803 0.7679 0.9745 0.6873 0.9216
C21 0.5893 0.9617 0.7211 0.8058 0.7766 0.7997
C22 0.8024 0.8382 0.2332 0.7450 0.7182 0.5592
C31 0.2431 0.9945 −0.3197 0.9765 −0.4617 0.9759

trend until the degradation onset, as shown in Fig. 24. These results
show a significant underperformance of the HIs based on these two
models in terms of trend, monotonicity, and failure prediction accuracy.
Therefore, the comparison in terms of the RUL prediction capability is
not performed in this case study.

6. Conclusions and future work

In recent years, numerous DL-based methods have been developed
for bearing HI construction, which is a crucial step towards a successful
RUL prediction. However, most of these methods are supervised and
require prior knowledge of the component degradation trend. Since
bearings degrade and fail under various failure modes with various
degradation trends and speeds, the assumption of a single HI trend is
unrealistic. In this work, a hybrid training algorithm is developed to
train a CAE for unsupervised bearing HI construction, simultaneously
maximising the HI monotonicity built in its middle layer and minimis-
ing the reconstruction error. It is shown that compared to PSO, this
training algorithm converges faster and to a better global optimum.
The application to three case studies shows that the proposed HI con-
struction approach is up to 100 times less computationally expensive
compared to an unsupervised DL method proposed in the literature,
allowing its applicability to large datasets, such as the PHM 2012
dataset. Furthermore, the proposed method is able to build HIs that
closely follow the true component degradation trend, outperforming
indicators built by both equivalent and significantly larger supervised
CNNs, considering their monotonicity, failure prediction accuracy, and
RUL prediction capability. As a result, they achieve 85% lower RUL
prediction errors on average. Furthermore, it is shown that they outper-
form those built by several other methods in the literature. Future work
will include the development of advanced RUL prediction methods
that consider the inherent uncertainty associated with the bearing
degradation process and failure. It is expected that the application of
these methods, along with the proposed unsupervised HI construction
approach, can lead to significantly more accurate RUL predictions.
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Fig. 21. CAE-based HIs for the test set of case study 3.

Fig. 22. CAE-based HIs for the test set of case study 3: Last two hours before failure.

Fig. 23. Case study 3 - Test set HIs based on the Equivalent CNN and LeNet5: Last two hours before failure.
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Fig. 24. Bearing B31 HIs based on the three models.
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