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Abstract

Traditionally, antenna design involves optimizing the design parameters such as gain, minimum sidelobe
level, scan range, half power beamwidth, for a particular application. Since 5G systems are pushing the
boundaries for cellular communications by introducing unique challenges such as multiple beam antennas,
beamforming etc. in the field of antenna design. Although separate studies do exist on these challenges, the
concept antenna synthesis using different disciplines is relatively new. This work presents a 5G simulation
model using a recently proposed hybrid beamforming technique employing cosecant power flux equalization
in elevation plane with digital beamforming in azimuth plane. Various beamforming algorithms in azimuth
domain are investigated for concurrent users sharing same frequency spectrum and their impact on system
performance such as signal to interference plus noise ratio (SINR) is statistically analyzed. Moreover, the im-
pact of antenna sidelobe levels on system SINR performance is investigated in detail. The simulation results
shows that the cosecant subarray hybrid beamforming performs better than traditional hybrid beamforming
in terms of SINR for cell edge users. In addition to that, this work provides a unique perspective to system
engineers for intuitively analyzing the impact of antenna system on communication link and to derive design
requirements that would be crucial in the antenna system synthesis
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1
Introduction

Wireless communications have grown at a rapid pace in last three decades, evolving from simple voice com-
munication to advanced cellular communication [75],[42],[50]. Almost every decade has brought a new gen-
eration of communication technology that has impacted human lives in unprecedented ways. It is predicted
that by the year 2020, the number of mobile devices would exceed 100 billion due to this ever increasing de-
mand and recently widespread concept of Internet of Things [1],[3]. Furthermore, due to great increase in
connected devices along with data hungry and multimedia applications, the mobile data traffic is expected
to surpass that by wired equipment by the end of 2018 [2], [64]. So the current fourth generation (4G) system
which enables megabits per second (Mb/s) data transfer speeds, will not be able to cope up with gigabits
per second requirements of the future. Therefore, academia and commercial wireless operators have started
conducting research and surveys for the development of fifth generation (5G) system.

The capacity of a wireless link is determined by its bandwidth and spectral efficiency. It also depends on
the cell size [84]. The cell sizes are getting smaller and the physical layer is already very close to Shannon
capacity [20]. This implies that bandwidth needs to be explored for higher capacity. Currently most of the
wireless communication systems operate in the frequency range of 300 MHz to 3 GHz band often referred
as “sweet spot” [73], [14]. This band enjoys favourable propagation characteristics over long distances in
diverse communication environments [10], [12]. Due to exploding data traffic and connectivity, its capac-
ity to accommodate these requirements seems dubious [56]. The performance metrics for new generation
wireless communication systems are extremely high data rates, low latency time on the scale of milliseconds,
improved energy and spectral efficiency [31]. These revolutionary requirements which seemed impossible
in previous generation of wireless communications require innovative measures. The technologies that are
foreseen to enable 5G communications are massive MIMO (Multiple Input Multiple Output), new multiple
access strategies, ultra-dense networking and many others [32], [45], [25]. However the realization of these
technologies presents new challenges for the physical layer designers, especially to antenna and microwave
engineers.

The Federal Communications Commission has allotted the frequency band of 27.5-28.35 GHz for 5G wire-
less communications. However unlike sub-millimetre wave frequencies, electromagnetic waves having wave-
lengths in the order of millimetres suffer severe free space propagation and shadowing losses which degrades
the signal-to-interference plus noise ratio (SINR) [68]. In-order to overcome these shortcomings, directional
antennas with high gain can be deployed at both transmitter and receiver ends. This can mitigate Doppler
Effect, improve the overall link budget thus it is widely used in millimetre wave line of sight (LoS) commu-
nication [68], [66]. Although a single narrow beam provides high gain, it has a very limited spatial coverage
area, making it not useable for multiuser spatially separated mobile communications. Moreover, for dynamic
mobile users, a single directive static beam cannot establish a reliable communication link. Similarly for non-
LoS communication, the beam needs to be steered (either electronically or mechanically) to find a substitute
suitable link. The multibeam antennas at base station allow to generate concurrent independent beams di-
rected towards the users providing high gain can be used to overcome the short comings of single directive
beam. This idea serves as the foundation of massive MIMO which differs from conventional MIMO systems
by deploying very large number of antenna elements that can be made to operate adaptively and coherently
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2 1. Introduction

[59], [46], [48].

Historically, multibeam antenna systems are quite large in size and expensive which limited there applica-
tion to space communication and radar systems [88], [52]. However at millimetre wave spectrum, the smaller
wavelengths allow to incorporate large number of antennas in the same physical aperture as compared to
sub-6 GHz spectrum thus resulting in higher array gain and directivity. In addition to more number of users
being served, the multibeam array enables to exploit the rich spatial channel information i.e. each spatially
separated narrow beam is uncorrelated with the other thus resulting in higher reliability of link [26], [11], [40].
Due to these benefits, multibeam generation or beamforming is seen as the key enabling technology for 5G
base stations and user terminals for high speed data transfers.

1.1. Motivation

Traditionally, antenna design involve optimizing the design parameters such as gain, sidelobe level, half
power beamwidth etc. as shown in Figure 1.1(a) for a particular application. Since 5G systems pushes the
boundaries for cellular communications, they introduce unique challenges in the field of antenna design.
Therefore, antenna designing for 5G systems require to cater multiple disciplines and aspects as shown in
Figure 1.1(b) to obtain high system capacity with limited resources.

Figure 1.1: Antenna Design methodologies (a) Traditional approach (b) 5G perspective from [83]

Separate Studies are performed on the areas shown in Figure 1.1(b) (multiple beam antennas [51], beam-
forming algorithms [35], propagation models [74] etc.). However the concept antenna synthesis using dif-
ferent disciplines is relatively new. Some of the recent publication which links antenna array designing with
other research domains is presented in Table 1.1. In these listed research domains, the signal processing
aspect comprises of various beamforming algorithms such as linear, non-linear, narrowband, wideband,
switched or adaptive beamforming. The issues such as power amplifier output and efficiency along with
heat dissipation of the transceiver chain are covered in front end design aspect. The MAC layer aspect deals
with designing efficient link between base station and users by optimizing medium access periods. In the
end, channel modelling is related to the characterization of propagation environment between base station

Table 1.1: Recent publications on 5G antenna design combining different disciplines from [83]

Complementary Research domain Reference #
Signal processing & beamforming algorithms [9],[10],[60],[55]

Front-end circuitry design &
efficiency

[57],[76],[69],[15],[18],[17],[16]

MAC protocols [27],[28],[29]
Channel modelling &

propagation
[21],[22],[12],[86],[33],[13],[38],[43]
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and user under different conditions (Los, NLos etc.).

These examples indicate the importance of inter-disciplinary considerations in antenna design for 5G.
Moreover, it also reflects that most of the current research work on 5G antenna system synthesis using multi-
disciplines is done from signal processing perspective. Therefore, this provides the opportunity to explore
and investigate issues like impact of inter user separation, multi-dimensional beamforming and antenna
sidelobe levels on system performance.

1.2. Literature Review

As discussed earlier, Multiuser Massive MIMO systems are projected to play a vital role in 5G communica-
tion. The bandwidth requirements for 5G are expected to rise 100x times more than the current 4G systems.
Traditional beamforming having one RF transceiver chain with single directive beam excludes the ability to
communicate with multiple mobile users at the same time in same frequency domain. On the other hand,
Digital beamforming (DBF) provides a very attractive alternative with infinite degree of freedom enabling to
communicate with multiple users at the same time using a transceiver behind every antenna element. The
signal processing algorithms provide means to mitigate inter and intra-cell interferences to achieve very high
capacity. However, its high power consumption and cost requirements is a big concern for 5G application.

Active arrays with analog multiple beam forming, as developed and demonstrated at Ku-band in the 90’s
for space communications using MMIC technologies, have potential for line-of-sight communications and
sensing.with frequency re-use [36]. Their applicability to high numbers of beams or for non-line-of-sight
communications, with the complex time processing of signals required for multipath and MIMO, seems lim-
ited. Several multiuser MIMO downlink transmission signal processing techniques are discussed in [85]. The
techniques compared are transmit zero forcing based on codebook feedback, Grid of Beam (GoB) approach,
transmit zero forcing based on covariance matrix and beam steering on the basis of largest Eigen vector of
downlink covariance matrix. The GoB method was implemented at RF level while the other techniques were
implemented at baseband level shown in Figure 1.2. The results shows that using calibrated arrays, both the
ZF methods perform better than GoB and Eigen beamforming with ZF with covariance matrix best among all.

In [23] the Massive MIMO digital beamforming implementation is presented using maximum ratio (MR)
and Zero Forcing (ZF) combining and Minimum Mean Square Error (MMSE) techniques. The have shown
that ZF suppresses inter-cell interference at the cost of decreasing array gain while MMSE provides a bal-
ance between amplifying signals and suppressing the interference. A similar analysis between conjugate
beamforming (CB) also known as maximum ratio transmission (MRT) and ZF for digital beamforming is per-
formed in [78]. They have proposed that in highly LOS environment, the ZF performs very close to CB. Ad-
ditionally, [54] also provides the comparison of different digital beamforming techniques such as Matched
Filtering (MF), Zero Forcing (ZF) and Minimum Mean Square Error (MMSE) from the receiver perspective.
They evaluated the performance of beamforming algorithms for single input single output (SISO) and MIMO
scenarios. It is concluded from their results that the MMSE performs better than ZF and MF for both SISO
and MIMO with ZF closely following MMSE in MIMO system. In addition to that, MF performs better in case
of SISO system. However due to very large number of antenna are being considered for mmWave 5G systems,
the high power consumption of DBF (due to transceiver behind every antenna element and high speed A/D
or D/A converters) makes hybrid beamforming a more attractive alternative for 5G systems.

The authors in [47] presents a comparison between two popular hybrid beamforming (HBF) techniques
as shown in Figure 1.3. In the configuration shown in Figure 1.3(a), the transceiver is connected to all antenna
elements such that the N data streams goes thru NM RF paths where M is the number of antenna elements.
The analogue beamforming (ABF) is performed over NM paths and the digital beamforming is performed
over N transceivers. This configuration provides high beamforming gain but has very high complexity. In the
architecture shown in Figure 1.3(b), each transceiver is connected to M antenna elements instead of all anten-
nas. The ABF is performed over M paths instead of NM. Although the beamforming gain of this arrangement
is less than fully connected one, but its reduced complexity makes it more practical for base station deploy-
ment in current cellular systems. The paper [82] presents a comparison between fully digital zero-forcing
beamforming and a fully connected hybrid beamforming. The authors assumed perfect channel state in-
formation (CSI) at the base station. They found out that if the number of RF chains is twice the number of
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Figure 1.2: (a) Baseband MIMO architecture (b) RF MIMO architecture from [85]

data streams, hybrid beamforming performs similarly to digital beamforming. They concluded the paper by
analyzing the impact of low resolution phase shifters on hybrid beamforming.

A detailed survey for mmWave beamforming techniques was conducted in [58]. Their report presents
different requirements for indoor and outdoor mmWave beamforming. For indoor, adaptive beamforming,
the codebook approach is preferred as it relies more on direction of arrival than on channel state informa-
tion (CSI). Until now, analog beamforming is the mainstay for indoor mmWave communication. For outdoor
mmW communication, they suggest hybrid beamforming instead of digital beamforming due to its lesser
complexity and power consumption. Furthermore, the interest in digital beamforming as a possible con-
tender for 5G systems is not completely over. There are recent researches which indicates the possibility of
deploying digital beamforming for 5G systems. In [34] and [77] present an analytical method to evaluate the
performance of digital beamforming for mmWave 5G system using low resolution ADCs. Their model shows
that the quantization has the effect of saturation on maximum achievable SINR. However, low quantization
levels have much less effect on high gain beamforming. These quantization levels are realizable with current
state of the art ADCs. These results indicate that for multi-user/multi-stream cases, fully digital beamforming
with low quantization provide comparable performance to that of analog or hybrid beamforming with sim-
ilar or even lower power consumption. In [4] the power consumption comparison between analog, digital
and hybrid beamforming is performed from the receiver perspective. The authors have shown that analogue
beamforming performs better in low SNR conditions but have only single RF chain that implies to limited
degree of freedom. Moreover the popular belief that digital beamforming is always less power efficient than
hybrid is not universally correct. Rather it depends on the number quantization bits in digital beamforming,
on the components used in hybrid beamforming and on the number of parallel users in the system. They
have also presented an example where digital beamforming with low quantization levels has better energy
efficiency than hybrid beamforming for similar spectral efficiency. Furthermore they also concluded that a
similar power efficiency argument can be made for downlink digital beamforming with low quantization lev-
els in comparison to hybrid beamforming.

The literature discussed up-till now mainly focuses on different beamforming architectures and signal
processing methods of multiple beam generation for 5G systems. Recently, combining channel propaga-
tion aspects system performance metrics for multibeam antenna array synthesis has gained attention. An
impedance matrix model approach to derive base station antenna requirement for the given beamforming
algorithm and channel model is presented in [13]. The impact of base station antenna array on system per-
formance metrics (such as SINR and capacity) is studied in [21], [22], [38] respectively. The research in [86]
deal with the effect of inter-user angular spacing on interference reduction has been presented. In [43], it has
been argued that conventional antenna designing criteria’s such as sidelobe level and directivity cannot fully
represent the channel capacity for 5G system and even normally undesired grating lobes can be used for in-
creasing channel gain. It has been shown in [33] that directing a single beam towards the strongest multipath
outperforms directing multiple beams (with reduced EIRP) in terms of carrier to interference plus noise ratio
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Figure 1.3: Hybrid Beamforming Architectures from [47]

unless there are more than one equally strong multipaths.

1.3. Aim of Research

The literature review shows that a lot of focus has been on improving the overall system performance by in-
troducing new or modifying the beamforming algorithms. Traditionally, antenna synthesis falls in the analog
domain while the parameters use to gauge the system performance (such as SINR or BER) are describe in
digital domain; thus are dealt by system engineers as two distinct entities. This makes it harder for the system
designer to intuitively see the impact of antenna on system performance. Some recent studies as presented
earlier in section 1.2 have shown the potential of realizing the 5G multibeam generation antenna systems
using inter-disciplinary approach. However, these studies are limited to system performance evaluation with
respect to antenna array elements periodicity, beamforming architectures and improvement in certain beam-
forming algorithms.

Therefore, the main goal of this thesis is to reduce the gap between antenna design, signal processing
and channel modelling for 5G systems. This would enable to derive the antenna system design parameters
that are optimized for a certain user requirement encompassing signal processing and channel propagation
effects. The second goal of this thesis is to analyze the impact of recently introduced concept of cosecant
radiation pattern in the elevation plane [69] and digital beamforming in the azimuth plane for 5G base sta-
tion antenna arrays. The objective is to study the effect of several digital beamforming techniques in azimuth
domain (such as adaptive beamforming, constant sidelobe levels, zerofrocing (ZF), minimum-mean-square-
error (MMSE)) with cosecant radiation pattern in the elevation plane on system performance metrics. More-
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over, performance of Grid of Beam (GoB) approach with cosecant radiation beamforming technique is also
investigated. In addition to that, a statistical performance comparison between cosecant radiation beam-
forming (with its all variants) and traditional hybrid beamforming (with orthogonal matching pursuit algo-
rithm) is performed using signal to interference plus noise ratio (SINR) and bit error rate (BER) via Monte
Carlo simulations.

The analysis is performed by considering only one dominant path (LoS or NLoS) between base station and
randomly distributed user equipment. Each user has a single omnidirectional antenna and is served with a
separate beam. The effect of mutual coupling between antenna elements at base station is not taken into
account and the power per beam is limited. The channel state information and the user position is known at
the base station.

1.4. Outline

The remainder of the thesis is organized as follows:

• Chapter 2 presents the overview of various beamforming architectures. The chapters begins with the
description of some antenna basics and terminologies used in antenna designing. Thereafter, analog,
digital and hybrid beamforming schemes along with their advantages and disadvantages are discussed.
In the end, hybrid beamforming with a cosecant shaped beam in elevation and digital beamforming in
azimuth is presented.3

• Chapter 3 describes the signal model Multiuser MIMO system used for creating the simulation envi-
ronment. The assumptions for the channel model formation based on Saleh-Vanezula model is also
presented. The MIMO digital beamforming algorithms from uplink and downlink perspective are de-
scribed in detail. Afterwards, the orthogonal matching pursuit algorithm for fully connected hybrid
beamforming is derived in detail.

• Chapter 4 shows the analysis that performed using the system model presented in the previous chapter.
The parameters used in the development of simulation environment are listed with their corresponding
values. Thereafter the results obtained by performing Monte Carlo simulation for various simulation
scenarios are shown.

• Chapter 5 summarizes the entire thesis and discusses the conclusion drawn from the results presented
in chapter 4. This chapter concludes with recommendation for the future work.



2
Beamforming Architectures

The frequency spectrum sub-3 GHz has become very crowded due to ever increasing demand for mobile
devices and data communication [67]. Therefore the existing cellular systems have a very narrow frequency
band of operation (around 600 MHz currently in use). In order to cope up with the existing high demands of
spectral efficiency (in bits/second/Hertz/cell), the present 4G systems are employing advance technologies
such as multiuser diversity, OFDM, link adaption, MIMO, hybrid automatic repeat request (HARQ) and turbo
codes. Since 5G communication systems aims for unprecedented high data rates, it is quite evident that the
current frequency spectrum for cellular communication won’t be able to fullfill that demand. One of the
solution that has been proposed that is to utilize the un-used spectrum available in range of 3-300 GHz called
as millimetre wave band (wavelength lies in the range of 1 mm-100 mm) as shown in Figure 2.1.

Figure 2.1: Millimetre-wave band spectrum from [7]

So a potential 252 GHz of bandwidth is available which also suitable for mobile communication. The at-
tenuation to RF signal occurs due to oxygen molecules of up to 15 dB/km and because of water molecules of
about tens of dBs/km is observed in the frequency range of 57-64 GHz and 164-200 GHz respectively. Since
this high attenuation limits the communication range of a system, these frequency bands are excluded for
cellular applications. The major difference between microwave and millimetre wave communication is that
the millimetre wave suffers high losses while propagating through obstacle like wall which also causes block-
ages. According to the experimental results presented in [72] (at 28 GHz and 38 GHz in temporal resolution
of 2.3 ns), the path loss exponent value of 2 was recommended for Line of Sight (LoS) propagation and 4 for
non-line of sight (NLoS) propagation. The atmospheric attenuation for the range of 200 meters is mentioned
to be 0.012 dB@28GHz, 0.016 dB@38 GHz, 4 dB@60 GHz and 0.060 dB @73 GHz in [71]. The rain attenuation
for the same frequencies over the range of 200 meters is given as 1.2 dB @28 GHz and 2 dB @73 GHz in [70]

7



8 2. Beamforming Architectures

respectively.

As the frequency goes up or wavelength goes down, the antenna size decreases. Therefore, it is possible
to pack more element on similar antenna arrays size as of for the microwave arrays. This allows making
narrow focused beams towards the intended receiver. Since, a typical 5G millimetre wave environment will
be based on a 100 meters to 300 meters cell typically comprised of highly dense urban streets. This requires
compensating the atmospheric losses, rain attenuation penetration and low efficiency of power amplifiers.
Creating high gain narrow beams with large antenna arrays at base station are envisioned as way to overcome
above mentioned short coming for 5G systems.

2.1. Antenna Basics

In order to fully understand different beamforming techniques, essential antenna parameters needs to be
defined. The most critical parameters that describes antenna are gain, radiation pattern, efficiency and po-
larization. The antenna radiation pattern shows the radiated field pattern in space coordinate system. The
radiation pattern gives the field strength and directivity of the radiated electromagnetic signal. The radiation
pattern can be created by plotting the received electric field at constant radius with respect to azimuth or
elevation angle. This pattern is termed as amplitude filed pattern [63]. A similar kind of plot can be con-
structed for received power density would be called as power pattern. The Figure 2.2 shows a typical antenna
radiation pattern in linear and log scale respectively. The radiation pattern as shown in Figure 2.2 is divided
into several parts such as main lobe, side lobes and back lobes. The main lobe contains the maximum energy
radiated from the antenna pointing towards the receiver. Side lobes are any other radiation lobes except the
main lobe and a back lobe is a side lobe which points in the opposite direction of the intended user. The
radiation pattern are generally seen in logarithmic scale for the ease of view. In order to specify the radiated
energy in the direction of intended users, a parameter called as beam width is defined. The beamwidth of
a radiation pattern is describe as the angular separation between two same points on the either side of the
maxima of main lobe. Generally, the beam width is calculated is called as half power beamwidth as it’s the
difference of angles at the opposite points of main lobe where the radiated power is half of its maximum value.

Figure 2.2: Antenna radiation pattern in polar domain

The directivity of the antenna is defined as the ratio between the radiation intensity in the maximum
direction with respect to the radiation intensity of an isotropic radiator. The isotropic radiator is a radiator
which radiates equally in all direction.

D(θ,φ) = U (θ,φ)

U0
= 4πU (θ,φ)

Pr ad
(2.1)
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Dmax (θ,φ) = Umax

U0
= 4πUmax

Pr ad
(2.2)

Where U (θ,φ) is the radiation intensity of an antenna which is non-isotropic at certain solid angle (W/unit
solid angle), Umax is the maximum radiation intensity of this antenna (W/unit solid angle), U0 is the radiation
intensity of ideal isotropic antenna (W/unit solid angle) and Pr ad is the total power radiated (W).

The directivity of an antenna describe how well antenna can radiate in a particular direction. The max-
imum value of directivity is usually greater than unity since the directivity of anisotropic radiator is always
unity. There exist a trade-off between high directivity and large beamwidth. higher the directivity lower would
be the beamwidth and vice versa. In addition to that, there are also some internal losses in the antenna which
dissipates some energy. These losses comprises of conductive and dielectric losses. The radiation efficiency
is described as

ηr ad = Pr ad

Pi n
(2.3)

By taking into account the efficiency of the antenna, the antenna gain can be described as

G(θ,φ) = ηr ad D(θ,φ) (2.4)

2.2. MIMO

Various diversity techniques are used to make the radio communication link more robust and reliable. These
methods comprises of frequency diversity (spread spectrum, OFDM etc), time diversity (assigning separate
time slots and channel coding techniques), and spatial diversity (space division multiple access). The spa-
tial diversity can be achieve using multiple antennas either at transmitter or at receiver. Therefore multiple
antenna systems are called as Multiple Input, Multiple Output (MIMO) system. In addition to that, multi-
ple antennas can also be deployed to increase the system capacity by creating multiple channel paths that
increases the amount of data transfer.

2.2.1. Single Antenna Systems

The traditional communication system comprises of one antenna at transmitter and one at the receiver as
shown in Figure 3. Therefore these systems are called as single input single output (SISO) systems

Figure 2.3: Conventional SISO system

The shannon capacity theorem implies that the capacity of the channel C depends on the bandwidth B
and signal to noise ratio S/N. The capacity for the SISO system can be given as:

C = B log(1+ S

N
) (2.5)

2.2.2. Multi-Antenna Systems

A typical MIMO system comprises of m transmit antenna and n receive antennas as shown in Figure 2.4. This
creates multiple propagation paths using the same channel. Therefore, the receiver not only gets the direct
signal component but also the indirect components coming from other antennas. For time independent
narrow band channel matrix H, h11 represents the direct transmission path from antenna 1 to 1 as shown in
Figure 2.4. While the cross transmission path h21 represents an indirect transmission path from antenna 1 to
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2. So the number of independent data stream will always be less than or equal to the number of antennas in
case of asymmetrical system. For instance, a 4x4 systems could have 4 or fewer transmit streams while a 3x2
system could have 2 or fewer data streams. The increase in the system capacity C for a MIMO system using
M independent data streams can be given as :

C = M .B log(1+ S

N
) (2.6)

Figure 2.4: MIMO system diagram

2.2.2.1. SU-MIMO

The MIMO system deployed to increase the data rate or robustness of a system for single, is called as single
user MIMO (SU-MIMO) as shown in Figure 2.5.

Figure 2.5: Single User MIMO system-SU-MIMO

2.2.2.2. MU-MIMO

The systems where there are multiple users and a single transmitter with multiple antennas is called as
Multiuser-MIMO system (MU-MIMO) as shown in Figure 2.6. This scenario is particularly useful in cellu-
lar communication where base station having an antenna array can communicate with multiple users in a
cell.

2.2.2.3. Massive MIMO

Massive MIMO is a derivative of MU-MIMO in which the number of base station (BS) antenna are quite
large. This creates more number of communication paths between BS and the user thus creating favourable
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Figure 2.6: Multiuser MIMO-MU-MIMO

propagation conditions. The large number of antennas at base station allow the use of simpler linear signal
processing techniques as the becomes optimal [63]. This also enables to take advantage of multiplexing gain
and array gain via simple linear processing. Moreover, by increasing the number of antennas at BS; higher
throughput for the system is also achieved. Though the massive MIMO is useful at centimetre wave frequen-
cies also but it is crucial for millimetre wave frequencies. Since the high propagation losses for millimetre
wave frequencies requires large array gains in order to achieve sufficient signal to interference plus noise ra-
tio (SINR) at the receiver.

However, large number of antennas in massive MIMO creates new challenges such as large number of
RF chains for each antenna element which would then increase the implementation cost and energy con-
sumption of the entire system. Therefore, different beamforming architectures are used to generate multiple
beams in massive MIMO each with having its own trade-off between performance and complexity.

2.3. Beamforming Fundamentals

In high directivity systems, the antenna beam is needed to be steered to cover a large area for communica-
tion. The electrical beam steering is realized by using antenna arrays with multiple antenna elements having
control over the signal coming to each of them as shown in Figure 2.7. The beam steering to a certain angle
θ away from the centre can be achieved by delaying the signal to individual elements in such a manner that
they add constructively in the intended direction θ. Let’s assume the signal in the nth element is delayed by
(n-1)τ. with antenna element spacing d, the signal transmitted by all the elements would have different de-
lays among them. The free space delay between any nth antenna element signal and the last antenna element
(N th) signal is given as

tn = (N −n)d sinθ

c
= (N −n)t0 (2.7)

t0 = d sinθ

c
(2.8)

The electric field vector (E) from a nth antenna at the wavefront is

En = e jω0[t−tn−(n−1)τ] (2.9)

En = e jω0[t−(N−n)t0−(n−1)τ] (2.10)

En = e jω0[t−(N−n)t0]e jω0[(n−1)τ] (2.11)

Summing the E-field vector for all the N antenna elements, we have
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Ear r ay =
N∑

n=1
En (2.12)

Ear r ay = e jω0[t−(N−1)t0]
N∑

n=1
e jω0[(n−1)(t0−τ)] (2.13)

Ear r ay = e jω0[t−(N−1)t0]
N−1∑
n=1

e jω0[n(t0−τ)] (2.14)

Ear r ay = e jω0[t−(N−1)t0]e jω0
(N−1)(t0−τ)

2
sin[ 1

2 Nω0(t0 −τ)]

sin[ 1
2ω0(t0 −τ)]

(2.15)

Therefore the magnitude of the summed E-field vector is

∣∣Ear r ay
∣∣= ∣∣∣∣∣sin[ 1

2 Nω0(t0 −τ)]

sin[ 1
2ω0(t0 −τ)]

∣∣∣∣∣ (2.16)

The magnitude of the summed E-filed can be maximized for an angle θ by setting t=t0,

τopt = t0 = d sinθ

c
(2.17)

Using this condition, the E-field obtained via summing is N times larger than the E-field of a single an-
tenna element. Since power is proportional to the square of electric field, therefore the radiation intensity
of an antenna array would be N 2 times greater than of single antenna. This also implies that the Effective
Isotropic Radiated Power (EIRP) of an antenna array is N 2 times greater than of single antenna. The E-field
for spatial angle θ using a fixed delay τ is given as ,

∣∣Ear r ay
∣∣= ∣∣∣∣∣sin[ 1

2 Nω0( d sinθ
c −τ)]

sin[ 1
2ω0( d sinθ

c −τ)]

∣∣∣∣∣ (2.18)

The maximum directivity of an N-element is given as

Dar r ay,max = Umax

U0
= E 2

max

E 2
0

=
1
N N 2

1
= N (2.19)

The factor of 1
N in the numerator of Dar r ay,max is because that each antenna element receives the 1

N th of
the total input power. Therefore, the maximum directivity of N element antenna array is also N times greater
than the single antenna element.

The programmable time delays at RF frequencies are relatively difficult to implement in a compact form
[63]. In addition to that, for narrow band signal; time delays can be approximated by phase shifts. Therefore,
the beamforming and steering is achieved by using N element phased array antenna as shown in Figure 2.8.
The signal in applied to each element in phased array antenna are progressively phase shifted. The signal to
nth element in an array has a phase shift of (n −1)φ. The E-field vector from the nth antenna is given as

En = e
jω0[t−tn−(n−1) φ

ω0
]

(2.20)

En = e jω0[t−(N−1)t0]e
jω0[(n−1)(t0− φ

ω0
)]

(2.21)

The sum for all the E-fields of the array is given as,

Ear r ay = e jω0[t−(N−1)t0]e jω0[
(N−1)(t0− φ

ω0
)

2 ] sin[ 1
2 N (ω0t0 −φ)]

sin[ 1
2 (ω0t0 −φ)]

(2.22)

Similarly, the magnitude of the E-field vector for an array is given as

∣∣Ear r ay
∣∣= ∣∣∣∣∣sin[ 1

2 N (ω0t0 −φ)]

sin[ 1
2 (ω0t0 −φ)]

∣∣∣∣∣ (2.23)
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Figure 2.7: N-element timed Antenna array

The maximum magnitude for the summed E-field can be obtained for an angle θ by setting ω0t0 =φ

φopt =ωt0 = ω0d sinθ

c
(2.24)

The E-field radiation pattern at angle θ for a fixed phase shift of φ is given as

∣∣Ear r ay (θ)
∣∣= ∣∣∣∣∣sin[ 1

2 N (ω0
d sinθ

c −φ)]

sin[ 1
2 (ω0

d sinθ
c −φ)]

∣∣∣∣∣ (2.25)

The antenna radiation pattern is also effected by the inter-element spacing of the antenna array “d”. when
the spacing exceeds by half wavelength, multiple radiation lobe with similar magnitude as of main lobe ap-
pears in the radiation pattern. These un-intended radiation lobes are called as grating lobes. These grating
lobes are undesired as the transmits energy in un-wanted direction which results in loss of signal but also it
can cause interference signal of another users.

Figure 2.8: N element Phased Antenna Array
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2.4. Beamforming Architectures

The beam formation in the desired direction can be achieved via multiple ways depending on where the
phase shifts takes place in the signal path. The beamforming architecture can be broadly divided into three
domains: Analog Beamforming, Digital Beamforming and Hybrid beamforming. The analog beamforming
can be performed via phase shifting at RF or LO level. The digital beamforming is performed in baseband
(BB) domain. The hybrid architectures divides the beamforming process in analog and digital domain.

2.4.1. Analog Beamforming

2.4.1.1. RF Phase shifting

The most popular and widely used beamforming architecture is RF phase shifting network. A typical passive
RF phase shifting network is shown in Figure 2.9(a) consists of uniform linear array (ULA) of M elements with
inter-element separation of d and N RF channels. The transceiver for each data stream is connected to all
elements of an array via switch or duplexer and phase shifter to control the magnitude and phase of each
beam. Since each antenna element is connected to all “N” RF chains via phase shifter, thus total amount of
phase shifter require are the product of number of beams and the antenna elements i.e. N x M [5].

Let’s assume phase shift between mth antenna element and nth phase shifter as φmn , where m=1,. . . ., M
and N=1,.. . . N. To direct the beam at angle θn which is off broad side for wavelength of λ0, the required phase
shift for the corresponding elements would be

φnm −φn(m−1) = 2πd sinθn

λ0
, m = 2, ..., M . (2.26)

As the inter-element spacing “d” increases, the beam gets narrower at the cost of scanning range. Because
as the inter-element distance increases, the grating lobe appears in the radiation patterns which limits the
scanning range. In order to avoid the grating lobes the inter-element distance “d” must fulfills

λ0

d
> 1+max|sinθn |, n = 1, ..., N . (2.27)

The RF phase shifting can also be achieved using active phase shifter instead of passive phase shifters
as shown in Figure 2.9(b). The RF phase shifter are positioned between low noise amplifier (LNA), power
amplifier (PA) and mixers. This type of system architecture improves receiver sensitivity, noise figure and also
allows to generate high power levels. The efficiency of active RF phase shifting networks is better as compared
to passive as the number of beams increases.

2.4.1.2. LO Phase shifting

Despite the ease of implementation, RF phase shifting network has several disadvantages such as poor iso-
lation, amplitude variation due to increase temperature which results in the degradation of beam accuracy
and radiation pattern. In addition to that, the manufacturing of precise phase shifter at higher frequencies
particularly at millimetre wave is quite challenging. Moreover, due to wire bonding length for connection at
high frequency with switches and power amplifiers also induces large insertion losses.

In order to avoid these problems related to high frequency, phase shifting is being proposed at Interme-
diate Frequency (IF) [61] or even at baseband (BB) [6]. This enables the user of low cost components at lower
frequencies in addition to reducing insertion losses. However, implementation of a phase shifter or a time
delay circuit at lower frequency would require longer delay lines. Therefore rather than using a phase shift-
ing network or a time delay circuit, virtual phase shift can be obtained at local oscillator (LO) by modifying
its phase [49]. As the system architecture for LO phase shifting network is shown in Figure 2.10, the beam
direction can be modified by applying phase shifts at LO. So, for M number of elements generating N beams,
in total N x M mixers along with N distribution circuits would be required. The phase control circuits can be
realized by high frequency clock divided [44], variable gain amplifier with phase rotators [53] or digitally via
direct digital synthesis [30] to achieve fine beams with high precision.
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Figure 2.9: System Architecture for RF Phase Shifting Network from [51] (a) Passive (b) Active

Figure 2.10: System Architecture for LO phase shifting from [51]
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2.4.2. Digital Beamforming

The digital beamforming provides a more versatile and flexible approach to generate multiple independently
controlled beams as compared to analog phase shifting techniques such as RF phase shifting and LO phase
shifting. It also provide robustness against the failure of one or more antenna elements. The system archi-
tecture of M element ULA capable of generating N beams using digital beamforming is shown in Figure 2.11.
There is a transceiver consists of power amplifier, low noise amplifier, mixer, analog to digital converter (A/D),
digital to analog converter (D/A) behind each element. However unlike analog techniques, there are no phase
shifters and attenuators.

Figure 2.11: System Architecture for Digital Beamforming from [51]

The received RF signal from ULA is filtered, amplified and down converted and then transferred into
digital domain via A/D. The signal can be represented as

X = [x1x2, x3, ..., xM ], m = 1, ..., M (2.28)

Where xM is the complex BB signal from the mth antenna element. This signal contains both the in-phase
(I) and quadrature (Q) components. A weighting matrix in the digital domain can be applied to the received
BB samples defined as

W =


W1

.

.
WN

=


W11 W1M

.
.

WN 1 WN M

 (2.29)

Where Wnm = anme jφnm (m=1,..M and n=1,..N) is the complex weight for the nth beam coming from mth
element. The coefficient anm controls the amplitude tapering and φnm determines the phase delay for each
antenna element. These values can be changed with resprect to different frequencies. The output of the nth
beam after applying weighting matrix would look like:
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Yn(θ) =W H
n X (2.30)

Where H denotes the hermitian transpose of the weighting matrix. If the signal power is taken out of
the equation, then the weighting vector for the nth beam towards θn = arcsin( 2n

M−1 ) from broad side can be
expressed as

WN =
[

1,e j 2πd
λ

sinθn , ...,e j (M−1) 2πd
λ

sinθn

]T
(2.31)

For the transmission perspective, the weighting matirx can be multiplied to the digital BB signal of each
beam to be transmitted. Then that signal would be converted into analog domain via D/A, upconverted
and then radiated from ULA. By making an appropiate weighting matrix, independently controlled mulitple
beams can be synthesized via digital domain.

In fully active digital beamforming each element has its own RF transciever chain, comprisinf from A/D,
D/A to DSp processing chips. Since the number of processing chips and transciever chain is propotional to
the number of beams. Therefore to digitally generate N parallel beams would require considereable amount
of computational power. Alternative digital architectures have been proposed to reduce the number of RF
chains, cost and complexity. The fixed sub-array based architecture for digital beam generation in shown in
Figure 2.12. The M elements are divided into Q subarrays with each subarray having P=M/Q elements (i.e.
provided M is divisibe by Q). This implies that the number of RF channels are now reduced from M to Q. This
also relaxes the power and processing requirements.

.

Figure 2.12: System Architecture for Digital Beamforming for M channels and N beams from [51]
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2.4.3. Hybrid Beamforming

The previous section presented the analog and digital beamforming architectures and their operating prin-
ciples. The analog architectures are easier to implement and operate. However phase shifters at higher fre-
quencies especially at millimetre wave are difficult to accurately design. This effect beam precision, phase
shift variation for different temperatures and insertion losses. The digital beamforming overcomes these
issues by performing the phase shifting operation in digital domain. The digital beamforming offer more
flexibility and control of independent multiple beams. It also enables to achieve very high beam resolutions.
However, this requires to have RF transceiver behind each antenna element. This would cause high power
consumption and dissipation along with increased cost issues for large array based massive MIMO 5G sys-
tems.

The hybrid beamforming aims to provide the solution to above mentioned problems. In addition to that,
it can reach up to the performance of traditional digital beamforming techniques while using much less hard-
ware complexity and power consumption [8]. The hybrid beamforming architecture uses the combination of
RF phase shifters in analog domain together with digital beamforming in baseband domain. Instead of hav-
ing RF chains equal to the number of elements as in the case of digital beamforming, the hybrid beamforming
have number of RF chains atleast equal to or more than the number of beams to be generated. The concept
behind hybrid beamforming is that number of transceiver chains are lower bounded by the number of data
streams, the beamforming gain and spatial diversity is achieved by the number of antennas. The problem
for hybrid beamforming was to decouple the RF and digital beamformer designs. However with advance-
ment in signal processing techniques, the interest in hybrid beamforming particularly for massive MIMO has
increased and various architectures have been proposed which are explained in the next section.

2.4.3.1. Fully Connected Hybrid Beamforming

In fully connected hybrid beamforming architecture as shown in Figure 2.13, each RF chain is connected to
all antenna elements via adders. Therefore the transmitted signal in NRF transceivers passes through Nt RF
paths (which contains mixer, power amplifier, phase shifter, etc.) and added together before being applied to
each antenna element as depicted in Figure 2.13. The fully connected hybrid architecture offers full beam-
forming gain and higher flexibility in beam steering.

2.4.3.2. Partially Connected Hybrid Beamforming

Although the fully connected beamforming architecture provide high beamforming gain per transceiver and
more beam agility, but it all comes at the cost of high implementation complexity. The fully connected beam-
forming system would require adder for each antenna element. A typical fully connected system with NRF

transceivers and Nt RF paths, the signal will pass through in total NRF xNt paths.

The partially connected hybrid beamforming reduces the complexity as shown in Figure 2.14. In partially
connected architecture, the entire antenna array is divided into Nt

NRF
number of subarrays. Then each of the

NRF chain is connected to a certain subarray. This reduces the overall system complexity of Nt RF paths but
at the cost of 1

NRF
beamforming gain as compared to fully connected hybrid architecture. The combination of

massive MIMO with partially connected hybrid beamforming can massively reduce number of transceivers
and power consumption for 5G systems.

2.4.3.3. Cosecant Subarray Beamforming

The hybrid beamforming provides a very effective alternative with less hardware complexity for multi-beam
generation as compared to digital beamforming. One of the variants of hybrid beamforming is cosecant sub-
array beamforming which uses the cosecant elevation power equalization as presented in [69]. The concept
behind the cosecant subarray beamforming is to provide similar power for all the users in the cell while re-
ducing the hardware complexity of traditional hybrid beamforming.

As shown in Figure 2.15(a), a uniform linear array of subarrays is used for cosecant subarray beamforming.
The azimuth beamforming across all the subarrays for N beams is performed in digital domain using standard
beamforming algorithms as presented in the next chapter. The cosecant based power distribution as shown
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Figure 2.13: Fully Connected Hybrid beamforming from [8]

.

Figure 2.14: Partially Connected Hybrid beamforming from [8]
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in Figure 2.15(b) is applied in elevation domain within each subarray. This would provide the farthest user
which is has the lowest elevation angle from horizon with the highest gain. However, as the user approaches
the base station its elevation angle with respect to horizon increases,; its gain will be reduced. Thus the
cosecant subarray beamforming system attempts to provide similar signal to noise ratio (SNR) to all the users
in cell.

.

Figure 2.15: Cosecant Subarray Beamforming (a) Uniform linear array of subarrays (b) Cosecant-square power distribution in elevation

2.5. Conclusion

This chapter presented the overview of different potential beamforming architectures that can be used in the
upcoming 5G system. The chapter started with a brief background of millimetre wave frequency band and
challenges it offers to communication system. Then antenna basics were presented along with some formu-
las that would be useful in understanding the rest of the thesis. The various beamforming architecture with
their implementation, advantages and dis-advantages are discussed. Finally, cosecant subarray beamform-
ing concept is introduced which is a variant of hybrid beamforming and its operating principle is presented.
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Multiuser MIMO System

As discussed earlier, Massive MIMO is a multiuser MIMO (MU-MIMO) system where the number of antennas
at the base station and number of users are very large. MU-MIMO is capable to have Spatial Division Multiple
Access (SDMA) which enables to differentiate the users on the basis of their spatial footprint. The system then
can form a beam directed towards each user using various beamforming algorithms to transmit the data as
shown in Figure 3.1, thus increasing the overall system capacity and throughput. In this chapter, we begin
with the description of system model for MU-MIMO system. Then we discuss the channel model formation
and assumptions that were used in the thesis. This is followed by the introduction of digital beamforming
algorithms from the uplink and downlink perspective. In the end, the orthogonal matching pursuit algorithm
is presented that will be used for fully connected hybrid beamforming analysis in the next chapter.

3.1. System Model

The MU-MIMO system model consists of a single base station with K active users randomly distributed in a
cell. The base station has an antenna array with M elements while each User Equipment (UE) has a single
antenna. Generally, a user can also be equipped with multiple antenna elements but for the simplicity, our
analysis considers only single antenna at user end. Figure 3.2 presents the multiuser MIMO system with K
active users served by the base station (BS) having M antenna elements. It is assumed that all K active users
share the same time-frequency resource. The cellular communication has two modes: in uplink UEs transmit
the signal to the BS while in downlink the BS transmits the signal to the UEs. Moreover, it is assumed that the
each BS serves a 90 degrees or ± 45 degrees sector, mutual coupling between antenna elements is ignored and
modulation for carrier is 16-quadrature amplitude keying (QAM). In addition to that, we also assume that the
BS has the perfect Channel State Information (CSI) which it already acquired during the training phase.

3.1.1. Channel Model Formation

The millimetre waves (mmWaves) domain is characterized by high free space path propagation loss (due to
the decrease in effective aperture of the antenna as the wavelength decreases) which results in limited scatter-
ing and spatial selectivity. Likewise, large antenna arrays with closely spaced antenna elements for multiuser
massive MIMO communication in mmWave domain leads to high antenna correlation. This combination of
dense antenna arrays in a spatially selective scattering environment makes the traditional MIMO statistical
fading analysis inaccurate for the mmWave channel realization and modelling. Therefore, a narrow band
clustered geometric channel based on Saleh-Valenzuela model is adopted which enables to precisely capture
the mathematical structure of mmWave channels [81], [87]. The channel matrix H is the sum of the rays com-
ing from Ncl clusters with each cluster contributing Nray propagation paths to the channel. The discrete time
narrow band channel H with M elements at BS and N elements at receiver can be presented as

H = γ∑
i ,l
αi ,lΛr (φr

i ,l ,θr
i ,l )Λt (φt

i ,l ,θt
i ,l )ar (φr

i ,l ,θr
i ,l )at (φt

i ,l ,θt
i ,l )∗ (3.1)

where γ is the normalization factor given as
√

M N
Ncl Nr ay

, αi ,l is denoted as the complex gain for the l th ray

21



22 3. Multiuser MIMO System

Figure 3.1: A Multiuser MIMO system with K number of active users served by the BS with M antenna elements, all sharing same
frequency sub-band simultaneously from [63]

Figure 3.2: A M x K MU-MIMO cell with ±45 degree sector from [21]

in the i th scattering cluster, While φr
i ,l (θr

i ,l ) and φt
i ,l (θt

i ,l ) are the azimuth (elevation) angles of arrival and

departure for l th ray, respectively. The functions Λt (φt
i ,l and Λr (φr

i ,l ,θr
i ,l represent the antenna element gain

for transmitter and receiver at the corresponding angles of arrival and departure. The vectors ar (φr
i ,l ,θr

i ,l )

and at (φt
i ,l ,θt

i ,l ) are the normalized receive and transmit steering vectors at an azimuth (elevation ) angle of

φr
i ,l (θr

i ,l ) and φt
i ,l (θt

i ,l ) respectively. The complex gain αi ,l are assumed to be independent and identically

distributed (i.i.d.) with zero mean and σ2
α,i variance, where σ2

α,i represents the average power of the ith

cluster. The sum of all the average cluster power is such that

Ncl∑
i=1

σ2
α,i = γ (3.2)

The γ is the normalization factor which satisfies E
∥∥H 2

F

∥∥= Nt Nr [87]. The azimuth and elevation angles of
departures,φt

i ,l and θt
i ,l , in each cluster I for Nr ay are assumed to be randomly distributed with mean cluster

angle ofφt
i and θt

i respectively and a constant angular spread (standard deviation) ofσφt andσθt respectively.
Similarly, the azimuth and elevation angles of arrival,φr

i ,l and θr
i ,l , are randomly distributed with mean cluster

angles of (θr
i ,φr

i ) and angular spreads of σφr and σθr respectively. Various distributions have been proposed
for angles of arrival and departures in the clustered channel models, laplacian distribution is found to be a
good fit [37]. Likewise , different mathematical models are used for depicting the functions ofΛt (φt

i l ,θt
i l ) and

Λr (φr
i l ,θr

i l ). For instance, if transmitter contains ideal sectored antenna elements [80], Λt (φt
i l ,θt

i l ) would be
given as

Λt (φt
i ,l ,θt

i l ) =
{

1 ∀φt
i l ∈ [φt

mi n ,φt
max ],∀θt

i l ∈ [θt
mi n ,θt

max ],
0 other wi se

(3.3)

In equation 3.3, it is assumed to have a unity gain over the entire sector defined by φt
i l ∈ [φt

mi n ,φt
max ] and
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θt
i l ∈ [θt

mi n ,θt
max ] respectively. The receive antenna gainΛr (φr

i l ,θr
i l ) is also similarly defined over the azimuth

and elevation sector angles defined by φr
i l ∈ [φr

mi n ,φr
max ] and θr

i l ∈ [θr
mi n ,θr

max ] respectively. However, in-
stead of using the simplified antenna gain model presented in equation 3.3, Λt (φt

i l ,θt
i l ) and Λr (φr

i l ,θr
i l ) can

be replaced with real far field patterns of antenna used in the system.

The array response vector for transmit and receive antennas are given by at (φt
i l ,θt

i l ) and ar (φr
i l ,θi l r ) re-

spectively. These vectors depends on the structure of antenna arrays rather than the antenna element prop-
erties. The array response vector for two mostly used antenna arrays are presented. The array response vector
for M element uniform linear array (ULA) oriented along y-axis can written as

aU L Ay (φ) = 1p
M

[1,e j kd sinφ, ...,e j (M−1)kd sinφ]
T

(3.4)

Where k = 2π
λ and d is the inter-element spacing in the antenna array. The equation 3.4 does not include

θ the ULA response is invariant in the elevation domain. For uniform planar array (UPA) in the yz-plane with
having W and H elements on the corresponding y and z axes respectively., the array vector is given as

aU PAy (φ,θ) = 1p
M

[1,e j kd(m sinφsinθ+n cosθ), ...,e j kd((W −1)sinφsinθ+(H−1)cosθ)]
T

(3.5)

Where 0 ≤ m < W and 0 ≤ n < H are the y and z indices of antenna elements respectively for antenna
array of size M =W H .

3.1.2. Uplink Transmission

The uplink transmission is referred to the communication link where K active UE sends the data to the base
station. Let sk , where E |sk |2 = 1 be the transmitted signal from the k th user to the base station. The K users
are sharing the same time-frequency resources; therefore, the received signal vector of size M x1 would be the
combination signals sent by all K users

yul =p
pu

K∑
k=1

hk sk +n (3.6)

yul =p
pu HS +n (3.7)

Where pu is the average signal to noise ratio (SNR) per user equipment, n ∈CM x1 is additive white Gaus-
sian noise and S = [s1, ..., sk ] . The elements of n are i.i.d. with zero random mean and unit variance, and also
independent of channel matrix H .

Since the base station has the knowledge of CSI, the sum capacity of the multiple-access channel can be
calculated from the received signal yul as [41]

Cul ,sum = log2 det (Ik +pu H H H) (3.8)

3.1.3. Downlink Transmission

The downlink transmission, also known as forward transmission, occurs when the base station (BS) send the
data to the K active user equipment’s in a cell. Let assume x ∈ CM x1 where E‖x‖2 = 1 as transmitted signal
vector from base station (BS) antenna array to the k th user and is given as

ydl =p
pd

K∑
k=1

hT
k x + zk (3.9)

Where pd is the downlink signal to noise ratio and zk is the additive white Gaussian noise at the k th user.
The zk is Gaussian distributed with zero mean and unit variance. The received signal in matrix form can be
written as

ydl =p
pd H T S + z (3.10)
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Where ydl = [y(dl ,1) y(dl ,2), ..., y(dl ,K )]
T , z = [z1z2, ...zk ]T and H is the channel matrix. The downlink sum-

capacity is given as

Csum = maxqk log2 det (IM +pd H∗Dq H T ) (3.11)

Where Dq is the diagonal matrix with kth element is qk .

3.2. Linear Processing Techniques

In order to obtain the optimal performance, the complex signal processing techniques are needed to be im-
plemented. In the uplink mode, maximum likelihood (ML) multiuser detection is possible. For ML multiuser
scenario, the BS has to perform the search for all the transmitted signal vectors s, and selects the best as
follows

ŝ = ar g mi ns∈SK

∥∥yul −p
pu HS

∥∥2 (3.12)

Where k = 1,2, ...,K . The problem presented in equation 3.2 is a least square problem with finite alphabet
constraint. The BS has to perform a search over |S|K vectors, where |S| is the cardinality of set S. This implies
maximum likelihood complexity is exponentially related to the number of users.

Therefore, the BS can use linear processing techniques to reduce the signal processing complexity. These
linear processing schemes are not optimal. However, for large number of BS antenna elements, it is shown
that [62],[79] linear processing becomes optimal. The explanation of linear processing techniques is pre-
sented in the following sections.

3.2.1. Linear processing Receivers (in the Uplink)

The received signal at the base station yul is divided into K independent streams by multiplying it with an M
x K linear detection matrix, A

˜yul = AH yul =p
pu AH HS + AH n (3.13)

As shown in Figure 3.3, each data stream is decoded independently. The complexity of this process is in
the order of K |S|. From equation 3.13, the k th signal stream of ˜yul which is used to recover the data sk of k th

user is given as

˜yul ,k =p
pu aH

k hk sk +p
pu

K∑
k ′ 6=k

aH
k hk ′ sk ′ +aH

k n (3.14)

Where the first term in the equation 3.14 represents the desired signal from the intended user, while the
second term represents the inter-user interference signal and the last term is the additive white Gaussian
noise. The ak presents the kth column of A. The interference signal is treated combine as effective noise and
the signal to interference plus noise ratio for the uplink is given as

SI N Rk = pu
∣∣aH

k hk
∣∣2

pu
∑K

k ′ 6=k

∣∣aH
k hk ′

∣∣2 +∥∥a2
k

∥∥ (3.15)

3.2.1.1. Maximum-Ratio Combining receiver

The aim of the maximum ratio combining receiver (MRC) technique is to maximize the signal to noise ratio
(SNR) while ignoring the effect of inter-user interference. From equation 3.14, the column of A (MRC receiver
matrix) is given as

amr c,k = ar g maxak∈CM x1
power (desi r ed si g nal )

power (noi se)
(3.16)

= ar g maxak∈CM x1

pu
∣∣aH

k hk
∣∣2

‖ak‖2 (3.17)
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Since

pu
∣∣aH

k hk
∣∣2

‖ak‖2 ≤ pu‖ak‖2‖hk‖2

‖ak‖2 = pu‖hk‖2 (3.18)

Figure 3.3: Linear detection at BS from [63]

And the equality will hold when ak = const .hk , the MRC receiver is then given as: amr c,k = const .hk .
plugging in the value of amr c,k in equation 3.15, the received SINR for MRC is then given as

SI N Rmr c,k = pu‖hk‖4

pu
∑K

k ′ 6=k

∥∥hH
k hk ′

∥∥2 +‖hk‖2
(3.19)

SI N Rmr c,k = ‖hk‖4∑K
k ′ 6=k

∥∥hH
k hk ′

∥∥2 as pu →∞ (3.20)

The obvious advantage of MRC is the simple signal processing which lowers the computation power re-
quirements at the BS. The received signal is the multiplied with the conjugate-transpose of the channel matrix
H. In addition to that, at low SNR pu , SI N Rmr c,k ≈ pu‖hk‖2. This means at low SNR, maximum-ratio com-
bining provides the same array gain as it would in the case of single user system. However, MRC does not take
into account the effect of inter-user interference signal. Therefore, its performance severely degrades in the
case of interference-dominated scenario.

3.2.1.2. Zero-Forcing receiver

The zero-forcing (ZF) receiver takes into consideration the inter-user interference signal but ignores the effect
of noise. In multiuser scenario, the ZF completely nullify the interference signal by projecting each stream
orthogonal to each other. The kth column of the ZF matrix satisfies the following{

aH
z f ,k 6= 0

aH
z f ,k = 0, ∀k

′ 6= k
(3.21)

The ZF matrix which would satisfy the condition mentioned in equation (3.21) can be obtained by the
pseudo-inverse of the channel matrix H. For ZF we then have

ỹul =
(
H H H

)−1
H H yul =p

pu s + (
H H H

)−1
H H n (3.22)
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The ZF technique requires to have number of antenna elements at base station equal to or larger than the
number of users (M ≥ K ) in a cell (to make H H H invertible). Each stream coming from the equation (3.22)
would be interference free, therefore the kth stream from ỹul can be written as

�yul ,k =p
pu sk + ñk (3.23)

Where ñk represents the kth entry of
(
H H H

)−1
H H n. The received SINR in the case of zero-forcing for kth

stream can be given as

SI N Rz f ,k = pu[(
H H H

)−1
]

kk

(3.24)

The zero forcing offers advantage over MRC in terms of superior inter-user interference suppression. The
SINR can be increased as high as required by increasing the transmit power. However, ZF completely neglect
the impact of noise, therefore works poor in high noise scenarios. In addition to that, if the channel matrix
is not well conditioned; the pseudo-inverse can amplify the noise hence further degrading the overall perfor-
mance. In comparison with MRC, ZF has higher computational complexity due to pseudo-inverse operation.

3.2.1.3. Minimum Mean-Square Error Receiver

The goal of minimum mean square error (MMSE) receiver is to reduce the mean square error between esti-
mate AH yul and the transmitted signal s. It can be written as

Ammse = ar g mi n A∈CM xK E
{∥∥AH yul − s

∥∥2
}

(3.25)

Ammse = ar g mi n A∈CM xK

K∑
k=1

E
{∣∣aH

k yul − s
∣∣2

}
(3.26)

Where the kth column of A is denoted by ak . Thus, the kth column of MMSE matrix is given as

ammse,k = ar g mi nak∈CM xK E
{∣∣aH

k yul − s
∣∣2

}
(3.27)

ammse,k = cov
(
yul , yul

)−1cov
(
sk , yul

)H (3.28)

ammse,k =p
pu(pu H H H + IM )

−1
hk (3.29)

Here cov(v1, v2) , E
{

v1, v H
2

}
, where v1 and v2 are two column vectors with zero mean elements. The

MMSE receiver tries to maximize the received SINR. Therefore in terms of SINR performance, MMSE receiver
is the best among MRC and ZF receivers. As it can be seen in equation (3.29), at high SNR (i.e. at high pu) the
MMSE approaches ZF while at low SNR MMSE performance resembles that of MRC receiver. The received
SINR of MMSE receiver can be given as

SI N Rmmse,k = puhH
k

(
pu

K∑
i 6=k

hi hH
i + IM

)−1

hk (3.30)

3.2.2. Linear Precoder (in the Downlink)

In the downlink transmission, the data symbols are precoded with beamforming matrix and then transmitted
from M elements of base station to the K active users in a cell. Let x be the combination of symbols intended

to transmit to the users. The symbol for the kth user is qk with E
{ ∣∣qk

∣∣2
}
= 1, then the signal vector x with

precoding is given as

x =p
αW q (3.31)

Where q ,
[
q1 q2 . . . qK

]T , W ∈CM xK is the precoding matrix containing the beamforming vectors and α
is the normalization factor selected to satisfy the power constraint E

{ ‖x‖2
}= 1. The normalization constant

can be calculated as
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α= 1

E
{

tr (W W H )
} (3.32)

Figure 3.4: LLinear Precoding at BS from [63]

The block diagram showing the precoding operation on individual data stream at the base station end is
shown in Figure 3.4. By using the Equation (3.31), the received signal at the kth user in a cell is given as

ydl =p
αpd hT

k W q ++zk (3.33)

ydl =p
αpd hT

k wk qk +p
αpd

K∑
k ′ 6=k

hT
k wk ′ qk ′ + zk (3.34)

The SINR for the downlink transmission at the kth user end can be given as

SI N Rk = αpd
∣∣hT

k wk
∣∣2

αpd
∑K

k ′ 6=k

∣∣hT
k wk

∣∣2 +1
(3.35)

The traditional digital precoding techniques that are used for downlink transmission are Maximum Ration
Transmission (MRT) also known as conjugate beamforming, ZF and MMSE. These precoders have similar
operational theory and properties as MRC, ZF and MMSE receivers respectively. Therefore the formulas for
the above mentioned three precoding techniques are presented as follows

W =


H∗ f or MRT

H∗(H T H∗)
−1

f or Z F

H∗
(
H T H∗+ K

pd
IK

)−1
f or M MSE

(3.36)

Where H is the channel matrix and K denotes the total number of users in a cell. The sum rate for the kth
user having SI N Rk is given as
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SR =
K∑

k=1
E

{
log2(1+SI N Rk )

}
(3.37)

As in the case of uplink, the MMSE precoding techniques outperforms ZF and MRT in terms of SINR. In
low SNR regime, MRC is better than ZF and ZF performs better than MRC for higher SNR scenerio’s.

3.3. Hybrid mmWave Precoders

The previous section discussed the linear precoding technique for downlink transmission. However, these
techniques are well suited for digital beamforming systems where entire signal processing for beam forma-
tion and steering is performed in digital domain. On the other hand, hybrid beamforming technique is being
proposed for upcoming 5G systems due to their advantage in terms their cost and power consumption. Figure
3.5 presents architecture of a fully connected hybrid beamforming architecture employing hybrid precoding
technique in the transmitter. The transmitter precoding matrix is divided and applied in digital (FBB ) and RF
(FRF ) domains.

Figure 3.5: Block diagram for fully connected hybrid beamforming architecture having hybrid precoding from [19]

In order to perform multi-stream transmission for multi-user communication, the transmitter has N RF
t

transmit chains such that Ns ≤ N RF
t ≤ Nt . The architecture shown in Figure 3.5 allows to apply N RF

t x Ns

baseband precoder FBB via its N RF
t transmit chains and Nt x N RF

t RF precoder via phase shifters in analog
domain. Let’s take s be the Ns x 1 transmit symbol vector with E [ss∗] = 1

Ns
INs , so the precoded transmit signal

is given as

x = FRF FBB s (3.38)

Since FRF is applied via RF phase shifter, the constraints on its elements is
(
F (i )

RF F (i )∗
RF

)
l ,l

= Nt
−1, where

(.)l ,l is the l th diagonal element of a matrix i.e. all FRF elements have equal norm. The power constraint on
the total transmit power is enforced by normalizing FBB such that ‖FRF FBB‖2

F = Ns . The received signal at
the input of UE for the hybrid precoded transmitted symbols is given as

y =p
ρHFRF FBB s +n (3.39)

Where y is the Nr x 1 received signal vector, H is the Nr x Nt channel matrix such that E
[‖H‖2

F

] = Nt Nr ,
ρ is the average received power at the user end and n is the zero mean additive white Gaussian noise with
σ2

n variance. Moreover like linear precoding, the perfect channel state information is assumed to be known
at the base station and at the receiver. From receiver perspective, the receiver has Ns ≤ N RF

r ≤ Nr RF chains
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and the corresponding analog phase shifters to achieve beamforming. The processed received signal at the
UE can be given as

ỹ =p
ρW ∗

BB W ∗
RF HFRF FBB s +W ∗

BB W ∗
RF n (3.40)

Where WRF is the Nr x N RF
r combining matrix applied in RF domain and WBB is the N RF

r x Ns combining
matrix in baseband domain. Similarly as in the case of RF precoder, WRF is applied via RF phase shifters

therefore
(
W (i )

RF W (i )∗
RF

)
l ,l

= Nr
−1. The spectral efficiency of the system is given as [41]

R = log2

(∣∣∣∣INs +
ρ

Ns
R−1

n W ∗
BB W ∗

RF HFRF FBB × F∗
BB F∗

RF H∗WRF WBB

∣∣∣∣) (3.41)

Where Rn = σ2
nW ∗

BB W ∗
RF WRF WBB is the noise covariance matrix after combining. The goal of hybrid

precoders (FRF ,FBB ) is to maximize the spectral efficiency presented in equation (3.41). However, this would
be a joint maximization over four variables (FRF ,FBB ,WRF ,WBB ). However, to find a global optimum for such
joint optimization problem is difficult [85]. In addition to that, the non-convex constraints on FRF and WRF

makes the solution unlikely [19]. Therefore in order to simplify the transceiver design, the joint transmitter-
receiver optimization problem is decoupled and focus on the design of hybrid precoders (FRF ,FBB ). Since the
thesis is focused to evaluate the performance of beamforming techniques in downlink, the emphasis would
be on the design of precoders. So we design FRF FBB to maximize the mutual information over the mmWave
channel

I (FRF ,FBB )=log2

(∣∣∣∣I + ρ

Nsσ
2
n

HFRF FBB F∗
BB F∗

RF H∗
∣∣∣∣) (3.42)

The precoder optimization problem can be stated as(
F opt

RF ,F opt
BB

)
= ar g maxFRF ,FBB

I (FRF ,FBB ) (3.43)

s.t . F RF ∈FRF

‖FRF FBB‖2
F = Ns

Where FRF is the set of all possible RF precoders. There is no general solution exist due to the existence of
non-convex constaints F RF ∈FRF [19]. The step towards the solution of the problem presented in Equation
(3.43) can be taken by re-writing the equation (3.42) in terms of “distance” between FRF FBB and the optimal
precoding vector for the channel Fopt . The singular value decomposition is performed for the channel H =
U

∑
V ∗ where U is an Nr x rank(H) unitary matrix,

∑
is a rank(H) x rank(H) diagonal matrix of singular values

and V is Nt x rank(H) unitary matrix. By using the singular value decomposition and standard mathematical
operations, equation (3.42) can be re-written as

I (FRF ,FBB )=log2

(∣∣∣∣I + ρ

Nsσ
2
n

∑2
V ∗FRF FBB F∗

BB F∗
RF V

∣∣∣∣) (3.44)

The partitions of matrices
∑

and V is given as

∑=
[ ∑

1 0
0

∑
2

]
, V = [ V1 V2 ] (3.45)

Where
∑

1 has dimension Ns ×Ns and V1 has dimension Nt ×Ns , therefore the optimal unconstraint uni-
tary precoder for channel matrix H is given by Fopt = V1. However V1 cannot be decomposed into FRF FBB

with F RF ∈FRF [19]. Therefore if the hybrid precoders (FRF FBB ) are made sufficiently close to Fopt , then the
mutual information from FRF FBB can be compared with the one obtained with Fopt . Following assumptions
are made for further analysing the optimization problem [19]:

1. The eigenvalues for the matrix INs −V1
∗FRF FBB F∗

BB F∗
RF V1 are quite small. For mmWave precoding, it

can be written as V1
∗FRF FBB ≈ INs .

2. The singular value for the matrix V2
∗FRF FBB are very small, infact V2

∗FRF FBB ≈ 0.
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These approximations enables to further simplify the analysis of mutual information I (FRF ,FBB ). By us-
ing the partitions as presented in equation (3.45) and using schur complement for matrix determinants, a
detailed mathematical derivation is presented in [19] which transforms the optimization problem of equa-
tion (3.43) into (

F opt
RF ,F opt

BB

)
= ar g mi nFRF ,FBB

∥∥Fopt −FRF FBB
∥∥

F (3.46)

s.t . F RF ∈FRF

‖FRF FBB‖2
F = Ns

This can be summarized as finding the projection of Fopt on the set of hybrid precoders FRF FBB with
constraint F RF ∈FRF . The projection is described in Frobenius norm ‖.‖2

F . However due to the non-convex
nature of FRF , the problem remains still un-resolveable. In order to solve the optimization problem pre-
sented in equation (3.46), the structure of the mmWave MIMO channel can be exploited [19]. The following
observation can be made

1. Since the optimal precoder is Fopt = V1, the columns of unitary matrix V forms the orthonormal basis
for channel row space.

2. By the analysing the structure of channel matrix H presented in section 3.1.1,it can be observed that the
array response vector at

(
φt

i l ,θt
i l

)
, ∀i , l ,θt

i l also forms the finite spanning set for the channel row space.

3. It can be deduced from observation 1 that the columns of optimal precoder Fopt =V1 are related to the
array response vector at

(
φt

i l ,θt
i l

)
via linear transformation. This implies that columns of Fopt can be

written in form of linear combinations of at
(
φt

i l ,θt
i l

)
, ∀i , l ,θt

i l .

4. The array response vector at
(
φt

i l ,θt
i l

)
is only a constant magnitude phase that can be applied via RF

phase shifters. Therefore for RF precoder FRF , the transmitter can apply N RF
t of the vectors at

(
φt

i l ,θt
i l

)
and can make arbitrary combinations with digital precoder FBB . This means, a linear combination can
be created that minimizes

∥∥Fopt −FRF FBB
∥∥

F .

The above mentioned observations indicate that the hybrid precoders can be found by restricting FRF to
a set of vectors of the form at

(
φt

i l ,θt
i l

)
and by solving(

F opt
RF ,F opt

BB

)
= ar g mi nFRF ,FBB

∥∥Fopt −FRF FBB
∥∥

F (3.47)

s.t . F (i )
RF ∈ {

at
(
φt

i l ,θt
i l

)
, ∀i , l ,θt

i l

}
‖FRF FBB‖2

F = Ns

This implies that using the basis vectors at
(
φt

i l ,θt
i l

)
can be used to find the low dimension representation

of Fopt . So this precoding problem can be defined as by finding the “best” N RF
t array response vector and then

reaching to their optimal baseband combination. The constraint of F (i )
RF can be included in the optimization

problem which results in following form

�F opt
BB = ar g mi nF̃BB

∥∥Fopt − At F̃BB
∥∥

F (3.48)

s.t .
∥∥∥di ag (F̃BB F̃∗

BB )
∥∥∥

0
= N RF

t∥∥At F̃BB
∥∥2

F = Ns

Where At =
[

at

(
φt

1,1,θt
1,1

)
, . . . , at

(
φt

Ncl ,Nr ay
,θt

Ncl ,Nr ay

)]
is a matrix of array response vector with dimension

Nt ×Ncl Nr ay and F̃BB is a Ncl Nr ay ×Ns matrix. The optimal hybrid precoders F opt
RF and F opt

BB are pbtained

from auxiliary variables At and F̃BB respectively. The
∥∥∥di ag (F̃BB F̃∗

BB )
∥∥∥

0
= N RF

t sparsity constraint states that

F̃BB cannot have more than N RF
t non-zero rows. Therefore F opt

BB will be equal to the N RF
t non-zero rows of�F opt

BB and the RF precoder F opt
RF will be given as the corresponding N RF

t columns of At .
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The algorithm for obtaining the hybrid precoder is summarized in Figure 3.6. First, find a vector at
(
φt

i l ,θt
i l

)
for which the optimal precoder has the maximum projection. Then appends the selected column vectors of
at

(
φt

i l ,θt
i l

)
to FRF . Once the dominant vector is obtained, the FBB is obtained via least square solution (step 7

of Figure 3.6). Thereafter, the input of selected vector of previous step is removed and the algorithm goes on
to find the column for which the “residual precoding matrix” Fr es has the largest projection. The algorithm
continue till all the N RF

t beamforming vectors are obtained. In the end, this process would yield Nt ×N RF
t

RF precoder FRF and N RF
t ×Ns baseband precoder FBB which minimizes

∥∥Fopt −FRF FBB
∥∥2

F . The step 10 in
Figure 3.6 ensures that the transmitter power constraint is fulfilled.

Figure 3.6: Spatially Sparse Precoding using Orthogonal Matching Pursuit (OMP) from [19]

3.4. Conclusion

This chapter presented the Multi user MIMO system model from both uplink and downlink transmission. The
millimetre wave channel modelling using Saleh-Vanezula model is discussed in detail along with its under
lying assumptions. This is followed by the description of modelling MIMO signal equation from uplink and
downlink perspective. The linear processing techniques which are used in digital beamforming are presented
along with their principle of operation and their respective performance metric formulas. The last half of
the chapter is focused on the hybrid mmWave precoding problem formulation and algorithm description to
obtain optimal hybrid precoding vectors.





4
Analysis

This chapter describes the development of simulation environment in MATLAB to evaluate the performance
of aforementioned antenna and RF front end topologies for multi-beam generation intended for 5G systems.
In millimetre wave frequency band, it was experimentally determined in [33] that most of the signal power
resides in line of sight or one dominant path. Therefore in-order to simplify the analysis, only one dominant
path or Line of sight path is considered for propagation. It is worthy of note that the proposed model can
easily be extended to NLoS scenario if there is a single dominant multi-path component. Monte-Carlo sim-
ulations were performed to conduct statistical analysis for multiple possible scenarios of user locations that
are served simultaneously in the same frequency sub-band with respect to base station. The first part of the
chapter deals with describing the model parameters and model verification analysis. The second part con-
tains all the simulation results of uniformly-fed sub-array, cosecant sub-array and hybrid beamforming using
orthogonal matching pursuit algorithm for multibeam generation. In uniformly-fed subarray, there is no op-
timized beamforming in the elevation domain while in cosecant sub-array; a cosecant power distribution is
performed in elevation plane to achieve optimized beamforming. Although, azimuth beamforming in digi-
tal domain is performed in both uniformly-fed sub-array and cosecant sub-array. The orthogonal matching
pursuit algorithm multibeam generation topology uses phase shifters and adder behind in each antenna ele-
ment in sub-array to perform beamforming. The OMP performs beamforming in both elevation and azimuth
domain.

4.1. Model Parameters

The objective was to develop a 5G system behavioural model to assess the performance of beamforming al-
gorithms and find out requirements on the integrated antennas. This model would then be used to evaluate
the performance of different antenna topologies, beamforming networks and techniques. The model con-
sists of an array of sub-arrays, each subarray having one input port. There are total 16 subarrays with each
subarray containing 12 patch elements referred as uniform linear array (ULA) of arrays from now on in the
remainder of report. The number of users are taken to be K=4 which are randomly distributed in a cell of
radius 200 meters. The patch element is simulated in MATLAB using FR4 substrate with copper thickness
34 microns and a loss tangent of 0.002 is shown in Figure 4.1(a). The 3D directivity of patch element with
maximum value of 7.44 dBi along x-axis is shown in Figure 4.1(b). The geometry of ULA of arrays is pre-
sented in Figure 4.1(c) showing different colours for each sub-array. The random user distribution of 4 users
for azimuth separation of at-least 1.2∗ (λ/d) radians or more is shown in Figure 4.2(a). One of the random
distributions for all users indicating their respective azimuth and elevation angles is shown in Figure 4.2(b).
The user equipment is assumed to have a single isotropic antenna element. The focus of this simulation
and analyses is on downlink beamforming i.e. from base station to user equipment. The Orthogonal fre-
quency division multiplexing (OFDM) is being proposed and expected to be used for the millimetre wave
wideband communication system. In OFDM, a wideband carrier is divided into multiple narrow band carri-
ers. This makes the signal bandwidth less than the channel coherence bandwidth and hence a flat frequency
channel can be assumed. Therefore in the designed system, a single narrow band carrier is assumed having
16-quadrature amplitude modulation (16-QAM) with 1,000,000 bits transmission. The geometric modelling
used for channel propagation is also assumed to be narrow band with flat frequency response. The rest of

33
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Table 4.1: Model Parameters

Array Uniform Linear Array(ULA) of subarray
Antenna Element Patch
Number sub-arrays 16
Array Axis yz plane
Substrate FR4
Substrate Thickness 0.508 mm
Copper thickness 34 microns
Relative permittivity 2.20
Frequency 28 GHz
Array Element Spacing (row and column wise) 0.5*wavelength
Max. radial distance of a user from base station 200 meters
Min. radial distance of a user from base station 20 meters
Azimuth Scan range ± 45 degrees
Base Station height 10 meters
Number of Users 4
User Distribution Random distribution within sector
User azimuth separation M ∗ (λ/D) with M = 0.6,0.8,1,1.2and1.4, D= antenna aperture
Directivity of a Cosecant sub-array (Dmax ) 15.70 dB (at the cell edge, i.e. 3o below horizon)
Directivity of a normal sub-array (Dmax ) 16.39 dB
Power Amplifier Output +20 dBm

Gain of Cosecant sub-array G
(
θn ,φn

)=10( Dmax
20 ) csc θn

csc3o

√
cosφn

Gain of uniformly fed sub-array G
(
φn

)=10( Dmax
20 )

√
cosφn

Directivity of Receiver 0 dB
Noise floor of receiver -80 dBm
Modulation 16-QAM
Number of bits 1e6
Number of realizations 1,000
Propagation Scenario Single dominant path or Line of Sight (LoS)

Beamforming Techniques

Adaptive Beam Steering (ABS)
Adaptive Beam Steering + Taylor window
Zero Forcing beamforming (ZF)
Minimum Mean Sqaure Error (MMSE)
Grid of Beams (GoBs)
Orthognal Matching Pursuit (OMP)

the simulation parameters are summarized in Table 4.1. The performance at the user end is evaluated and
compared for different beamforming techniques using received signal to interference noise ratio (SINR) and
bit error rate (BER). The model is used to analyse the impact of minimum inter-user azimuth spacing on
system performance metrics (such as SINR & BER) and for determining its optimum value for the simulated
scenarios under different beamforming techniques.

In uniform-fed subarray, there is no optimized beamforming in elevation domain. The weights for az-
imuth beamforming are applied at the inputs of sub-arrays in baseband. The term uniformly-fed sub-array
in Table 4.1 refers to a planar phased sub-array without any optimized beamforming in elevation domain.
For the case of Cosecant subarray beamforming, the elevation beamforming in each sub-array is achieved by
having fixed phase shifting network realized via feed lines. In hybrid beamforming using orthogonal match-
ing pursuit algorithm, the beamforming is divided in analog and digital domains. The digital weights are
applied at sub-array level in basedband while the analog weights are applied at each element using phase
shifters in RF domain. The path loss to evaluate signal to noise ratio is modelled using free space model.

4.2. Model Verification

The simulation model performance was verified before proceeding with further analysis. E. Bjornson et al.
in [24] presents results for impact of number of antennas on system capacity for four randomly distributed
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Figure 4.1: (a) Patch Antenna Element (b) 3D-Pattern of Isolated Patch Antenna Element (c) 12 X 16 ULA of subarrays

Figure 4.2: (a) Random User distribution of 4 users in a cell with azimuth separation at-least 1.2( λd ) or more (b) A Sample User
distribution randomly selected from a cell

users while using various digital beamforming techniques. The graph in Figure 4.3 (a) and Figure 4.3 (b)
shows average sum rate of four randomly distributed users as a function of signal to noise ratio for number of
antennas 4 and 12 respectively as presented in [24]. The beamforming techniques used includes Maximum
Ratio transmission (MRT), Zero forcing beamforming (ZFBF), and Minimum mean square error (MMSE). The
similar scenario of [24] was emulated using the developed system model with the exception of user spacing
as it was not mentioned in [24]. The average sum rate of four user having azimuth separation of 15 degrees
considering line of sight path for number of antennas 4 and 12 are shown in Figure 4.4(a) and (b) respectively.
It can be seen that the plots from the developed model follows the similar pattern as shown by Figure 4.3
for MRT, ZFBF and MMSE. This validates the approach used in this thesis project for the development of
simulation model.

4.3. Simulation Results

4.3.1. Partially Connected Hybrid Beamforming

4.3.1.1. Amplitude tapering window

The sidelobe levels in antenna pattern are a big concern in high density multi user systems. Any energy resid-
ing in other than mainlobe (i.e. in sidelobes) can cause interference to adjacent user(s). Therefore a mask is
defined in antenna synthesis to reduce the power levels of sidelobes. The amplitude tapering provides a way
to decrease the energy in sidelobes at the cost of increase in beamwidth of the mainlobe. So, there is always a
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Figure 4.3: Average sum rate for K=4 users in [24] for (a) Number of antennas =4 (b) Number of antennas=12

Figure 4.4: Average sum rate for K=4 users of developed model for (a) Number of antennas =4 (b) Number of antennas=12

tradeoff between the level of sidelobe and beamwidth of the system. Generally, sidelobe level is an application
and environment specific design parameter. Once the antenna system is designed and fabricated, it cannot
be changed. The developed simulation model allows to evaluate the system performance against different
sidelobe power levels such as −20 dB, −25 dB,−30 dB etc. Therefore, the impact of different sidelobe power
level on the SINR of the overall system is analysed and a comparative study was carried out. The most com-
monly used windows for amplitude tapering for antenna arrays Chebyshev and Taylor window are selected
for the analyses. The Figure 4.5(a) and Figure 4.5(b) presents the cumulative distribution function of SINR for
different sidelobe levels for Chebyshev and Taylor window respectively. As it can be seen in Figure 4.5(a) and
Figure 4.5(b), initially as the sidelobe power level decreases the SINR performance improved. However after
a certain level as it happens to be −25 dB in this case, the SINR performance starts to degrade as the sidelobe
levels are further reduced. This occurs because of the fact that as the sidelobe levels are further reduced, the
beamwidth of the mainlobe increases upto a point where it starts to interfere in adjacent user signal.

The selection criteria was set to be power spread of weighting vector. In MIMO systems with large phased
arrays, the efficiency of power amplifier for each RF chain is of high importance. Therefore it is desired that
all power amplifiers in the system operates at uniform fixed power level, though the nature of MIMO systems
dictates the other way. For a weighting matrix “W ” and number of users “k”, the mean power “µ” and the
variance “σ2” for each antenna is given as:

µ= E

[∣∣∣∣∣ K∑
k=1

W;,k

∣∣∣∣∣
2]

; σ2 =V ar

[∣∣∣∣∣ K∑
k=1

W;,k

∣∣∣∣∣
2]
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Where the mean power should be uniform and the variance should be minimum. The overall array power
spread “PS” can be calculated as:

PS = max(µ+σ2)/min(µ−σ2)

Where 0 dB presents the desired ideal constant uniform power feeding. The power spread analysis for
sidelobe level of -25dB was performed for Taylor window (n=10) and Chebyshev window. The Taylor window
slightly outperformed Chebyshev with a power spread value of 9.72 dB in comparison to 10.28 dB for Cheby-
shev. Although the difference is not that significant to create a huge impact on systems performance, but
Taylor window with n=10 and sidelobe level of -25 dB is selected for the rest of the simulations in this project.

Figure 4.5: CDF-SINR for different sidelobe levels of (a) Chebyshev window (b) Taylor window

4.3.1.2. Uniformly-Fed Sub-Array

As stated earlier, the 12 by 16 phased array is divided in to 16 sub-arrays with each sub-array containing 12
elements. For uniformly-fed sub-array approach, all the elements in sub-array are fed in the same phase
therefore, no optimized beamforming is achieved in elevation. The beamforming for azimuth scanning is
performed only at the input of16-sub-arrays in digital domain as shown in Figure 4.6. The azimuth and ele-
vation cuts for directivity of each subarray is shown in Figure 4.7. The azimuth cut at 0 degree elevation has
a very wide beam width due to small aperture size of single sub-array along y-axis with maximum directivity
value reaching above 16 dBi (not taking into account mutual coupling effect). The elevation cut as shown in
Figure 4.7(b) has a narrow beam width due to longer aperture of sub-array along z axis. However, the direc-
tivity has variations and even nulls at some angles along the elevation. Since there is no optimized elevation
beamforming, these changes in directivity with respect to elevation can cause degradation in overall system
performance. The antenna patterns using different beamforming techniques for a randomly selected user
distribution in a cell of Figure 4.2(b) is shown in Figure 4.8. As it can be seen in Figure 4.8, some users have
higher gain than the other; this is because of the difference in elevation angle among the users. Therefore
the large variation in elevation directivity pattern for phased planar sub-array results in large difference in
antenna gain for the users at different elevation angles. This variation in turn effects the systems SINR and
BER as will be discussed in the upcoming paragraph.

The cumulative distribution function (CDF) for the received signal to interference noise ratio (SINR) at
the users end is evaluated and plotted for precoding techniques such as ABS, ABS with Taylor window hav-
ing sidelobe level -25 dB, ZF and MMSE. The inter-user azimuth spacing is varied from 0.6(λ/D) radians to
1.2(λ/D) radians with the steps of 0.2(λ/D) for all beamforming techniques and is shown in Figure 4.9. The
notion for inter-user spacing is used in radians in the form of λ/D instead of a more conventional separation
in degrees. Since the antenna design parameters such as beamwidth (can be approximated as 0.89(λ/D) are
specified in terms of lambda λ and aperture of antenna (D), therefore the user spacing interms of λ/D builds
an intuitive bridge between system performance metrics (SINR and BER) and antenna design parameters via



38 4. Analysis

Figure 4.6: Beamforming performed at 16 subarrays for Uniformly-fed Phased Sub-array system

Figure 4.7: Uniformly-fed Phased Sub-array (a) Azimuth cut (elevation= 0o ) (b) Elevation cut (azimuth=0o )

user spacing.

The Figure 4.9(a) presents the CDF of SINR for adaptive beam steering precoding. The user separation
0.6(λ/D) yields the lowest CDF of SINR among all simulated user separations. Since the 0.6(λ/D) radians
user spacing is less than the beamwidth of the antenna, therefore this results indicates high interference from
the sidelobes of adjacent users. As the user separation is increases, the SINR value improves and converges
to a final value of 15.79 dB for higher percentile of users; however the increase margins become very small
for any user spacing λ/D or beyond. The amplitude distribution or windowing operation on beamforming
weights can be used to decrease the sidelobe level (SLL) at the cost of increase in beamwidth of antenna. The
beamwidth determines the minimum user separation hence the number of concurrent users being served
in a cell. The Figure 4.9(b) graph shows SINR for beamsteering with Taylor window amplitude distribution
with sidelobe level of -25 dB. Due to the increase in beamwidth, the SINR for low angular user separation
decrease. The decrease for 0.6(λ/D) is quite high as compared to 0.8(λ/D). The SINR improved slightly
for user separation λ/D however the SINR value dramatically improved as the users are well separated with
1.2(λ/D) and 1.4(λ/D) radians respectively. The graph in Figure 4.9(c) presents the SINR for zero forcing
beamforming. As in zero forcing techniques null are created at the location of simultaneous co-frequency
users, therefore all the user separations from 0.6(λ/D) to 1.2(λ/D) has almost similar SINR values. In addition
to that the CDF converges to a slightly higher value of 16.27 dB then ABS. The MMSE beamforming produce
quite similar results to zero forcing as presented in Figure 4.7(d) with the a small degradation of less than a
percentile for 0.6(λ/D). The similar performances of zero forcing and MMSE also indicates that the system
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Figure 4.8: Antenna Patterns of Uniformly-fed phased sub-array for sample user distribution using (a) ABS (b) ABS with Taylor window
(c) Zero Forcing beamforming (d) MMSE beamforming

under simulation is more interference dominated then noise.
The impact of user separation on bit error rate is same as of on signal to interference noise ratio. Figure

4.10 shows the Cumulative distributive function of bit error rate for ABS, ABS with Taylor window, ZF and
MMSE beamforming. All the beamforming techniques converges to a very high final value of bit error rate (i.e.
0.5). This indicates majority of the users in the cell are not able to receive the correct data for the simulated
link budget. Those users who got the correct data follows a similar trend as for SINR. The BER for 0.6(λ/D) is
the worst among all inter-user azimuth separations. The Taylor window amplitude distribution reduces the
BER performance for inter-user separations less than λ/D and improves BER for above than that. The user
separation from 0.6(λ/D) to 1.2(λ/D) has no impact on BER performance for zero forcing and MMSE. The
final converged BER value for ZF and MMSE is smaller as compared to ABS and ABS with Taylor distribution.

In mobile communication system performance is usually evaluated for worst case scenario i.e. at cell
edge or 5th percentile of cumulative distribution function (CDF) [39]. Therefore for SINR, 5th percentile CDF
(i.e. 95% of the users would have SINR equal to or greater than this value) and 95th percentile CDF for BER
(i.e. 95% of the users would have BER equal to or less than this value). The Table 4.2 presents the values of
5th percentile SINR for different user separations using various beamforming techniques and Figure 4.11(a)
presents its graph. As it is evident from the Table 4.2 and Figure 4.11(a), that 5th percentile SINR for phased
array is in negative and it gets worse with the application of beamforming. Similar effect of worsening BER is
observed for 95th percentile as shown in Table 4.3 and Figure 4.11(b). This shows that for the system under
simulation, the 5th percentle SINR and 95th percentile BER performance at user end are quite worse using
uniformly-fed sub-array multi beam generation. Therefore if the system performance needs to be improved,
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Figure 4.9: Uniformly-fed Phased sub-array CDF-SINR for (a) ABS (b) ABS with Taylor window (SLL=-25dB) (c) Zero-Forcing (d) MMSE

the link budget parameters would require to be modified which in most cases are constraints and costly or
beamforming methodology needs to be changed.

Table 4.2: 5th Percentile SINR in dB for Uniformly-fed Phased Sub-array

Beamforming Technique
5th Percentile SINR in dB for

4 Users with azimuth separation in radians
0.6(λ/D) 0.8(λ/D) 1.0(λ/D) 1.2(λ/D) 1.4(λ/D)

ABS -0.70 -0.80 -0.79 -1.09 -1.86
ABS with Taylor Window (SLL=-25 dB) -1.27 -1.14 -1.15 -1.32 -2.18

ZF -0.83 -0.84 -0.81 -1.14 -1.89
MMSE -0.45 -0.73 -0.73 -0.93 -1.79

4.3.1.3. Cosecant Sub-Array

In the previous section, the SINR and BER analyses for multi-beam generation without optimized beamform-
ing in elevation using uniformly-fed sub-array was presented. It worked well for users which lies in the ele-
vation angle range where the gain is maximum. However, for users who lie at elevation pattern null or other
elevation angles with low elevation gain, the SINR and BER performance severely degraded. This effect was
also reflected in 95th percentile results with negative SINR values and BER approaching 0.5. This shows that
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Figure 4.10: Uniformly-fed Phased Sub-array CDF-BER for (a) ABS (b) ABS with Taylor window (SLL=-25dB) (c) Zero-Forcing (d) MMSE

Table 4.3: 95th Percentile BER for Uniformly-fed Phased Sub-array

Beamforming Technique
95th Percentile BER for

4 Users with azimuth separation in radians
0.6(λ/D) 0.8(λ/D) 1.0(λ/D) 1.2(λ/D) 1.4(λ/D)

ABS 0.297 0.301 0.300 0.304 0.323
ABS with Taylor Window (SLL=-25 dB) 0.311 0.308 0.308 0.310 0.330

ZF 0.300 0.301 0.301 0.305 0.324
MMSE 0.291 0.299 0.299 0.302 0.322

phased planar sub-array with no elevation scanning cannot be used with the applied link budget. In order to
overcome this problem, instead of modifying any other link budget parameter; the optimized beamforming
is introduced in each sub-array.

The ambition of this optimized beamforming is to produce an elevation pattern that provide highest gain
to the farthest user and the lowest to the nearest one. At the same time in-order to keep the system less
complex and power hungry, cosecant power distribution in elevation domain was implemented as shown in
Figure 4.12(b). This elevation pattern has the highest gain at the angle 3 degrees below horizon and it de-
creases as the user elevation angle increases (i.e. as user approaches base station) [37]. Despite the decrease
in elevation gain as user comes closer to Base station, the mean gain value across all elevation angles is higher
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Figure 4.11: Performance of various Beamforming techniques under different user separation at cell edge using Uniformly-fed Phased
Sub-array (a) 5th percentile CDF for SINR (b) 95th percentile for BER

than uniformly fed sub-array with no optimized elevation beamforming. The azimuth cut with elevation an-
gle zero degrees for a sub-array remains the same as shown in Figure 4.12(a). The antenna patterns generated
of a sample user distribution for different beam forming techniques using cosecant sub-array are shown in
Figure 4.13. In comparison to antenna patterns of uniformly-fed sub-array shown in Figure 4.8, the cosecant
power distribution in elevation provides higher gain to user 2 and user 4 of about 4 dB to 6 dB. Thus the varia-
tion in elevation gain for user at different elevation angles is drastically reduced as compared to uniformly-fed
sub-array. This improvement of gain for users is also reflected in SINR and BER analysis.

Figure 4.12: Cosecant Sub-array (a) Azimuth cut (elevation=0o ) (b) Cosecant Elevation cut (azimuth=0o )

The cumulative distribution function of SINR using all beamforming technique is shown in Figure 4.14.
A similar pattern as of in the case of planar phased sub-array is observed on SINR performance with respect
to inter-user azimuth spacing. For adaptive beam steering, the 0.6*(λ/D) has the lowest SINR among all
user separation. The improvement in SINR starts to saturate for any user separation above 0.8*(λ/D) and
converges to a final value of 18.07 dB, about 2.3 dB higher than uniformly sub-array system. The SINR for
adaptive beam steering with Taylor window amplitude distribution is shown in Figure 4.14(b). The SINR
performance for 0.6*(λ/D) and 0.8*(λ/D) has degraded as compared to only adaptive beam steering due to
increase in beam width, thus increase in adjacent user interference while SINR for λ/D remains same. How-
ever, the SINR value for user separation beyond λ/D improved by more than 1 dB and converges to a final
value of 18.76 dB. The final converged value of SINR for zero-forcing and MMSE is about 0.5 dB better than
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Figure 4.13: Antenna Patterns of Cosecant phased planar sub-array for sample user distribution using (a) ABS (b) ABS with Taylor
window (c) Zero Forcing beamforming (d) MMSE beamforming

ABS with Taylor window with 19.62 dB. In addition to that, bit error rate analysis was also carried out for the
cosecant phased planar sub-array using different user separations. Similar conclusions were drawn about
the impact of inter-user separation on BER as for the case of SINR. The zero-forcing and MMSE beamforming
outperformed adaptive beam steering and adaptive beam steering with Taylor window distribution.

In-order to evaluate the performance of different beamforming techniques for cosecant phased planar
sub-array, a numerical analysis for 95 percent of the users is considered. The 5th percentile SINR is presented
in Table 4.4 and shown as graph in Figure 4.16(a). For user separation less than λ/D , the adaptive beam steer-
ing performs better than adaptive beam steering with Taylor window amplitude distribution by a margin of
1.5 dB or more. However for user separation λ/D and above, Taylor window amplitude distribution performs
better from 0.5 dB to 1.5 dB for separations λ/D , 1.2*(λ/D) and 1.4*(λ/D) respectively. The zero forcing and
MMSE maintains almost similar SINR for all user spacing outperforming other beamforming techniques.
However the performance gap reduces as the user spacing increases with the margin reduces to 0.5 dB for
user spacing 1.2*(λ/D) and 1.4*(λ/D) respectively. Correspondingly, the 95th percentile bit error rate value
are shown in Table 4.5 and plotted in Figure 4.16(b). The BER results follow the same analogy as of SINR. The
BER value for beamsteering decreases as the user spacing increases and reduces to half of the value it had
at 0.6*(λ/D), at 1.4*(λ/D). The beamsteering with Taylor window amplitude distribution outperforms nor-
mal beamsteering for user spacing above λ/D and approaches zero-forcing and MMSE as shown in Figure
4.16(b). The zero-forcing and MMSE maintained same BER values for all user spacing’s along with having the
lowest BER among all the beamforming techniques.
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Figure 4.14: Cosecant Phased sub-array CDF-SINR for (a) ABS (b) ABS with Taylor window (SLL=-25dB) (c) Zero-Forcing (d) MMSE

Table 4.4: 5th Percentile SINR in dB for Cosecant Phased Sub-array

Beamforming Technique
5th Percentile SINR in dB for

4 Users with azimuth separation in radians
0.6(λ/D) 0.8(λ/D) 1.0(λ/D) 1.2(λ/D) 1.4(λ/D)

ABS 6.30 10.04 10.11 10.11 10.17
ABS with Taylor Window (SLL=-25 dB) 4.38 8.72 10.76 11.82 11.85

ZF 12.26 12.45 12.47 12.43 12.43
MMSE 12.29 12.46 12.48 12.44 12.44

4.3.1.4. Grid of Beams Cosecant Sub-Array

The grid of beam (GoB) method creates multiple beams using pre-computed weights for different spatial di-
rections. The grid of beam offers a very effective and yet relatively less complex way for generating multiple
beams. The aim of this investigation is to combine GoB with cosecant power distribution for sub-array to
come up with a computationally less extensive system and evaluates its performance against adaptive beam-
forming techniques. The grid of beams was created by using different cross over points of between adjacent
beams (i.e. dB down from respective mainlobe) for the azimuth scanning range of ± 45 degrees. For vari-
ous cross over points, azimuth angles were identified and then their respective weighting vectors are created.
The Table 4.6 presents the azimuth angles at adjacent beam cross over points (in dB) of 1dB, 2dB and 3.9dB
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Figure 4.15: Cosecant Phased Array CDF-BER for (a) ABS (b) ABS with Taylor window (SLL=-25dB) (c) Zero-Forcing (d) MMSE

Table 4.5: 95th Percentile BER for Cosecant Phased Sub-array

Beamforming Technique
95th Percentile BER for

4 Users with azimuth separation in radians
0.6(λ/D) 0.8(λ/D) 1.0(λ/D) 1.2(λ/D) 1.4(λ/D)

ABS 0.151 0.061 0.059 0.059 0.058
ABS with Taylor Window (SLL=-25 dB) 0.201 0.090 0.047 0.031 0.031

ZF 0.025 0.023 0.023 0.023 0.023
MMSE 0.025 0.023 0.023 0.023 0.023

with and without Taylor window respectively (since windowing increases the beamwidth, hence this results
in different cross over point angles for windowing). The antenna patterns for identified cross over angles
mentioned in Table 4.6 with and without Taylor window amplitude distribution are plotted in Figure 4.17 and
Figure 4.18 respectively. For the case of without Taylor windowing, in 2 dB GoB; the mainlobe of each beam
lies at the second sidelobe of the neighbouring beam of its adjacent beam as shown in Figure 4.17(b). The GoB
for 3.9 dB without Taylor windowing produces orthogonal beams i.e. at the maximum of mainbeam, other
beams have nulls as shown in Figure 4.17(c). The application of Taylor windowing reduces the sidelobes at
the cost of increase beamwidth and thus loss of orthogonality in the case of 3.9dB GoB.

The statistical analysis for the performance evaluation of grid of beams approach is performed on the al-
ready developed simulation model. The number of users are considered to be 4, randomly distributed in the
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Figure 4.16: Performance of various Beamforming techniques under different user separation at cell edge using Cosecant Phased
Sub-array (a) 5th percentile CDF for SINR (b) 95th percentile for BER

Table 4.6: Azimuth Angles for different Beam Cross over points

Main lobe Azimuth angles in degrees at Consecutive Beams cross-over points (i.e dB
down from the mainlobe) for a scan range

of ±45 degrees
With-out Taylor window With Taylor window

3.9 dB 2 dB 1 dB 3.9 dB 2 dB 1 dB
-38.75 -39.75 -40.75 -36.25 -37.5 -43.5
-30 -33.25 -36 -26.25 -32 -37.75
-22 -27.25 -31.5 -17.25 -25 -32.5
-14.75 -21.5 -27.25 -8.5 -18.5 -27.5
-7.25 -16 -23 0 -12.5 -22.75
0 -10.5 -19 8.5 -6.25 -18
7.25 -5.25 -15 17.25 0 -13.5
14.75 0 -11.25 26.25 6.25 -9
22 5.25 -7.5 36.25 12.5 -4.5
30 10.5 -.3.75 18.5 0
38.75 16 0 25 4.5

21.5 3.75 32 9
27.25 7.5 37.5 13.5
33.25 11.25 18
39.75 15 22.75

19 27.5
23 32.5
27.25 37.75
31.5 43.5
36
40.75

cell. Like the previous analysis for the cases of cosecant sub-array it was observed that for inter user azimuth
separation 1.2*(λ/D) radians or beyond, the increase in SINR performance gets saturated as also depicted in
Figure 4.16(a). Therefore, the comparative analysis for different GoB’s was performed for user distribution
with separation at least 1.2*(λ/D) radians or more. The SINR performance of all the GoB’s was compared
with the SINR performance of ZF and MMSE precoding techniques. The rest of the simulation parameters
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Figure 4.17: Antenna Grid of beam without-Taylor window for cross-over of (a) 1dB (b) 2dB (c) 3.9 dB

are same as used in the previous section. Figure 4.19 presents the cumulative distribution function of SINR
for different GoB, ZF and MMSE. The linear precoding technique such as ZF and MMSE yields the best SINR
performance with converging to final value of 19.66 dB as shown in Figure 4.19. Among all the GoB’s with-
out Taylor windowing, the 1 dB GoB performs better as compared to other. This high performance can be
attributed to the fine angular resolution and more number of beams in the grid. It is closely followed by the
2dB GoB curve of SINR. The 3.9dB GoB performs worst among all the without amplitude tapered techniques
for less than 50th percentile. However for 55th percentile or above, the 3.9dB GoB performs better than 2dB
GoB and beyond 70th percentile it outperforms 1dB GoB also. Thereafter it converges to final value of 19.66
dB. The underperformance for lower percentile is due to its lower spatial resolution less number of beams in
the grid. Therefore, in most cases user lies out of its mainlobe and thus receives low power. The sudden rise in
SINR performance and even surpassing 1dB and 2 dB GoB’s for higher percentile stems from the orthogonal
nature of grid of beams. If the intended user lies in the mainlobe, it would receive zero interference signal.
These instances would result in a very high SINR values thus outperforming 1 dB and 2 dB GoB’s for those
cases.

The Taylor window amplitude distribution GoB’s overall performs better than uniform amplitude distri-
bution GoB’s. Here also, the 1dB GoB performs better among all other tapered GoB followed by 2dB and 3.9
dB GoB’s respectively. However unlike its un-tapered counterpart, the 3.9 dB Taylor windowed GoB does not
performs better than 2dB or 1 dB for any percentile. This due to the fact that the it lost its orthogonal nature
because of windowing. In-order to analyse all the GoB’s and linear precoding techniques quantitatively, the
5th percentile SINR is compared and summarized in Table 4.7. The linear precoding techniques such as zero
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Figure 4.18: Antenna Grid of beam with-Taylor window for cross-over of (a) 1dB (b) 2dB (c) 3.9 dB

forcing (ZF) and Minimum mean square error (MMSE) yields the highest SINR at 5th percentile with 12.45
dB and 12.46 dB respectively. The 3.9 dB un-tapered GoB outperformed its amplitude tapered counterpart
by 4.45 dB. The 2dB GoB both versions (i.e. with and without Taylor windowing) produce higher SINR then
3.9 dB GoB’s and less than 1 dB GoB’s all versions. The 1dB GoB with Taylor window amplitude distribution
outperforms its un-tapered counterpart by a margin of 1.31 dB. Moreover among all the GoB techniques with
and without Taylor amplitude distribution, the 1 dB GoB with tapering performance closest to linear precod-
ing techniques of ZF and MMSE. The performance gap for 5th percentile SINR of 1 dB GoB’s with amplitude
tapering and linear precoding techniques of ZF and MMSE is about 1.82 dB.

4.3.2. Fully Connected Hybrid Beamforming

The previous sections discuss the subarray based hybrid beamforming techniques. This section deals with
the implementation of fully connected hybrid beamforming technique using orthogonal matching pursuit
algorithm (OMP) as described in previous chapter. The OMP algorithm would later be use as a performance
bench mark for partially connected hybrid beamforming techniques in order to evaluate their performance.

4.3.2.1. Orthogonal Matching Pursuit Algorithm (OMP)

As discussed in earlier chapter, the fully connected hybrid beamforming divides the spatial focussing of beam
in analog and digital domain. The analog weights are applied the element level by using phase shifters and
the digital weights are applied at sub-array level in baseband domain. The OMP algorithm is used for the
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Figure 4.19: Cumulative distribution function of SINR using Grid of Beams, ZF and MMSE for 4 users with azimuth separation of
at-least 1.2(λ/D)

Table 4.7: 5th Percentile SINR in dB of various Grid of Beams, ZF and MMSE for 4 users with azimuth separation of at-least 1.2(λ/D)

Beamforming Techniques 5th Percentile CDF-SINR in dB
ZF 12.45
MMSE 12.46
1dB GoB 9.32
1dB GoB with Taylor window 10.63
2dB GoB 8.91
2dB GoB with Taylor window 6.41
3.9dB GoB 5.79
3.9dB GoB with Taylor window 1.34

calculation of weighting vectors which are closest to the optimum weights. The model developed in the
beginning of this chapter is used for the implementation of OMP. The number of users are considered to be
4 and are randomly distributed in the cell. Their inter-user separation is varied to analyse the impact of user
spacing on signal to interference noise ratio (SINR). The Figure 4.20 presents the antenna directivity patterns
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for a randomly selected Monte-Carlo user distribution from cell to depict the antenna beam patterns.
The cumulative distribution function of SINR against different user separations is plotted in Figure 4.21.

It follows a very similar trend as we observed in the previous sections. The user separation 0.6(λ/D) performs
worst among all with lowest SINR. It started off with smaller SINR value even less than 5 dB but converges
to a SINR values of same as of higher user separation cases. As the user spacing increases further, the SINR
also increases. However, this increase in SINR performances gets saturated or converges as the user spacing’s
are increases for any value λ/D radians or beyond as can be seen in Figure 4.21. The SINR for all the user
separations converges to similar value of about 26.2 dB.

Figure 4.20: Azimuth cut with elevation 0 degrees for a sample 4-user distribution using Orthogonal Matching pursuit algorithm

4.4. Conclusion

In this chapter, a simulation model was developed to analyse the different well established beamforming
techniques and their impact on service to the user of a communication system. First the impact of various
antenna sidelobe levels on system performance was investigated using SINR values. Initially the SINR value
improves as the sidelobe levels decreases upto -25 dB from mainlobe. However for any value below -25 dB
from mainlobe, the SINR value reduces. So it was found out that the sidelobe level of 25dB down from main-
lobe gives the optimum SINR performance among all other sidelobe levels for the system under taken. The
newly proposed power equalization technique in the elevation plane using cosecant antenna pattern for 5G
base stations was also implemented and studied using the developed model. Initially, the subarray based hy-
brid beamforming techniques were implemented and a thorough analysis via different simulation scenarios
was performed to evaluate the impact of inter-user azimuth separation on system performance metrics such
as SINR and BER. Thereafter, the fully connected hybrid beamforming technique using OMP algorithm is
also implemented using the same model to serve as a performance benchmark for all the partially connected
hybrid beamforming methods. The comparative analysis is performed among all the implemented beam-
forming techniques. Since during the previous simulations, it was observed that there is a very little increase
in SINR performance of system for inter-user spacing’s 1.2(λ/D) or beyond, therefore the comparison among
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Figure 4.21: Azimuth cut with elevation 0 degrees for a sample 4-user distribution using Orthogonal Matching pursuit algorithm

subarray and fully connected beamforming was carried out for simulation using 1.2(λ/D) radians inter-user
azimuth separation.

The cumulative distribution function of SINR for all the beamforming techniques is plotted in Figure 4.22.
The fully connected hybrid beamforming using OMP algorithms outperform all other techniques in terms of
overall SINR performance and converge to a very high value of 26.27 dB. The OMP is followed by the cosecant
elevation scanning with ZF/MMSE, adaptive beam steering with amplitude tapering and 1 dB Grid of beam
with Taylor window amplitude distribution. The uniform planar array without elevation scanning performs
the worst among all and yielding the lowest SINR’s. However, quite interesting results are seen when the 95th

percentile analyses was carried out to compare all the techniques quantitatively for a satisfactory cellular
performance. The Table 4.8 presents the 5th percentile CDF-SINR values for all the beamforming methods.
It was observed that for 5th percentile (i.e. 95% user coverage), all the cosecant beamforming methods per-
forms better than OMP algorithm. The cosecant power distribution beamforming with zeroforcing (ZF) or
minimum mean square error (MMSE) performs better among other cosecant scanning techniques, outper-
forming OMP by 2.45 dB in SINR matrix. The cosecant power distribution with amplitude tapered adaptive
beamsteering has a SINR value 1.84 dB higher than OMP. The cosecant power distribution 1dB gird of beam
with Taylor window amplitude tapering also performs better than OMP by a margin of 0.65 dB. This can be
concluded that for the simulation scenario under taken, the cosecant power distribution in the elevation
domain performs better than the conventional hybrid beamforming generation method using OMP for 5th

percentile SINR analysis.
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Figure 4.22: Cumulative distribution function of SINR using various beamforming techniques for randomly distributed users K=4 with
azimuth separation of at-least 1.2(λ/D) and a 16x12 uniform planar array at base station

Table 4.8: 5th Percentile SINR in dB of various beamforming techniques for randomly distributed users K=4 with azimuth separation of
at-least 1.2(λ/D) and a 16x12 uniform planar array at base station

Beamforming Techniques 5th Percentile CDF-SINR in dB
UPA-ABS with Taylor window -1.32
UPA-ZF/MMSE -1.14
Cosecant UPA-ABS with Taylor
window

11.82

Cosecant UPA-1dB GoB with Taylor window 10.63
Cosecant UPA-ZF/MMSE 12.43
Fully connected Hybrid BF-OMP 9.98



5
Conclusions and Recommendations

5.1. Conclusions

The main goal of this thesis was to develop an adaptive system model for 5G mobile communication appli-
cations that is compatible with multiple beamforming topologies with different complexity levels and allows
to understand the effect of the investigated beamforming approaches on the statistical system performance.
Traditionally, antenna design which falls into the analog domain and system performance metrics such as
BER and their analysis lying in the digital domain are dealt by hardware engineers and system designers as
unconnected distinct disciplines. Therefore, the direct implication of antenna parameters (sidelobe level,
beamwidth, directivity etc.) on system performance or viceversa is not intuitively visible. The developed
model provides a novel approach that connects the user end performance metrics and RF frond-end tech-
nical requirements. The proposed system model enables derivation of antenna system and beamforming
network design parameters from the performance requirement at the user end. To the author’s knowledge
for the first time, the impact of antenna sidelobe levels on overall system performance has been investigated
and a detailed statistical analysis carried out to recommend a maximum allowable sidelobe power level for
best possible performance for the system under study. The project was divided in to three parts: development
of a detailed model for the up-coming 5G system with a large antenna array at the base station and multiple
simultaneous single antenna users, verification of the system model and parametric analyses to provide con-
clusions/recommendations.

One of the major challenges faced in this research work was formulating a channel model and link bud-
get that complies with the recently proposed hybrid cosecant beamforming concept. In addition to that,
building a simulator that is adaptive to different application scenarios (in terms of number of users, user sep-
aration, number of antennas, position of antennas, beamforming algorithm to be used, base station height,
cell range, PA output etc.) was also key issue that was addressed. The other challenge was in bridging the gap
between different point of views and approaches of signal processing experts and antenna experts by com-
bining the work of these different disciplines. In the end, the important step is to derive application-specific
conclusions on base station antennas from the outcome of the channel modelling beamforming simulations.

The model was built on the philosophy of simultaneous multiple users in a cell using same frequency
band of operation. The initial link budget parameters were taken from a project titled as “Advanced 5G Solu-
tions - Antenna Topologies and Front-end Configurations for Multiple Beam Generation” supported by NXP
semiconductors and NWO at Delft University of Technology (TU Delft). The system takes into account only
a single dominant path between the base station and user equipment which is assumed to be Line of Sight
(LoS), but can be modified to Non-LoS with a single strong multipath component with modified propaga-
tion loss. The geometric channel model was adopted for modelling millimetre wave 5G channel with a single
communication path between base station and user equipment. Thereafter multiple beamforming tech-
niques were implemented such as adaptive beam steering (ABS), zero forcing (ZF), minimum mean square
error (MMSE), grid of beams and orthogonal matching pursuit (OMP). Before proceeding further with analy-
ses, the credibility of the developed simulation model was determined by performing a verification analyses
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using [24]. It was found out that the model is developed correctly and the results under the same input pa-
rameters as [24] produces similar output results.

Once the simulation model was developed, tested and verified; the system analysis was performed via
Monte Carlo simulations. Since in 5G systems, requirements and implications of large antenna arrays (power
consumption, heat dissipation, processing complexity, cost etc.) would play a crucial role in determining the
overall systems performance, this thesis aims to bridge the gap between antenna technical design require-
ment and user performance metrics. Then newly proposed cosecant power distribution radiation pattern in
the elevation domain [69] was also implemented and its impact was also studied on system using statistical
analysis. A uniform linear array of 16-subarrays with 12 patch elements in each subarray was considered at
the base station as it is being used in an on-going NXP semiconductors and NWO 5G project at TU Delft.

The impact of inter-user azimuth separation on overall system performance metrics such as SINR and
BER was analysed in detail. This analyses enables derivation of the antenna system design parameters (num-
ber of elements, beamwidth, sidelobe level etc.). In addition to that, it would also allow the system manage-
ment to get the idea for separating users in frequency domain when the severe SINR degradation occurs. The
inter-user separation for user distribution in a cell is considered in terms of λ/D radians where λ is the wave-
length and D is the aperture size of antenna array. Since the antenna design parameters such as beamwidth
are described and derived in the form of wavelength (λ) and aperture size (D), therefore this analysis would di-
rectly relate minimum user separation for acceptable system performance and antenna system requirements
for different beamforming techniques. The simulations were performed for various user inter-user separa-
tions such as 0.6(λ/D), 0.8(λ/D), 1(λ/D), 1.2(λ/D) and 1.4(λ/D) respectively. In addition to that, impact of
other antenna related metrics such as sidelobe level, element excitation amplitudes and array directivity on
system performance is also evaluated.

The antenna sidelobe level analysis was performed to determine the optimum sidelobe level which then
can be implemented using a suitable amplitude distribution while synthesizing antenna arrays. It was ob-
served that the performance of the particular system of interest improves as the sidelobe level reduces down
to -25 dB as shown in Figure 4.5. Below that level, the system performance starts to degrade and gets worse
as the sidelobe levels further go down. It was found out that as the sidelobe levels are further reduces, the
beamwidth of the mainlobe increases and reaches up to a level where it starts interfering with the adjacent
user signal. Thus, reducing the overall SINR performance of the system. Therefore, the sidelobe level of -25
dB was used for the rest of the analyses in the project when constant max. SLL approach was compared with
the other beamforming techniques. In MIMO phased arrays, it is desirable to have all power amplifiers close
to nominal power levels. The analysis shows that the Taylor window has a slightly lower power spread as com-
pared to a Chebyshev window. Although the difference is not large and either of the windows can be used for
analyses, it was decided to use Taylor window with n = 10 and sidelobe level of -25 dB for the rest of the thesis.

Initially the beamforming techniques were evaluated using uniformly-fed sub-array with patch elements
and no optimized elevation beamforming. The analysis showed that the SINR and BER performance of the
systems improves as the user separation increases. However, with inter-user spacing above 1.2(λ/D) radians,
the SINR values starts to converge and remains almost the same. The SINR values for all user spacing’s were
found to be below 0 dB and the BER was approaching 0.5 for beamforming using uniformly-fed subarray. In
addition, it was observed that amplitude tapering degrades the overall SINR and BER performance of the sys-
tem. Thereafter, the analyses on cosecant subarray was performed. The cosecant elevation radiation pattern
provides an equal distribution of power flux among users with respect to their distance from the base station
which tends to equalize the data throughput. Similar system parameters were used to evaluate SINR and BER.
The cosecant sub-array performs dramatically better than the uniformly fed sub-array by a margin of more
than 12 dB for 5th percentile SINR. The ZF and MMSE performs best among all the beamforming methods
yielding highest SINR values for all user separations from 0.6(λ/D) radians to 1.4(λ/D) radians. The adaptive
beamsteering performs better interms of SINR and BER for user separations λ/D or beyond as shown in Fig-
ure 4.16(a) and 4.16(b). The adaptive beamsteering coupled with amplitude tapering performs even better
and improves the overall SINR performance for user separations 1.2(λ/D) or beyond by more than 1.5 dB as
compared to only adaptive beamsteering for 5th percentile.

The grid of beams (GoB) analyses was also carried out using the cosecant- square elevation power distri-
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bution. Various grids of beams were created using different cross over points between adjacent beams such
as 1 dB, 2dB and 3.9 dB down from peak. The grid of beams with amplitude distribution was also created to
evaluate its impact on SINR. The ZF and MMSE SINR are used as a reference comparison for all GoB perfor-
mance evaluation. The 1 dB GoB with taylor window amplitude distribution perfoms best among all other
GoB’s with or without amplitude tapering. The 5th percentile CDF SINR values as presented in Table4.7 shows
that the 1 dB GoB with Taylor window amplitude distribution came close to ZF/MMSE precoding but its SINR
remains 1.82 dB less.

In the end, fully connected hybrid beamforming is implemented using orthogonal matching pursuit
(OMP) algorithm which uses a phase shifter and adder behind each element in an array. The OMP tech-
nique is used to used as the bench mark for systems SINR performance with which all other beamforming
techniques are compared. The CDF of SINR for all the best performing beamforming combinations among
all analyses is plotted in Figure 4.22 with OMP algorithm SINR. It was observed that in terms of overall SINR
value, the OMP algorithm converges to a higher value of SINR i.e. 26.2 dB. However for 5th percentile SINR
(i.e. SINR for 95% of users in cell), the cosecant elevation power distribution using ZF/MMSE, ABS with am-
plitude tapering and 1 dB GoB also with amplitude tapering outperforms OMP by a margin of 2.45 dB, 1.84
dB and 0.65 dB respectively.

The analyses performed in this thesis project resulted in some insightful conclusions. Since the user den-
sity in a cell has a profound impact on the overall system performance, it has to be taken account while
designing the antenna system and beamforming networks so that the system performance goals can be
achieved. Every beamforming technique’s performance varies with the number of users and their azimuth
separation. For instance, the linear precoding techniques such as ZF and MMSE perform equally well for all
analysed user separations from 0.6(λ/D) radians to 1.4(λ/D) radians in terms of SINR. However, for the cose-
cant power distribution with constant sidelobe levels SINR performance approaches that of linear precoding
techniques for minimum inter user azimuth separations above 1.2(λ/D) radians. This allows smart system
management i.e. to select appropriate linear precoding technique with respect to inter-user separation to
achieve desired system performance. Moreover, ZF and MMSE require prior channel matrix knowledge and
computationally extensive operations such as channel matrix inversion for beamforming weights evaluation.
In addition to that, the fully connected hybrid beamforming using OMP algorithm employs an adder and
phase shifter behind each antenna element. For larger arrays, as that would be the case for 5G systems; this
can be very complex to implement in terms of cost and power consumption of the system. Therefore cosecant
power distribution in elevation plane offers an attractive alternative for achieving high SINR performance at
low complexity. So a system with minimum user separation of 1.2(λ/D) radians by using cosecant power dis-
tribution in elevation with taylor window tapering can be created, which would give SINR values approaching
ZF/MMSE based systems (of about 1.5 dB less after statistical analysis in the system that was considered for
this thesis). In addition to that, this simulation model also proves to be a tool to check, analyse and verify
the impact of different antenna systems and beamforming topologies on system performance. Therefore, the
guidelines for beamforming topology selection and antenna system design for mulitbeam generation system
such as 5G (for single dominant path) can be derived by using this simulation model.

5.2. Recommendations

In this thesis work, the simulation model for multibeam generation using different beamforming techniques
particularly for 5G was developed. The model was takes into account only single dominant path or line of
sight (Los) path per user in the propagation channel modelling. In addition to that, the signal was considered
to be narrow band as the individual carriers in orthogonal frequency division multiplexing (OFDM) are nar-
row band. The quantization effect is also not considered in this research work. Therefore, the following areas
can be explored for future work:

• The Channel model can be constructed and use to take into account non-line of sight paths and effect
of multipath propagation system performance.

• The performance of beamforming algorithms for wideband signals.

• The impact of signal quantization and quantization errors on overall system performance.

• The effect of adjacent cell base station interference on the intended user performance.
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