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Abstract
The placement of a subwoofer has significant im-
pact on the quality of its sound reproduction. This
paper present a method to optimise subwoofer
placement in a room. Resonances caused by room
boundaries (called “room modes”) cause localised
peaks and lows for specific lower frequencies. The
goal is to minimize the simulated frequency re-
sponse over a listener region. To simulate the fre-
quency response of a subwoofer location, a Finite-
Difference Time-Domain method is applied. The
results show that this method correlates to both
a measured frequency response and an analytical
model. The optimal location predicted with the
simulation could not flatten every room mode, but
had decreased variation for a number of resonant
frequencies.

1 Introduction
Perfect sound reproduction is the holy grail of high quality
audio enthusiasts. After a century of developing methods
to perfect sound reproduction, it still remains an unresolved
puzzle. One part of this broad and interconnected challenge
is perfecting sound reproduction at the lower frequencies,
where sound is produced by the subwoofer of the sound sys-
tem.

The placement of a subwoofer has a significant influence
on the low frequency acoustic performance of a room [1],
[2]. At these frequencies, the quality of sound reproduc-
tion is dominated by wave interactions such as resonance and
diffraction. Sound waves of the frequencies 20hz and 200hz,
the range covered by most subwoofers, have a wavelength of
17m and 1.7m respectively. When a wavelength correlates to
a room’s dimensions, resonances called “room modes” oc-
cur that cause significant positional peaks and lows in the
“response” for that frequency. As a result, there is a large
variation in the frequency response for a subwoofer. Plac-
ing a subwoofer at the right position can minimise this ef-
fect. However, predicting a good location is complicated by
the effect of diffraction: the phenomena where sound bends
around corners and objects. This effect is considerable for
lower wavelengths. The complex interference pattern caused
by reflections and diffraction makes it challenging to locate
an optimal placement for the subwoofer with minimal fre-
quency response variation.

To do so, mathematical analyses have been performed
on the effect of boundaries (walls) on sound reproduction.
Early studies have investigated the effect of nearby reflect-
ing boundaries[3]. Later, this was extended to the effect
of all boundaries, and models were created for rectangular
rooms[4], [5]. More recently, methods for utilizing multiple
subwoofers to treat room modes have been devised[1], [2].

Parallel to developing analytical models for subwoofer
positioning, efforts have been made to accurately simulate
sound as a wave. For the approximation of sound on a com-
puter, multiple methods have been developed. One of sim-
plest methods to simulate how sound behaves over time is

the Finite-Difference Time-Domain (FDTD) method. This
method has been applied to simulate low-frequency room
acoustic problems for some time[6], [7]. As a result, the spec-
tral, directional and qualitative properties of this method have
been analysed to great extend [8], [9]. Additionally, with the
increase in computing power, this method has become a vi-
able option to simulate sound in reasonable time for lower
frequencies[10]. In the context of optimizing the location of
sound sources, the FDTD method has been employed to min-
imise noise experienced at the listener regions [11].

However, the analytical models only account for room
modes caused by the outer walls of the room, and only for
rooms with a rectangular shape. As a result, these models do
not suffice for rooms with different shapes, or with large ob-
jects in them. As for the FDTD method, efforts have proven
that the method is able to simulate sound with a high correla-
tion to real measurements[12]. However, up until our current
knowledge, this method is yet to be applied to finding opti-
mal subwoofer positioning for minimal frequency response
variation as a measure.

The aim of this work is to find a simulated optimal loca-
tion for a subwoofer with a minimal frequency response vari-
ation in a room using the FDTD simulation method. Using
this method, all possible subwoofer positions are evaluated,
and for each, the average variation in frequency response is
determined for the listener regions. When doing so, an opti-
mal position was found based on the minimal variation. The
duration of the process is speed up using a GPU-accelerated
implementation. The results show that this method can sim-
ulate sound with some correlation to reality, and can find an
location with less variation in frequency response.

Necessary background information about the topic of
sound simulation is given in Section 2. The used method-
ology is described in Section 3. In Section 4, the results are
presented. Section 5 reflects on the ethical implications and
considerations of this research. Results, and potential future
work is discussed in Section 6. Finally, a conclusion is given
in Section 7.

2 Background
2.1 Acoustic Simulation Methods
Acoustic simulations are classified into two main categories:
geometrical and wave-based. Geometrical Acoustic (GA)
methods approximate sound is as a particle or ray. In wave-
based simulations, the acoustic wave equation is discretely
solved for (a subdivision of) the simulated space.

Both have their advantages and disadvantages. GA simula-
tions achieve great performance and are accurate for higher
frequency, where wave phenomena are less prevalent[13].
However, at lower frequencies this method become unreli-
able[14]. This is due to wave phenomena such as diffraction
and room mode interference becoming more pronounced,
which a GA does not inherently simulate. Only at great cost,
or reduced accuracy, can a GA simulation approximate these
wave phenomena[14].

Wave simulations are computationally expensive, requir-
ing both memory usage and computational power increase to
accurately simulate higher frequencies and/or larger volume



spaces. This approach does provide an accurate representa-
tion of the whole sound field in a room, and can account for
complex acoustic phenomena.

Additionally, there are hybrid simulations[15], which per-
form both types of simulation in parallel simulations, within
their appropriate frequency ranges, with a defined crossover.

Wave-based simulations can be subdivided into frequency-
and time-domain simulation methods. Although the fre-
quency domain is better for steady-state problems, the time-
domain is more intuitive (given the similarity with sound in
reality) and the math less complex. It also allows for investi-
gating time-domain properties like decay and reverberation.

For the purpose of this work, an implementation of a time-
domain simulation using the finite-difference method was
chosen since it is able to provide a simple implementation
which is highly parallelizable (as described in Section 2.6).
Although this method takes more simulation time and power
than GA alternatives, at lower frequencies the computational
power requirement are that of a home computer. More im-
portantly, this method can realistically simulate sound wave
phenomena simulated in reasonable time.

2.2 Wave-based Acoustic Simulation using the
Finite-Difference Time-Domain Method

The fundamental value of the FDTD method is sound pres-
sure. Sound pressure is the difference in air pressure relative
to the steady-state atmospheric pressure, given by:

psound + pstatic = ptotal (1)

Sound pressure can be expressed as a function of space (x,
y and z) and time (t) as p(x, y, z, t). Sound is a wave, mov-
ing at the speed of sound (c). The acoustic wave equation de-
scribes the fundamental relation between this speed, pressure,
time, and space for sound as the following partial differential
equation:

∂2p

∂t2
= c2

(
∂2p

∂x2
+

∂2p

∂y2
+

∂2p

∂z2

)
(2)

First, remember that the definition of a partial derivative is
given by:

∂f(x, y)

∂x
= lim

h→0

f(x+ h, y)− f(x, y)

h
(3)

In reality, sound pressure is a continuous function. As h
reaches zero, an infinite amount of x values have to be stored.
This is impossible on a computer. For the purpose of sim-
ulation, an approximation with a certain degree of accuracy
is desired. To adress this issue, the finite difference method
can be applied to the partial derivative. A finite difference de-
scribes the differential of a function at a position by approx-
imating the slope using two know values and their relative
spacing, with some error. This finite difference can be either
forward (f(x + h) − f(x)), backwards (f(x) − f(x − h))
or central (f(x + h) − f(x − h)). The central finite differ-
ence operation is generally the most accurate. A central finite
difference partial differential is given by:

∂f(x, y)

∂x
≈ δh[f ](x, y)

h
=

f(x+ h, y)− f(x− h, y)

2h
(4)

Note that this is almost equal to the actual differential.
There is some error introduced. But, because the goal is to
formulate an approximation, this will not be explicitly stated.

Another notation is to express the x coordinates as integer
steps with spacing X . The notation becomes fk where k is
an integer number representing k ·X = x, and X replaces h
as the spacing of values as such:

∂f(x, y)

∂x
≈ δX [f ](x, y)

X
=

fy
k+1 − fy

k−1

2X
(5)

in the second order form this becomes:

∂2f(x, y)

∂x2
≈ δ2X [f ](x, y)

X2
=

fy
k+1 − 2fy

k + fy
k−1

X2
(6)

This method can then be applied to Equation 2. First, we
discritize the space described by the x, y and z-directions as
an equally spaced grid with spacing X . Then T is intro-
duced to denote the discretization of time. Using the nota-
tion introduces in Equation 5, the pressure function is dis-
critized with respect to space (X) and time (T ) as pnk,l,m with
k ·X = x, l ·X = y,m ·X = z and n · T = t. Applying a
second order discrete central finite difference operator on the
acoustic wave equation yields:

pn+1
k,l,m − 2pnk,l,m + pn−1

k,l,m

T 2
=

c2

X2
(pnk+1,l,m − 2pnk,l,m + pnk−1,l,m+

pnk,l+1,m − 2pnk,l,m + pnk,l−1,m+

pnk,l,m+1 − 2pnk,l,m + pnk,l,m−1)

(7)

The relation between c, T and X can be written as λ =
c T
X . The value of λ is called the Courant number and its

value should be ≤ 1 as a condition for the stability of the
simulation[16].

Furthermore, the sum of spatial values is called a “stencil
operation”. We can express this as S, whose value is the sum
of all six direct neighbouring cells in x, y and z- directions
(pnl±1,m±1,i±1). Equation 7 can then be rewritten as the fol-
lowing update equation:

pn+1
k,l,m = λ2S + (2− 6λ2)pnk,l,m − pn−1

k,l,m (8)

To highlight the finite differences, Equation 8 can also be
expressed as:

pn+1
k,l,m = λ2(S − 3 · 2pnk,l,m) + 2pnk,l,m − pn−1

k,l,m (9)

Note that there are different approaches to this approxi-
mation. A set of related approximations called compact ex-
plicit schemes is detailed in [8]. The main difference in these
schemes is the different stencils they use. The one presented
in Equation 8 is the rectilinear stencil and its scheme the
Standard Leapfrog (SLF). This scheme is useful because it
depends on the least amount of neighbours, while retaining
good accuracy. Fewer look-ups results in increased perfor-
mance, as detailed in Section 2.6. It is for that reason this
scheme was utilized in this work.



2.3 Boundary Conditions
When sound hits a boundary, it does not flow unhindered
through the boundary. Instead, the sound wave is reflected
back with a fraction of its original power. This is the case for
the outer limits of the simulated space, as well as solid objects
inside. To handle this behaviour, a special update equation for
the boundaries must be defined.

For the outer boundaries, one or more points in Equation
8 do not exist. These points are referred to as “ghost points”
and have to be assigned a value. A simple solution is to set
them to 0. This is equal to a grid point that ignores how the
pressure around it changes.

As a result, sound waves are now reflected. However, the
reflected waves have their phase inverted (i.e. upside down).
Furthermore, they bounce without loss of energy, which is
physically impossible. To remedy this, the simulation should
correct for energy loss and phase preservation.

Realistically, boundaries lose energy based on the fre-
quency of the signal. In other words, they are frequency
dependant. Extensive methods have been devised to models
these boundaries realistically [7], [17], often involving digital
filters to account for frequency dependency.

However, these boundary conditions can be hard to imple-
ment. A simpler approach is to assume a frequency indepen-
dent material, and inspect a range of frequencies. Moreover,
the simulation is interested in a region of listener position (in
the scale of thousands of cells). To get frequency domain in-
formation, all intermediate values have to be stored and con-
verted with an Fourier Transform. This would result in a gi-
gantic increase in memory use over time, and an increase in
computing power to calculate each individual Fourier trans-
form, even with a discrete fast Fourier transform. For the
purpose of this simulation, only the response of the room to a
signal of a fixed frequency is used. Therefore, this simulation
can work with frequency independent boundary conditions.

To simulate energy absorbing boundaries, an absorption
coefficient β must be defined which is the fraction of energy
that the wave loses on a reflection. This coefficient is material
dependant. Using the formulation described in [18], and rep-
resenting the number of non-boundary (free air) neighbours
as K the following update equation can be used for bound-
aries:

pn+1
k,l,m =

1

1 + λβ
(λ2S+(2−Kλ2)pnk,l,m− (1−λβ)pn−1

k,l,m)

(10)
in this equation, the variable K makes sure that the phase

is corrected, while the new factors related to β ensure loss of
energy. This equation can be used for both ghost points of the
outer edges, as well as the ghost points of solid objects inside
the space. Figure 1 illustrates the significant effect of bound-
ary diffraction at lower frequencies, and how the wavefront
correctly reflects while keeping phase and losing energy.

2.4 Source Excitation
To produce any meaningful results, a signal has to be
“excited” (created) in the otherwise steady-state simulation
space. The most straight forward approach to source excita-
tion is the “hard” source[19]. This technique uses a special

(a) t = 4.5ms (b) t = 9ms

Figure 1: A wavefront of a 400hz signal reflecting and diffracting
around a L-shaped room at two discrete time steps. The room in the
picture is 6m in all dimensions. A significant amount of the wave is
diffracted around the corner. Furthermore, the phase of the reflected
wave is the same as the incoming wave, while losing some of its
energy.

update function for a cell (grid point) at the source position,
setting it to the value of the signal s:

pn+1
k,l,m = sn+1 (11)

Although the implementation of this technique is trivial, its
effect on the simulation can be detrimental. Setting the signal
directly result in the cell ignoring all normal simulation rules.
This causes reflections and low-frequency scatterings in the
simulation[19]. The result is unrealistic noise.

Another approach is the “soft” or “additive” source. In this
approach, the signal is added into the simulation, with the
source cells behaving just as any other cell. The update equa-
tion becomes:

pn+1
k,l,m = λ2S + (2− 6λ2)pnk,l,m − pn−1

k,l,m + sn+1 (12)

A disadvantage of this method is that the sound pressure at
the source location does not represent the actual input signal.

To improve source excitation, different approaches are pos-
sible[19], [20]. One option is the “transparent” source.

For a transparent source, the simulation is run to determine
the effect of the room for that specific source location. This
effect over time is stored and then subtracting from the ex-
citation. This is more accurate, but also necessitates running
two separate simulations. Moreover, it does not scale well
with multiple source locations, requiring a separate calcula-
tion per source location.

Another option is to have a hybrid between a hard and soft
source, where a hard source turns into a normal cell when the
signal is done playing. However, this approach is only correct
if the reflected waves do not reach the source location before
it turns into a normal cell[21]. This condition is not the case if
the goal is to inspect signal interference, for which the source
must be turned on for a longer period.

Although it is the least realistic option, the hard source is
used in this work. The reason being being its simplicity and
the accuracy of the signal. The simulation is fed with a simple
sinusoidal signal. The soft source would distort the signal,
thus diminishing the effect and accuracy of the room modes.



2.5 Measurement
After a signal is created in the simulated space, a measure-
ment can be performed over the listener regions. In reality, an
engineer would place one or more microphones at the loca-
tion(s) of interest. In this simulation it is possible to measure
all possible locations of interest at the same time, as the pres-
sure value of every cell is calculated regardless.

Sound can be measured in a number of ways. A widely
used measure is the sound pressure level (SPL), given by[22]:

Lp = 10 log10

(
p2

p20

)
dB (13)

where p is the simulated sound pressure and p0 is the ref-
erence value given by 20 µPa (the threshold of hearing)[22].
By taking the square of the sound pressure, it becomes a pos-
itive quantity that expresses the amplitude of the wave. This
method does two things: it encapsulates the exponential na-
ture of sound pressure, and its wave nature.

For the analysis, the property of interest is the energy trans-
fer from a source to a listener cell over the whole simulated
time. For that, the Equivalent Continuous Sound Level (often
indicated by Leq) is a useful metric. It describes a constant
equivalent sound pressure level for a given signal over a time
period t by:

Leq = 10 log10

(
1

t

∫ t

0

p2

p20
dt

)
dB (14)

For the simulation, a discrete variant of Leq is used for
position pk,l,m:

Leq = 10 log10

(
1

t

t∑
i=0

(ptk,l,m)2

p20
T

)
dB (15)

2.6 GPU acceleration
A simulation step described by equations 8, 10 and 12 can
be highly parallelized. That is the case because every cell
is only relying on constant values to calculate a new value.
As shown by multiple studies, significant performance gains
(upt to 80 times) are achieved when the computation is done
on the GPU, compared to the CPU[10], [15], [18], [23].

Two major factors influence the performance of a GPU
“kernel” (program): the amount of overhead as compared to
the number of computations, and the amount of look-ups in
memory. The overhead consists mainly of moving data be-
tween the GPU and CPU memory. Look-ups should be mini-
mized as they are a lot slower than computations on variables.

3 Method
3.1 Selecting Simulation Parameters
As defined in Section 2.2, the simulation is based on a dis-
cretized acoustic wave equation. The values of X and T
largely influence the accuracy and stability of the simula-
tion[16]. These values are highly dependant on the maximum
frequency of interest (fmax) of the simulation.

To be able to measure a signal of frequency fmax, the grid
spacing X must be at least equal to the minimal wavelength
L :

Xmax = Lfmax =
c

fmax
(16)

However, as noted by [8], a Standard Leapfrog scheme is
only valid for frequencies below 0.196fmax. Therefore, a
sampling frequency fs must be used that compensates for this
valid frequency range.

fs > fmax · 5.1 (17)
For the simulation to be valid, the relation between T and

X must conform to the maximum courant number for this
simulation[8]. That is:

λ =
1√
3
=

c · T
X

,

X =
c

fs
, T =

1

fs
√
3

(18)

Next to the resolution of the simulation, the resolution of
the frequency space must be defined. Due to the exponential
nature of frequencies, a linear scale is undesirable. Instead,
acoustic measurements are done in in octave bands. An oc-
tave band is a range of frequencies that span one octave. The
definition of the k-th central frequency fk for a 1/n-th frac-
tional octave band around central f0 is given by:

fk = f0 · 2
x
k (19)

As a standard, f0 is set to 1000 hz[24]. When measur-
ing over the full audible spectrum, measurements are usually
done in 1/3 fractional octave bands, but for the smaller sub-
woofer range a higher fraction is required for good results.
High quality measurements are done in 1/24 bands.

In the simulation, we will approximate the fractional oc-
tave bands in the 20 hz - 200 hz by their central frequency, as
the simulation should not produce significant differences in
material coefficients or response if the frequency resolution
is large enough.

3.2 Virtually Representing a Room
To simulate a room, it first has to exist in the virtual space.
The simulation expects an evenly spaced 3-D grid where each
cell represents a cuboid region of the room. Previous work
have used existing 3D models and converted triangles to their
respective grid positions[15]. However, implementing (a tool
for) the conversion of 3D models is outside the scope and time
limits of this work. Instead, a grid is created given its outer
dimensions, and rectangular cuboid regions can be marked as
solid. The outer dimensions are assumed as solid. A solid
region can be given a reflection (β) coefficient. The same
applies for the six boundaries of the space, to be used in their
respective “ghost points”.

Depending on the size of the grid spacing, some objects
will be rounded off to their nearest grid position, or disappear
entirely. The simulation therefore expects only objects that
are large enough to have an influence on the acoustics of the
room.



3.3 Running a GPU-Accelerated FDTD
Simulation

Once a grid representation of the room has been defined,
the next step is to run the simulation numerous times. As
explained in Section 2.6 this simulation can benefit from a
GPGPU implementation due to its parallel nature. This work
uses an implementation in Python, but utilizes OpenCL[25]
to perform the simulation steps.

To achieve the most performance, the data for the simula-
tion is kept on the GPU as much as possible. To achieve this,
the read-only data (boundaries, β values, geometry) are writ-
ten once, and only the latest pressure and analytical values are
written back to the CPU. The two previous pressure values are
not synchronized between CPU and GPU. Furthermore, it is
expected that a large number of consecutive iterations are per-
formed by the GPU before returning the results to the CPU.
To increase performance, a large amount of instructions are
queued to the GPU.

For every iteration the following is queued: run a kernel
that performs an iteration step for every cell; shift the pointers
for the previous, current and next buffers in a round-robin
fashion; run a kernel that calculates and stores the Leq values
based on the current pressure. Once the queue is empty, the
newest pressure and analytical data is written back from the
GPU buffer to the host buffer that the CPU can access.

A simulation with parameter fs of 3200 hz (200 · 16), and
136 million cells (2000 m3), can simulate 10s of simulated
time in 47 seconds in real time. This is equivalent to simu-
lating around 400 m3 of simulated space per second at this
frequency rate.

3.4 Measuring Frequency Response
With a virtual representation of the room, and a fast imple-
mentation, it can be used to obtain a frequency response for
each possible subwoofer location. To get a response for a sin-
gle frequency, the simulation must be run for an amount of
time to allow the interference to develop and form a steady
state Leq . We call this time tsim and it corresponds to a iter-
ation number of:

icount =
tsim
T

(20)

To get a full frequency response, a discrete set of frequen-
cies is taken based on the central frequencies for 1/24 (or
more) fractional octave bands within the 20 hz - 200 hz range.
Then, for each frequency the simulation is run as described in
the Section 3.3 for icount iterations. When this is done, the
average Leq for all listener regions is stored and the simula-
tion is reset. For every frequency, the β values are (re-)set
based on a logarithmic interpolation of the material coeffi-
cients for 125hz and 250hz, and updated on the GPU. This
process is repeated for every possible subwoofer location.

3.5 Locating the Optimal Source Location
Once the frequency response of each subwoofer location is
known, an optimal location can be picked. Based on the fre-
quency response, a source location can be assigned a qual-
itative metric. The metric used is the flatness, or minimal
variance, of the response. In the optimal case, the response
does not change over each frequency, i.e. the change in value

over each frequency is zero. This change in value is equal to
the discrete derivative of the frequency response. To find the
response with the least variation, we take the sum of square
errors of the discrete derivative of the frequency response.
The “error” in this case is the difference between the change
in frequency response and its optimal value: zero. An error
rating err can be expressed for the n values of Leq for a sin-
gle subwoofer location as:

err =

n∑
i=2

(Li − Li−1)
2 (21)

The optimal location should have the lowest value of err.

4 Results
4.1 Test setup
As a reference, a room was selected that could be modeled
in the simulation as a reference. A picture of the selected
room can be seen in Figure 2b. The inner dimensions of the
room were measured to be 4.39m (width) by 3.32m (depth)
by 2.69m (height). The far left corner (as seen from the en-
trance) was taken as grid axis origin. Next to the glass wall,
a couch with a back rest is located. Two ottomans are located
in the room: one below a TV at the far end wall, and one next
to the right wall. Furthermore a small radiator is located next
to the TV. The floor of the room is carpet, the three walls are
hard walls, with the one covered in whiteboard, and the ceil-
ing is a suspended ceiling system. A detailed floor plan of the
room can be found in Appendix A.

The listener positions were indicated to be above the couch,
the right ottoman and the middle of the room. The listening
height was based on an estimate of ear positions for a sitting
person: 1.0m - 1.4m. The listening height in the middle of
the room was estimated as 1.6m - 2.0m.

The subwoofers could realistically be placed on the floors
outside of the walking routes and sitting areas. Furthermore, a
subwoofer size was estimated as a cube of 40cm, which could
at most be placed 20cm off the floor. Note that the center
location of the source should coincide with the speaker. As
such, a 20cm distance was taken from the floor and walls.
A picture of the room, as well as its virtual representation
can be viewed in Figure 2. Furthermore, Table 1 defines the
reflection coefficients for the different materials in the room.

ID Material 125hz 250hz
1 Carpet 0.10 0.15
2 Suspended ceiling 0.15 0.11
3 Hard wall 0.04 0.05
4 Double glass 0.15 0.05
5 Furniture 0.32 0.40
6 TV screen 0.10 0.10
7 Radiator 0.35 0.39
8 Wood 0.10 0.07
9 Whiteboard 0.10 0.10

Table 1: Reflection coefficients used for the different materials in the
reference room. These values are based on the ones found in [26]
and [27] or estimated as 0.10.



(a) Reference room and test setup

(b) Virtual reference room

Figure 2: The reference room used in the experiment. (a) Is a picture
of the room with the test setup and (b) its digital counterpart. In (b)
the blue regions indicate a possible subwoofer location, while red
regions mark all possible listening locations. The regions in purple
and green are reflective objects in the room

4.2 Reference Measurements
To compare the simulation to its real life counterpart a mea-
surement was made in the room using a Kien SUB subwoofer
and a AKG C 417 PP omnidirectional microphone. The 44cm
high subwoofer was placed in front of the TV screen with its
center at 1.66m depth and 1.06m width. The microphone was
hung on the whiteboard at 1.77m high, 18cm from the back
wall and 3cm from the whiteboard. Using the tool Room EQ
Wizard (REW) [28] a frequency response was measured.

Furthermore, REW has a built in room simulator. It uses a
frequency domain adaption of the image source method de-
scribed in [4] with additional absorption values for the bound-
aries. To show correlation to room modes, their frequencies
can be highlighted. The value of a room mode f with index
nw, nh, nd corresponding to the width (w), height (h) and
depth (d) of the room is defined by[1]:

f =
c

2

√(nw

w

)2
+
(nh

h

)2
+
(nd

d

)2
(22)

The simulation was run for a fs of 3200hz, for 1/48-th
fractional octave bands and a tsim per frequency of 5s with
and without furniture. Figure 3 shows the difference in fre-
quency response between measurement, simulation and an-

Figure 3: A comparison of the frequency response of the simulation,
an analytical model for an empty room provided by [28], and a mea-
sured value. There is overlap in the influence of the room modes,
which are highlighted by the vertical lines. The simulated response
is less outspoken at the room mode frequencies than the analytical
model. The subwoofer is rated for 30hz - 120hz.

alytical value compared to the outer room modes. There is
a correlation between variations in frequency response and
room mode frequencies. The measured response is relatively
lower below 50 hz. The frequency response of the subwoofer
was not calibrated for the measurement. It should be noted
that the used subwoofer is rated for 30hz - 120hz.

When comparing the simulated response to the analytical
model, there are some room mode frequencies excited differ-
ently, while overall showing correlation.

When comparing the simulated values with and without
objects, the differences is that some resonant frequencies are
relatively exited less while new resonant frequencies are in-
troduced. At most, the difference is 14.6 dB, while on average
the difference is 2.2 dB.

4.3 Influence of Simulated Time per Frequency
Furthermore, the effect of the tsim was investigated. A higher
value of tsim is related to a longer time to reach a steady state.
In Figure 4 the comparison is visible. A clear correlation be-
tween the variance at room mode frequencies can be observed
for longer simulated time. Furthermore, at the shortest simu-
lated time there is little correlation to room modes.

Figure 4: A comparison of the frequency response for different sim-
ulation time durations per frequency. On the vertical axis the res-
onant frequencies (room modes) for the outer boundaries are high-
lighted. A larger simulation time correlates to higher interference a
room modes.



Figure 5: The frequency response with the most and the least vari-
ation (flatness) for the reference room. The blue region marks the
minimum and maximum values for each frequency. As visible there
is a significant difference in frequency response based on the loca-
tion of the subwoofer. Furthermore, the optimal location has less
variance in its response for some room modes, but not all room
modes can be avoided. The room modes at 52 hz and 64 hz are
unavoidable for all possible locations.

4.4 Frequency Response for All Locations
Next, a simulated optimization was run as described in Sec-
tion 3.4 and 3.5. For the parameters, fs was set to 200 hz with
an oversampling factor of 16, and measured at 1/36-th frac-
tional octave bands for 3s per frequency of interest. This last
parameter was based on the results of Figure 4. For this grid
spacing a total of 276 possible source locations where set.
This simulation took around 17 hours to complete. For ev-
ery source location the average frequency response was mea-
sured. The results can be viewed in Figure 5. There is a
significant variation in frequency responses due to interfer-
ence at resonant frequencies. For the possible locations in the
scene, there is not one location that can avoid all resonances.
Overall, the difference between the minimum and maximum
Leq for the most and least varying locations is nearly identical
(24.8 dB and 24 dB).

4.5 Optimal location
The relative variation can be mapped to the spatial location
of the subwoofer. This is shown in Figure 6. The flattest fre-
quency response was found when placing the center of sub-
woofer at 0.27m in the width direction, at 27cm height and
at 1.02m in the depth direction. In contrast, the least flat re-
sponse was at 3.91m in the width direction, 27cm from the
floor and 2.09cm in the depth direction.

5 Responsible Research
The research presented in this paper is a study of a math-
ematical model and a computer simulation. There are no
human participants involved. This vastly decreases the pos-
sibility of unethical practises concerned with human harm.
It does, however, not exclude indirect influences on human
harm. Three factors for potential irresponsible research were
identified. These are: reproducibility, validity of the results,
and indirect harm.

An aim for this work was reproducibility. This was influ-
enced by personal frustrations at the reproducibility of other
papers. This is due to three causes: mathematical justifica-
tions that lacked information, unclear conversion of formulae

Figure 6: The relative variance of the frequency response for each
source location on a scale from red (least optimal) to green (opti-
mal). As visible, the best location is in the region at the 2nd width
index and 9th depth index. This corresponds with the region left of
the TV in the reference room.

to implementation, and provided code implementations that
are platform locked.

This first cause can be attributed to personal lack of knowl-
edge on this subject at the start of the research. Finite differ-
ence simulations, acoustics and GPGPU are not part of the
common courses for a bachelor computer science engineer.
This resulted in mathematical formulae lacking explanations
of key concepts, expecting a different target audience. This
paper attempts to clarify all necessary formulae in clear steps,
to the degree they were understood themselves.

The second cause is a common occurrence when dealing
with computer science papers. There is no standard for at-
tributing an implementation in a paper. Moreover, the source
code can not always be made opens source, due to reasons
like copyright, intellectual property or contractual obliga-
tions. This paper tries to describe all steps necessary to repro-
duce the simulation, but provides the used implementation as
open source1.

The third cause can be attributed to the lack of standard
for GPGPU frameworks and researchers producing code im-
plementations in languages/frameworks that they are familiar
with. The developed implementation in this research is based
on two cross-platform technologies: Python and OpenCL.
This combination can run on most platforms, as well as work-
ing on all modern GPU’s (Nvidea, AMD) or devices that
don’t have a GPU. This makes it easier for researchers to run
the code and reproduce the results or adopt the code. The
source code also provides multiple real-time graphical inter-
faces so researchers can intuitively see how different parame-
ters influence the simulation, some of which are used to gen-
erate the results.

Validity of the results is a recurring topic in responsible
research. There is a bias towards positive results, resulting
in a drive to skew results so they paint a pretty picture. The
graphs provided in the results are all on the same scale, with
points evenly spaced on each axis. All y-axis scales are auto-
matically scaled to fit the data present. For all measurements

1https://github.com/delanoflipse/python-opencl-fdtd

https://github.com/delanoflipse/python-opencl-fdtd


and simulations the parameters are given.
Indirect personal harm is not likely, but should not be

overlooked. In case of a large discrepancy between simulated
and real values, a user of the code might come to the wrong
conclusion as to where the subwoofer should be placed. As
mentioned, subwoofer placement can cause peaks in the fre-
quency response. In a unlucky scenario, this might cause
hearing damage if the listener is exposed to a higher volume
sound.

6 Discussion and Future Work
The aim of this work was to investigate if a FDTD simulation
can be utilized to find an optimal location for a subwoofer in a
room. The results, in particular Figure 3, show that the room
modes have a significant influence on the frequency response.
This behaviour is present in both the simulated and the mea-
sured frequency response. A simulation of all possible loca-
tions and listener regions, as shown in Figure 2, showcases
the significant effect of the location of the subwoofer on the
frequency response. Using the frequency responses, an opti-
mal subwoofer location was found within in the virtual room.

But, there are differences in both the analytic and simulated
response, as well as the measured and simulated response.

The difference between the analytic and simulated re-
sponse showcase a difference in how much interference each
room mode creates. As shown by Figure 4, it takes time for
the simulation to reach a steady state that fully resembles the
room mode effect. This would explain some of the attenu-
ated peaks. Furthermore, a finite difference scheme can not
represent every sound reflection. Based on the angle of in-
cidence, some reflections are not correctly simulated, as an-
alyzed by [8] and [9]. Additionally, the boundary conditions
do not simulate transmission, which at lower frequencies does
play a role [2]. Overall, the simulation can benefit from more
realistic boundary conditions.

Although the simulation accounts for some objects inside
the simulated space, it only accounts for solid reflecting ob-
jects that are axis aligned. As analysed in [7], FDTD simula-
tions are less accurate on rotated, or sloped objects. It should
be noted that a Finite Volume approach can improve this, but
makes the implementation harder, both in the virtualization
of a room and in the update formulae.

To compare the results to an analytical solution, REW was
used to generate a reference frequency response. REW is
freeware but not open source. This means that, although a
paper is stated on which the simulation is modeled, it is hard
to pinpoint what exactly is the difference.

For the difference in measured response, a couple of factors
play a role. The measurement was done using a uncalibrated
microphone and subwoofer. This means that the results en-
compass both the room response, as wells as the behaviour
of both devices. Furthermore, the subwoofer was rated for 30
hz - 120 hz2. This is visible in Figure 3, where frequency re-
sponse at below 50 hz are up to 40 dB lower. Interestingly, it
is able to produce enough volume for frequency higher than
its rating.

2As per the product specifications at https://kien.io/.

Import to note is that the simulation can only be as accu-
rate as the accuracy of the simulated room. As highlighted
in Table 1 the reflection coefficients are an estimation, based
on a guess of both the material presents and even some ma-
terial coefficients. To improve the measurements, and thus
show an accurate difference between simulation and reality,
a calibrated measurement should be performed, using a good
microphone, a speaker with a sufficient range, and better in-
vestigated material coefficients. Previous work shows that
this can result in a accurate correlation between measured and
simulated [12].

The quality of the simulation also defines how well the
“optimal” location is in reality. Currently, this optimization
is based on the assumption that, if the frequency response is
valid for one location, it is for all others. Due to time con-
straints it was not possible to perform a measurement of the
“best” and “worst” location to verify their accuracy. Note that
the simulated result encompasses 2200 listener positions and
276 possible source locations. To ensure the validity of the
full simulation would require more than 600.000 measure-
ments, which is unfeasible.

Another aspect that is not investigated is that, while an ob-
jective metric for a “better” location is used, there is a pos-
sibility that it does not translate well to how humans would
perceive this as better. Using a different metric that has a
psycho-acoustic basis might prove fruitful.

Moreover, it has been suggested by both [1] and [2] that
multiple subwoofers can improve treating room modes. To
add this to the optimization would amount to a quadratic
growth in possible locations to check, even when filtering
physically impossible combinations. And that is without ac-
counting for possible optimization of phases. Without any
“smart” reduction of the possible location, this would be un-
feasible.

Overall, the presented method can be applicable to opti-
mise subwoofer placement for the least variance in frequency
response. There are clear paths to improving the accuracy of
this method. Further work can investigate if the method can
be extended to multiple subwoofers, and/or reduce the num-
ber of simulated subwoofer locations.

7 Conclusion
This paper investigated a method to optimize the placement
of a subwoofer. It shows a proof of concept to minimize
the variation in frequency response at a listener region. The
Finite-Difference Time-Domain (FDTD) method was utilized
to simulate sound through a virtual space. To validate the
simulation, a physical measurement was performed in a room
and compared to its virtual counterpart. The results show that
the FDTD method can simulate sound with a correlation to
both a measured frequency response and an analytical model.

All possible subwoofer locations in the virtual room were
simulated, and an optimal location was found that provided
the lowest variation in frequency response for all possible
listening positions. However, the optimal location still con-
tained variations in frequency response due to room mode res-
onances, but overall had less variation than other locations.
Altogether, the method proves to be useful for rooms that

https://kien.io/wp-content/uploads/2022/11/202112_Handleiding_kien_2.1_5.1_cd7ca12b-1cfb-4562-99c8-8d7b58720226-1.pdf


contain large objects or special geometry, for which a trivial
solution is inaccurate.
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A Floor plan
The full measurement of the room is described in Figure A.1.

Figure A.1: The floor map of the simulated room used in the refer-
ence experiments. The circles denote a material, which corresponds
to the values in Table 1.
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