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Abstract

With the slow recession in the number of transistors that can be placed onto a chip, other innovative methods
to further improve the performance of computing have become a necessity. One such avenue that is being
extensively explored is Quantum Computing. It is the field of research, which involves harnessing special
properties of quantum mechanical systems – such as superposition and entanglement – to process informa-
tion. These systems hold the potential to solve problems that elude classical computers, and also promise an
incredible speedup of computation over classical computers.

With the advent of many promising quantum mechanical systems that can be effectively employed to exe-
cute quantum computing algorithms, methods to optimize these systems have also been researched. These
quantum mechanical systems being used to execute algorithms are termed "qubits" - quantum mechanical
bits. Qubits face many problems when being used for the optimal execution of algorithms, the primary prob-
lem being their high sensitivity to noise. Being exposed to noise can cause the qubit to lose its information.
Therefore, the effect of noise on qubit systems needs to be minimized for the qubits to retain data and func-
tion effectively.

In superconducting transmons, a type of qubit system, the configuration of the qubit is such that the qubit
frequency is controlled by varying the magnetic field passing through the transmon. In order to control this
frequency, voltage pulses to alter the magnitude of the flux are applied. For the flux to affect the qubit fre-
quency as intended, the input pulse to the qubit has to be as ideal as possible. However, in practical situa-
tions, the input pulse faces distortions caused by the instruments on this control line. Therefore, the goal of
this thesis project is to study the distortions that occur on the input voltage pulse due to noise parameters.
Another objective was also to implement methods to identify these fluctuations and rectify them.

The thesis work includes the study and implementation of three such methods. The methods employed are
the Cryoscope, the Chevron and Ramsey using Kelly’s method. The principle behind these three methods and
their implementation are discussed in detail. This is then followed by the data analysis of the measurements
leading to corresponding method results. Using these results, a comparison of the three methods has also
been elaborated upon.
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1
Introduction

Everything we call real is made of things that cannot be regarded as real.
- Niels Bohr

Computing systems have constantly been innovated to achieve higher performances. In this quest for faster
and better systems, computer performance was heavily influenced by the number of transistors that could be
squeezed onto a chip. With improvements in silicon technology, chips have become smaller, along with an
increase in the number of transistors. This trend, succinctly explained by Moore, has driven the computing
industry in these past years [1]. However, it has been shown that this cannot be sustained, as recent chip
manufacturers have run into problems around power consumption and heat generation [2]. A transistor is
used in encoding information by switching it ON or OFF by sending electrical currents to control the gate
voltage. As transistors become smaller and smaller, the capacity of the gate to stop the flow of current during
switching reduces. This causes the transistor to continuously consume energy even when it is not required,
leading to power wastage. There is also excessive heat generation that hinders the effective functioning of the
transistors.
To solve these problems, methods such as parallel processing on multi-core technologies [2] [3] and spatial
computing using reconfigurable hardware [4] are being explored. Parallel to this research on enhancing the
performance of computing systems, there has been an exciting alternative in the form of a computing envi-
ronment offered by quantum physics. By entirely disregarding the use of transistors altogether, this field of
Quantum Computing intends to process information using qubits. Qubits are quantum mechanical systems
with interesting properties - such as superposition and entanglement - that can be used to encode and pro-
cess information.
Superposition is a unique property displayed by qubits wherein the qubit can exist as a combination of states.
In known analog computing, information stored as bits is described using the state of the bit, i.e., if the bit is
‘0’ or ‘1’. Similarly, a qubit can be described by its superposition state, a combination of |0〉 and |1〉. Therefore,
a qubit state (|Ψ〉) is defined as

|Ψ〉 =α |0〉+β |1〉 (1.1)

where α and β are complex coefficients that adhere to |α|2 + |β|2 ≤ 1. Similar to how analog gates such as
NOT, AND, OR are used to manipulate bits, quantum gates operate on the qubit, causing changes to its state
as described in Equation 1.1.
Entanglement is a phenomenon observed in multi-qubit systems. Two qubits are "entangled" if the net qubit
state can no longer be expressed as a product of the two individual quantum states. For example, we consider

the Bell state |Φ+〉 = 1p
2

(|00〉+ |11〉).

Due to entanglement, this state cannot be expressed using the two singular individual states. That is,

|Ψ〉q1 ⊗|Ψ〉q2 ̸= |Φ+〉

1
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Entanglement has given rise to interesting transformations such as Quantum teleportation and Superdense
coding (Refer Chapter 1 of [5]).
As mentioned earlier, in our contemporary systems, information is encoded and processed in bits. These
‘classical’ bits are processed using circuits on integrated chips primarily consisting of transistors. Therefore,
the transistor is the standard, basic element required for the realization of present-day computing systems. In
contrast, qubits don’t have such standard elements for their realization. At present, many different quantum
mechanical systems have been shown as viable options for realising a qubit. These include superconducting
qubits [6], nitrogen vacancies in diamond [7] [8], electron spins in silicon [9], quantum dots [10], trapped ions
[11] [12], ultracold atoms [13] and polarized photons [14].
Unlike its classical analogue, a quantum computer, comprised of qubits realized on any of these platforms
mentioned above, has multiple, individually functioning parts across different temperatures that make up
the entire system. For example, when using superconducting qubits as the basic processing element, the
computing system contains a dilution refrigerator housing the ‘quantum chip’ since superconducting qubits
function at cryogenic temperatures. This qubit is then controlled using a variety of electronics kept both at
cryogenic temperatures and at room temperature.
Therefore, a quantum computer is a complex system comprising of the quantum processor with the qubit(s)

Figure 1.1: Representation of a Quantum Computer [15]

and the electronic interface that controls the quantum processor. This has been shown in Figure 1.1.
With each qubit realization platform having its own individual advantages and disadvantages, the common
denominator they share is that the entire quantum computing system is big in comparison to our current
‘classical’ computing systems. Hence, the control and data extraction method from the qubit system varies
for different realization platforms. In this report, the experiments have been tailored for execution on a su-
perconducting qubit called the transmon. Another sharp contrast when comparing quantum computing
systems to classical computing systems, is that calibration of the system is relatively tedious and has to be
done regularly. Calibrating the qubit is of utmost importance to get accurate results from any experiment
since the qubit is highly susceptible to noise. Many different sources of noise in the system affect the qubit.
One of the many observed effects is the presence of distortions in the flux control line of a transmon qubit
system. These distortions cause adverse effects on the transmon qubit, affecting its ability to couple with an-
other qubit. Therefore, this thesis aims to identify and rectify the distortions in the flux control of transmon
systems.

1.1. Superconducting qubits
Superconducting qubits are one of the leading technologies in realising qubits and quantum logic operations.
With the ability for a sufficiently high control together with low noise in measurements, superconducting cir-
cuits present a very viable method of realising a quantum computer [16]. These devices, called circuit Quan-
tum Electrodynamic Devices (cQED), are used to process quantum information by employing the principles
of quantum mechanics at extremely low temperatures.
Superconducting qubits comprise of the superconducting element and circuits fabricated on silicone/sap-
phire substrates made compatible with CMOS circuits. This is then placed within an electromagnetic envi-
ronment, out of which the necessary signal lines are drawn. The basic building blocks of the superconducting
qubits circuitry include resonators, couplers, bias lines and other basic electrical components such as Arbi-
trary Wave Generators, Amplifiers etc. All these come together as parts of the entire quantum computing
system using superconducting qubits.
The main component of the superconducting qubits are the superconducting elements termed Josephson
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Figure 1.2: Diagram Representation of a Josephson Junction [17]

junctions. A Josephson junction is a device that consists of two superconductors separated using a thin film
insulator as shown in Figure 1.2. A supercurrent is then observed in this configuration between the two su-
perconductors (Material A and Material B) due to the flow of Cooper pairs tunnelling through the insulating
barrier [18]. When describing the condensate wavefunction of the two superconductors in the Josephson
junction, the Josephson phase (ϕ) is taken as the phase difference of the wavefunctions [19]. This leads to the
famed Josephson relations,

I = Ic sinϕ (1.2)

dϕ

d t
= 2e

ħ V (1.3)

where,

I − supercurrent through the junction

Ic −critical current

V −voltage across the junction

The critical current Ic is the maximum current that can flow in the Josephson junction and is a constant for
a particular setup. Combining the Equations 1.2 and 1.3, the non-linear dependence between current and
voltage is derived, which is a distinct characteristic of the Josephson junction. From Equation 1.2,

I = Ic sinϕ (1.4)

d I

d t
= Ic cosϕ

dϕ

d t
(1.5)

Using Equation 1.3,

(
1

(Ic ∗ 2e
ħ )∗ (cosϕ)

)∗ d I

d t
=V (1.6)

Equation 1.6 is similar to the current-voltage relation observed in inductors. Therefore, the Josephson Junc-
tion can be considered as a non-linear inductor with the inductance as L = ( 1

(Ic∗ 2e
ħ )∗(cosϕ)

).
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The energy associated with this inductance can be derived using

EL =
∫ t

0
I ∗V d t

=
∫ t

0
(Ic sinϕ)∗ (

ħ
2e

dϕ

d t
)d t

= ħ∗ Ic

2e

∫ ϕ

0
(sinϕ)dϕ

= −ħ∗ Ic

2e
cosϕ

This is then rewritten as

EL =−E J cosϕ (1.7)

where E J = ħ∗Ic
2e .

The Josephson Junction also faces some stray capacitance whose energy contribution can be quantified as

EC J = q2

2C J

where C J is the junction capacitance and q is the charge stored on this capacitance. This charge q can be
written as 2en where e is the charge on one electron, and n is the discrete number of Cooper pairs that have
tunnelled through the junction barrier [20]. Therefore, the energy associated with the junction capacitance
can be rewritten as

EC J = 4EC n2

where EC = e2

2C J
. The net energy associated with the Josephson Junction is the summation of the energy due

to the effective inductance and the capacitance.

Etot = EC J +EL

Etot = 4EC n2 −E J cosϕ

With the energy described using EC and E J , we tune these parameters to change the states of the qubit con-
figuration using Josephson Junctions. The starting point for qubit realizations using Josephson Junctions is
the charge qubit known as the Cooper Pair Box. The Josephson Junction is coupled to capacitances, and a
Voltage source forms the Cooper Pair Box (CPB) as explained in the following section [21].

1.1.1. Cooper Pair Box
To fashion a system as a qubit, the energy of the system must be able to be defined using distinct energy levels.
Such a system should have at least two isolated energy levels, and the system must be able to transit between
these energy levels by the application(or removal) of external energy. A secondary requirement a potential
qubit system must have is that the difference in energy for consecutive energy levels must be different. That
is, the energy it takes to drive the qubit from |0〉→ |1〉 must not be equal to the energy causing |1〉→ |2〉. This
Anharmonicity is required so that driving between energy levels can be done easily. Here, we show that the
setup of a Cooper Pair Box displays both the requisite characteristics for the realization of a qubit.

The CPB, as shown in Figure 1.3, is designed as a Josephson Junction with a junction capacitance of C J

connected to a voltage source (Vg (t )) via a gate capacitance Cg . A Josephson Junction is described using the

symbol .

In this setup, the single electron charging energy can be written as

EC = e2

2C∑
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Figure 1.3: Circuit diagram of a charge qubit [22]

where C∑ =Cg +C J . Taking ’n’ as the discrete number of Cooper electron pairs tunnelling through the barrier,
the total charge q accumulated on the capacitances can be written as q =−2en.
Similar to the Josephson Junction, the energy related to capacitances in this setup can be written as

EC J = 4EC (n −ng )2

where ng represents the charge from the Voltage Vg (t ). The total energy of this Cooper Pair Box setup is then
written as

Etot = EC J +EL (1.8)

Etot = 4EC (n −ng )2 −E J cosϕ (1.9)

So far, we have been detailing the system’s energy using classical variables. Ultimately, this has to be regarded
as a quantum mechanical system, so it would be better to describe the system in terms of the Hamiltonian
and quantum operators. Classically, a system’s characteristics are described using measurable quantities such
as velocity, power etc. These quantities are measurable and possess a specific value. However, in quantum,
the observable physical quantities no longer have a fixed value that can be computed easily. Therefore, to
measure a particular quantity, we associate it with a quantum operator that operates on a quantum state to
give as output the measured value. We define a quantum state using the state vector |Ψ〉, on which acts a
quantum operator q̂ that gives as output the observed value of quantity q [23].
In the CPB setup, we define the quantum operator n̂, which is used to compute the discrete number of Cooper
pairs that tunnel through the insulating barrier compared to the number at the equilibrium state. This oper-
ator is used as n̂ |n〉 = n |n〉 where |n〉 depicts the charge states of the junction and n is the eigenvalues of an
operator acting on its eigenvectors[24]. We consider the charge states to form the eigenbasis for convenience.
Therefore the Hamiltonian detailing the energy related to the capacitance can be rewritten as

Hc = Ec
∑
n

(n −ng )2 |n〉〈n|

The Josephson phase is taken as the other quantum operator ϕ̂. Then, the energy related to the junction is
rewritten using the charge state description [19]

−E J cosϕ=−E J

2

∑
n
|n〉〈n +1|+ |n +1〉〈n|

where E J is the same value discussed in Equation 1.7. Therefore, the net Hamiltonian for the CPB is

Hnet = Ec
∑
n

(n −ng )2 |n〉〈n|− E J

2

∑
n
|n〉〈n +1|+ |n +1〉〈n| (1.10)

From the Equation 1.10, it can be seen that the charge states of the CPB can be adjusted via the parameter ng

using the input Voltage Vg (t ). Half-integer values of ng are chosen since, at these points, the two lowest energy
levels are well separated, making for an easier transition between charge states [25]. Further modifications
added to this base setup of a Cooper Pair box lead to the configuration of the transmon.

1.1.2. Transmon
The transmon is a design of a superconducting quantum bit that has been shown to have reduced charge
noise sensitivity compared to the Cooper Pair Box qubit structure discussed in Section 1.1.1. A primary mo-
tivation of this design was to improve the qubit coherence time, i.e., the time for the qubit can retain the
encoded information. A transmon consists of two Josephson Junctions attached in parallel to a capacitance
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Figure 1.4: Design of Transmon [25]

(CB ), which is then connected to the voltage source via a gate capacitance (Cg ) as shown in Figure 1.4. Two
Josephson junctions in parallel form a Superconducting QUantum Interference Device (SQUID), which is
then employed to adjust the E J of the setup using an external magnetic flux [26]. The energy of the system
can still be quantified using Equation 1.10. By adding the large capacitance CB , the energy EC is tamped down
relative to E J ensuring that the transmon operates in the regime where E J >> EC .

Now, on analysing the energy versus input voltage relation, we obtain the Figure 1.6. Taking the energy re-
quired for causing the excitation from the ground level to the first excitation level as E01, Figure 1.5 shows
the Energy levels Em∀m ∈ {0,1,2} calculated for the Hamiltonian 1.10. As mentioned in the previous section,
by operating the qubit at half-integer values of ng , the sensitivity to noise that causes the qubit to excite is
reduced. It can be seen from Figure 1.5 that at half-integer values of ng , linear noise cannot cause the qubit
to transit to higher energy levels. However, this method does not protect the qubit system from being suscep-
tible to large fluctuations that can drive the qubit away from operating at half-integer values. Therefore, to

account for this, the design of the transmon qubit increases the ratio E J
EC

. Figure 1.6 shows an example where

the E J
EC

= 50. From here, it can be seen that increasing the ratio of E J
EC

, the prospect of being affected by the
noise which causes the qubit to deviate from the optimal spot of operation, is reduced.
Experimental implementation of the transmon qubits has shown that the qubit coherence time can be ex-
tended up to 100µs [27]. The experiments, such as the ones object of this thesis, are typically controlled
using software that controls the transmon quantum computing setup. The experiment coded in a high-level
language (Python in this thesis) is first compiled into instructions understandable by the control electronics.
This compilation step differs for the various quantum control electronics available. The quantum control
electronics send signals to the dilution refrigerator, which houses the qubit chip. The output of the experi-
ments is collected using a readout signal from the control electronics. Chapter 1 of [28] and the paper [29]
explains in detail the experiment flow from software to hardware. For the sake of this thesis, we do not ex-
amine the nuances here and consider the final qubit state measurement data obtained from the readout
(Chapter 8 of [28]). For the experiments conducted, expectation values are calculated from the qubit state
data before further processing.
Expectation Values for measured states on the Z - axis (measurement axis - |0〉 and |1〉) are mathematically
calculated as

Eψ(Z ) = 〈
ψ

∣∣ Z
∣∣ψ〉

= 〈
ψ

∣∣ (|0〉〈0|− |1〉〈1|) ∣∣ψ〉
= 〈

ψ
∣∣0〉〈

0
∣∣ψ〉−〈

ψ
∣∣1〉〈

1
∣∣ψ〉

= ∣∣〈0
∣∣ψ〉∣∣2 − ∣∣〈1

∣∣ψ〉∣∣2

where
∣∣ψ〉

is the qubit state vector measured in the Z axis [30].
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Figure 1.5: Eigenenergies of the Hamiltonian 1.10 for
E J
EC

= 1 [26]

Figure 1.6: Eigenenergies of the Hamiltonian 1.10 for
E J
EC

= 50 [26]



8 1. Introduction

1.2. Thesis Motivation
With quantum computing being a new field, optimising such systems is still a work in progress. The com-
pany at which this thesis was done, Orange Quantum Systems, uses superconducting quantum hardware
called transmon. In transmon systems, with the addition of the control line to the qubit chip, calibrating
this line also becomes important. Input qubit control signals from an arbitrary waveform generator (AWG)
operating at room temperature undergo linear dynamical distortions as it traverses various electrical compo-
nents on the control line connecting to the quantum device. If uncompensated for, such distortions can have
detrimental effects on gate performance, affecting fidelity and even repeatability. Distortions introduced by
components at room temperature (e.g., AWG bandwidth, high-pass filtering of a bias tee, and skin effect in
instrumentation cable) are easily characterized using a fast oscilloscope. However, distortions introduced
by components inside the refrigerator (e.g., low-pass filters, impedance mismatch, skin effect in semi-rigid
coaxial cable, and chip packaging) are generally temperature-dependent. They are thus best characterized in
the cold. Additionally, the on-chip response varies across devices and even between different qubits on the
same device. Therefore, the ideal strategy for characterizing pulse distortion would be using the controlled
qubit. Therefore, the motivation for this thesis was to study the distortions that occur on this line and the
currently available methods that use the qubit itself for correction.

This work aimed to study and implement three distortion characterization methods for correcting the dis-
tortions on the control line of a transmon system. As mentioned earlier, the input qubit control signals in
transmon systems are the main component used in tuning the qubit frequency by applying flux. To ensure
that the qubit frequency is tuned perfectly, the distortions that arise on the flux pulses must be accounted
for. For example, an operation that requires changing the qubit frequency would be the implementation of
a two-qubit CPHASE gate. When there are distortions on the flux pulse that alters the qubit frequency, then
coupling the qubits for implementing the CPHASE gate becomes difficult. Hence, methods/protocols that
can achieve the same must be implemented before the qubit system can run other qubit-related experiments
that require varying the qubit frequency.

1.3. Thesis Objective
The main goal, as mentioned previously, of this thesis is to study and implement three distortion-correcting
protocols for improving the signal on the flux bias line in a transmon system. Therefore, the main objectives
are -

1. To study the configuration of transmon hardware. This is done to understand how flux affects the qubit
system.

2. To study the three protocols of the Cryoscope, Chevron and Ramsey using Kelly’s method and to un-
derstand the variations in the individual protocols.

3. To implement the said protocols on software by first drawing up its algorithm and then programming
it.

4. To run the experiments on actual quantum hardware after their software-level Implementation.

5. To implement a method that compares the distortion-characterization methods using chosen perfor-
mance metrics.

1.4. Organization of this report
The report is divided into five major chapters, followed by the conclusion. In Chapter 2, an introduction to
noise observed in a single qubit system is given. Here, concepts of Bloch Sphere Representation of a single
qubit, corresponding single qubit noise characterization methods and a brief explanation of two-qubit gates
(CPHASE) are discussed. Since this report limits itself to flux-based noise identification, the next chapters
elucidate three methods or protocols implemented to characterize flux distortions in qubit control pulses.
Chapter 3 discusses the Cryoscope method. Here, the Principle, which builds the method, the Implemen-
tation of the method and the Analysis of the qubit measurement data are illustrated. Detailed explanations
of the Results both from simulation and actual experimental runs are also specified. The chapter concludes
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with an account of the Assumptions and Drawbacks of this method.
Chapter 4 follows a similar structure to the previous chapter in detailing Ramsey using Kelly’s method. It also
begins with the description of the Principle behind the protocol, followed by the Implementation and the
Analysis. The next section describes the Results from the simulated data, and the chapter is concluded with
a discussion on the Assumptions and Drawbacks associated with this method.
The third method, the Chevron, is elaborated in Chapter 5 with the sections divided into Principle, Imple-
mentation, Results and Assumptions and Drawbacks. Chapter 6 contains the novel part of this thesis work,
the comparison of implemented protocols.
The final chapter 7 briefly summarizes the distortion-characterization methods implemented. This chapter
finishes with the Future implementations that can follow the methods discussed in this report.





2
Characterization of Noise

Qubits are susceptible to noise from the measurement equipment, the control equipment and the environ-
ment. This noise emerges as random processes on the qubit, which causes it to decohere [6]. The qubit
state at any point can be calculated if its initial state and Hamiltonian are known, in the case of closed sys-
tems. When the qubit system is made an open system, there are interactions between the qubit and the
environment, which causes fluctuations in the qubit state. As these fluctuations persist, the qubit loses its
information, with the qubit state moving away from what is expected. Fluctuations (noise and fluctuations
used interchangeably) that occur because of arbitrary changes in system parameters that affect the qubit are
called Stochastic Noise. An example would be the uncontrollable variations in the amplitude of an input con-
trol signal. These unknown variations would then affect the qubit causing it to decohere. Stochastic Noise
therefore would differ for every experimental run and so, cannot be predicted beforehand. Systemic Noise
on the other hand quantifies the discrepancies that are known to arise due to a fixed process. For example,
when driving a qubit to transit from the |0〉 to the |1〉, we assume that the transition causes the qubit to rotate
exactly by 180◦ about the equatorial plane. However, in reality, the qubit driving system may cause a couple
of extra degrees of rotation onto the qubit. This over/under rotation is always by a fixed amount generated
by the system and therefore leads to the rotation error every time the pulse is applied. This error is termed
as Systematic error and can be compensated for easily using proper calibration methods, unlike stochastic
error. The effect of noise on the qubit can be easily visualized using the Bloch Sphere representation of the
qubit state.

2.1. Bloch Sphere Representation
The Bloch Sphere is a unit sphere that is frequently used to describe a qubit system. The quantum states of
|0〉 and |1〉 are placed on either end of the z-axis, also called the longitudinal axis. The equatorial plane of this
sphere is the transverse plane, and the x and y axes are called the transverse axes. Figure 2.1 shows an example
of a quantum state vector on the Bloch Sphere.
Any pure quantum state can now be represented as a vector, a point on the surface of this sphere [6]. With
the help of the polar angle (0 ≤ θ ≤ π), the azimuthal angle (0 ≤ φ≤ 2π) and the two quantization states (|0〉,
|1〉), a quantum state vector can be written as:

|Ψ〉 =α |0〉+β |1〉

= cos

(
θ

2

)
|0〉+e iφ sin

(
θ

2

)
|1〉

The quantum state vector, thus defined, is represented on the Bloch sphere by taking the polar angle (0 ≤ θ ≤
π) to be the angle of the vector measured on the longitudinal axis. The azimuthal angle (0 ≤ φ ≤ 2π) is the
angle of the qubit state vector projection on the equatorial plane, measured from the positive x-axis [5]. The
transverse plane angle (φ) plays an important role in the flux distortions characterization methods discussed
in the following chapters.

11
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Figure 2.1: Example of a quantum state plotted on the Bloch sphere using Qiskit.

In this representation of the qubit state, the state vector is assumed to be stationary within the sphere. This
assumption holds only when the Bloch sphere is taken to be a rotating frame of reference. In superconducting
qubits, the energy of state |1〉 is higher than that of state |0〉. Therefore, when the qubit state is a superposition
of the two polar states, this difference in energy causes the qubit state vector to precess around the z-axis with

a frequency of
ωq

2π = E|1〉−E|0〉
ħ (the qubit frequency). For easier visualization, the frame of reference is also taken

to rotate around the z-axis with the same frequency as above. This precessing Bloch Sphere is the rotating
frame of reference that causes the qubit state vector to appear stationary.
When the qubit state vector, due to some external factors (noise sources), does not rotate around the z-axis
with the same frequency as mentioned above, we say that qubit is detuned from the reference rotating frame.
This detuning causes a phase to occur on the final qubit state measurements and this phenomenon is an
important part of the distortion correction protocols.

2.2. Longitudinal Relaxation of Qubit
Relaxation of the qubit along the longitudinal axis is the effect of noise that couples with the qubit via the
transverse axes. Longitudinal relaxation is the shift in the qubit state on the longitudinal axis, i.e., the noise
effect that causes the excited state (ground state) of the qubit to transition to the ground state (excited state).
This effect originates from an energy exchange between the qubit and the environment leading to the qubit
Up transition (

∣∣ψ〉
|0〉→|1〉) and the qubit Down transition (

∣∣ψ〉
|1〉→|0〉). In figure 2.2, the blue arc shows an

example path of a possible qubit up and down transition.
Now, the longitudinal relaxation rate can be defined as the summation of the rate of Up transition and the
rate of Down transition.

longitudinal relaxation rate Γ1 = Γ|0〉→|1〉+Γ|1〉→|0〉

= 1

T1

where in T1 is defined as the net decay time over which the qubit population will relax to a steady state value.
In superconducting qubits, the steady state value is the ground state (|0〉), with the longitudinal relaxation
being mainly contributed by the Down transition. Using Boltzmann Equilibrium statistics, it can be derived
that

Γ|0〉→|1〉 = (e
−ħωq
kB T )Γ|1〉→|0〉 (2.1)

where ωq is the qubit frequency, kB is the Boltzmann constant and T is the operating temperature[31].
Transmon qubits generally operate around temperatures of T ≈ 20mK and with qubit frequencies close to
ωq ≈ 5G H z. At these values, from Equation 2.1, it can be seen that due to the exponential function, the up
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Figure 2.2: Bloch Sphere showing depolarization.

transition rate is vastly repressed and, therefore, can be taken as negligible.
In simple terms, superconducting qubits operate at cryogenic temperatures and are encoded with informa-
tion by applying external energy sources such as the drive field and flux changes. Hence in the absence of
these external energy suppliers, the qubit state will collapse to the steady state value since the qubits are
more prone to losing energy than vice versa at cryogenic conditions.
Longitudinal relaxation for superconducting qubits can then be expressed as -

Γ1 = Γ|1〉→|0〉

= 1

T1

where T1 is the relaxation time taken for the excited state of the qubit to lose its information and collapse to
the ground state. Calculation of T1 is an important method of characterizing a qubit since it provides insight
into how long the qubit can retain the excited state. The experiment to calculate the T1 times of a qubit is
one of the first basic steps of qubit characterization. In order to measure the T1 time, the transmon qubit
is first reset to |0〉 state and then driven to the excited state using its particular qubit transition frequency
(|Ψ〉|0〉 → |Ψ〉|1〉). After reaching its excited state, the qubit is measured at a particular duration, and the pro-
cess is repeated again by varying the measurement times. This is done to get an estimate of the qubit state
population at each measurement time. Repeated measurements are made in order to obtain the average es-
timate of the state population.
In Figure 2.3, it can be observed that the measurement time (shown as Delay times) increases as the popu-
lation in |1〉 state decreases. By fitting an exponential decay curve to the data points, T1 relaxation time is
calculated by extracting the value τ from the curve. In general, the qubits less susceptible to noise would be
the ones with longer T1 times, i.e., qubits that can preserve the higher energy state with slow decay rates.

2.3. Transverse Relaxation of Qubit

The qubit state is affected by two major relaxation rates - longitudinal relaxation as discussed in Section 2.2
and transverse relaxation. Transverse relaxation is used to quantify the net loss of information of a quantum
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Figure 2.3: T1 relaxation of |1〉 state

superposition state. Therefore, Transverse relaxation of the qubit is defined as:

Γ2 = Γ1

2
+Γφ (2.2)

= 1

T2
(2.3)

where Γ1 is the longitudinal relaxation rate and Γφ is the Dephasing rate.
Qubit state change along the transverse axes due to noise is called Pure Dephasing. Pure Dephasing, quanti-
fied using the dephasing rate Γφ, originates from noise coupled to the qubit via the z-axis. This noise gives
rise to fluctuations in the qubit frequency ωq , which in turn makes the state vector precess with a frequency
different to the frequency of the rotating frame of reference. This dissimilarity makes the qubit state vector
appear as if it is rotating on the transverse plane in the rotating frame. Dephasing noise affects the azimuthal
angle (0 ≤φ≤ 2π), eventually making the qubit lose the information along the transverse axes.
Dephasing, unlike longitudinal relaxation, is not produced only by noise frequencies close to the qubit tran-
sition frequency. All frequencies of noise can modify the qubit and generate changes that emerge as an excess
phase in the transverse axes. As observed in Section 2.2, there is an exchange of energy between the environ-
ment and the qubit system in case of longitudinal relaxation, and so, it is an irreversible process. In contrast
to this, Dephasing is a reversible process since there is no exchange of energy with the environment and can
be done using various methods [32].

2.3.1. Ramsey Experiment
Transverse relaxation rate defined using Equation 2.2 is measured via the Ramsey Interferometry method.
This experiment employs π

2 rotations of the qubit to create superposition states. As the first step, the qubit is
reset to the |0〉 state to ensure that the starting point is always the ground state. Next, the qubit is driven to
the equal superposition state with a microwave pulse that implements a π

2 rotation around the x-axis. With

the qubit in the equatorial plane, the expected qubit state now would be |Ψ〉 = |0〉−i |1〉p
2

. At this juncture, in

case dephasing occurs, the qubit state vector would revolve in the equatorial plane. A final π2 rotation around
the x-axis is implemented on the qubit after a certain delay, following which the qubit is immediately mea-
sured. By varying the wait times (also known as Delay times) in between the rotation pulse (the first X 90
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Figure 2.4: Ramsey experiment using simulated data

pulse and the ending π
2 pulse), and repeating the experiment, distinct phase points of the qubit state vector

on the equatorial plane are found. Figure 2.4 displays the state population of |1〉 from the Ramsey experiment
conducted using simulated data. In this example, the simulated qubit has a qubit frequency of 4.5233 GHz
and an artificial detuning of 50MHz. Artificial Detuning is the method of shifting the qubit frequency from
the original qubit frequency at the input on purpose. This is done to initiate oscillations of the qubit state on
the equatorial plane to enable easier analysis. By specifying the artificial detuning value, that is by how much
the qubit frequency differs from the primary qubit frequency, the expected dephasing in an ideal situation is
known. Therefore, the output dephasing is easier to compute with the known value of the dephasing.
In the absence of any dephasing, the transverse relaxation rate is governed only by the longitudinal relaxation
of the qubit and so, the graph from the Ramsey experiment would resemble Figure 2.3 of the T1 experiment.
When dephasing noise elements are present, the state of the measured qubit oscillates in accordance with
δwq (t ). δwq (t ) is defined as the difference in the original qubit frequency and the qubit frequency affected
by dephasing elements. Initially, the dephasing rate dominates the transverse relaxation causing wide oscil-
lations in the state population. As the delay times increase, the longitudinal relaxation takes over and so the
state population settles at the superposition state. The T2 decay rate is calculated by computing the decay of
the exponential envelope fitted to the graph. The end state is a superposition state because the qubit for long
delays would have relapsed back to the |0〉 state. And so, on applying the terminal π

2 pulse about the x-axis
would take the state to the superposition state.

2.4. Magnetic Flux noise
Flux-tunable superconducting qubits, such as the transmons, are affected by random fluctuations that arise
in the biasing magnetic flux. These arbitrary fluctuations are assumed to be perpetrated by unpaired elec-
trons that are excited due to thermal variations within the SQUID loop [33]. In the given configuration of the
transmon qubit, the flux noise is coupled to the qubit through the z-axis. Therefore, it primarily contributes
to dephasing noise, which is estimated as Γφ.
The frequency of a transmon is controlled by the magnetic flux through the SQUID loop [34]. The magnetic
flux is changed by sending known voltages in the bias line of the transmon system [35]. By changing the
qubit frequency, the transmon is effectively detuned from the drive field, which is required for coupling it to
another qubit at a lower frequency. Qubit-qubit coupling is essential for the realization of multi-qubit gates
and so high levels of interaction between the qubits are required [36]. For maximal interaction between two
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Figure 2.5: Energy vs Magnetic Flux in a two-qubit system [6]

qubits, the detuning has to be as ideal as possible, which in turn means that the flux-based fluctuations (dis-
tortions) in the qubit must be minimized. Many methods for characterization of flux-based noise currently
exist.
In the current report, three methods that employ the qubit itself for flux noise characterization are discussed.
These protocols are used to identify the noise affecting the qubit control pulses that implement the flux
change in the transmon qubit. The same qubit system for two-qubit experiments is used in these proto-
cols to capture the distortions induced by noise. This is due to the fact that the distortions occur at cryogenic
temperatures and so any reference device might display different effects compared to the actual qubit itself.
Therefore, any noise corrections made using a reference device might not be effective in the actual qubit
system and so, would be useless in characterizing the actual qubit control pulse distortions.

2.5. CPHASE gate
Two qubit gates are obtained by relying on the qubit-qubit interactions in the system. One such implemen-
tation is using a flux tunable qubit coupled to a fixed frequency qubit [37]. Using this implementation, the
primary implementation of a CPHASE gate has been experimentally shown to have high fidelities [38]. The
variable frequency transmon qubit in such cases is modulated by using the flux through the qubit [39]. There-
fore, producing a distortion-less signal that controls the flux biasing in the tunable qubit is of utmost impor-
tance to the realization of two-qubit gates. As an example, the working and implementation of the two-qubit
CPHASE gate are discussed to view how much a distorted control signal affects its successful implementation.
A CPHASE gate can be described using the unitary

UC PH ASE =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1



From the unitary, it is seen that when the state of the two-qubit system is |11〉, the application of a CPHASE

causes a π phase shift on the excited states. That is, |11〉 C PH ASE−−−−−−→−|11〉. To implement the CPHASE gate, the
avoided crossing between higher energy states of |11〉 ↔ |02〉 is used. After preparing the excited state |11〉,
magnetic flux is applied on the tunable qubit (denoted as qubit 1) slowly moving the combined state towards
the region of avoided crossing. An example is shown as the grey trajectory in Figure 2.5. In doing so, the
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system incurs phase on its states which is equivalent to applying a unitary defined as -

Uphase =


1 0 0 0
0 e iθ01(τ) 0 0
0 0 e iθ10(τ) 0
0 0 0 e iθ11(τ)

 (2.4)

The phase acquired on varying the pulse is quantified as θi j (τ).

θi j (τ) =
∫ τ)

0
ωi j (t )d t

ωi j as shown in Figure 2.5 is influenced by the applied magnetic fluxΦ0. A new parameter ζ is defined which
denotes the phase acquired by |11〉 state relative to the other two states.

ζ=ω11 − (ω01 +ω10)

Therefore, the trajectory followed should yield a relative phase of π on the excited state of |11〉. To obtain a π
phase on the excited state |11〉, ∫ τ

0
ζ(t )d t =π∫ τ

0
ω11(t )− (ω01(t )+ω10(t ))d t =π

⇒ θl
11(τ)− (θl

01(τ)+θl
10(τ)) =π
θl

11(τ) =π+ (θl
01(τ)+θl

10(τ))

where θl
i j (τ) depicts the particular phase acquired along the trajectory l. Replacing the values in Equation

2.4, the unitary becomes -

Uphase =


1 0 0 0

0 e iθl
01(τ) 0 0

0 0 e iθl
10(τ) 0

0 0 0 e iθl
11(τ)



=


1 0 0 0

0 e iθl
01(τ) 0 0

0 0 e iθl
10(τ) 0

0 0 0 e i (π+(θl
01(τ)+θl

10(τ)))


The extra phase that is being brought upon the single-qubit states of |01〉 and |10〉 can be effectively cancelled
by applying single-qubit pulses. On applying these pulses to both the qubits, the unitary can now be written
as

Uphase =


1 0 0 0

0 e iθl
01(τ) ∗e−iθl

01(τ) 0 0

0 0 e iθl
10(τ) ∗e−iθl

10(τ) 0

0 0 0 e iπ∗e iθl
01(τ) ∗eiθl

10(τ)∗e−iθl
01(τ) ∗e−iθl

10(τ)



=


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 e iπ


This gives the expected unitary of a CPHASE operation (e iπ =−1). Therefore, the implementation of a CPHASE
gate includes applying a magnetic flux to a tunable qubit coupled with a fixed-frequency qubit to take it to the
region of higher level avoided crossing. This is then followed by the application of single-qubit pulses. There
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is another method of implementing the CPHASE gate by taking it directly to the point of maximal interaction
between |11〉 ↔ |02〉, which works similarly to the iSWAP gate [6]. That has not been detailed here since it is
not necessary for understanding the remainder of the thesis.
It can be seen that a close-to-perfection application of magnetic flux is a requisite for effectively tuning the
qubit, as shown in Figure 2.5. Hence, protocols to correct flux-based noise are of utmost importance in realiz-
ing two-qubit gates. This thesis project aimed to study such methods and implement, analyse, and compare
three of them. The implementation of the methods has been detailed in the following chapters.



3
Cryoscope

The Cryogenic oscilloscope (Cryoscope) is a flux-distortions characterization method that primarily uses the
qubit response to reconstruct the input control pulse [28]. By varying the duration of a pulse of constant am-
plitude, the qubit state reflects these variations and the qubit measurements are used to reconstruct the pulse
experienced by the qubit itself. This reconstructed pulse is the pulse which is seen by the qubit, including any
non-ideality affecting the system. The goal of distortions characterization using the Cryoscope is to quantify
these distortions caused by the non-idealities and provide for its correction.
The flux bias line is used in transmon systems to change the flux through the SQUID loop of the transmon,
thereby causing the qubit frequency to change. When the qubit frequency is changed, the qubit is detuned
from the drive frequency set before the change. This phenomenon of detuning the transmon qubit is very im-
portant for operations such as the implementation of the Conditional-Phase gate [40]. Therefore, the change
in flux at the SQUID loop of the transmon has to be as ideal as possible for the successful implementation
of flux-related operations. However, pulse information sent on the input flux line is affected by system noise
and suffers distortions. These distortions on the input square pulse, in turn, cause disturbances in the ampli-
tude of the applied flux, which impedes the qubit from detuning as expected. The Cryoscope, as mentioned
earlier, is a method for detecting and correcting these distortions such that the flux pulse, as observed by the
qubit, is ideal.

3.1. Principle

Figure 3.1: Schematic of the Cryoscope’s control line

The transition frequency of the transmon qubit depends on the flux through the qubit in the following way:

fQ (ΦQ (τ)) ≈ 1

h
∗ (

√
8∗E J ∗EC ∗

∣∣∣∣cos

(
π∗ (

ΦQ (τ)

Φ0
)

)∣∣∣∣−EC ) (3.1)

where: -
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ΦQ (τ)− the external flux applied

fQ − transition frequency of the transmon

Φ0 −flux quantum

E J − sum of the Josephson energies of individual junctions

EC −charging energy of the shunt capacitor

With the qubit frequency affected profoundly by the flux, as shown through equation 3.1, it is imperative that
the flux applied remains unaffected by any disturbances. This flux is applied through the control line of the
qubit system by sending a voltage signal from an Arbitrary Waveform Generator (AWG). A block diagram de-
picting the main instruments of the control line of the Cryoscope is shown in Figure 3.1. This input control
signal suffers distortions as it passes through the various electrical components on the control line. These
distortions can occur due to the AWG response, skin effect in the connecting cables, and other effects due
to filters and amplifiers [41]. In the presence of the distorted control signal, the flux received by the qubit
is also similarly affected, leading to unwanted fluctuations in the qubit frequency. To identify these noise
parameters, the Cryoscope experiment uses the qubit itself. The basic principle of the Cryoscope is to recon-
struct the flux as seen by the qubit and correct for the deformations that appear on the reconstruction. In
the Cryoscope experiment, the flux pulse is implemented by using a square input pulse. To reconstruct this
square pulse fully, the experiment is repeated for multiple iterations, with each iteration implementing the
pulse of different pulse widths. Figure 3.2 shows an example of the varying pulse. In accordance with this

Figure 3.2: Example of pulses with different durations

example, in the first iteration of the cryoscope experiment, the input flux pulse is applied for 4ns. Therefore,
the phase obtained by the qubit during these 4ns is reflected on the qubit and is measured via the output
qubit state measurements. By measuring the phase at these varied pulse durations, the amplitude of flux that
caused that particular value of phase acquired by the qubit is reconstructed.
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However, in the absence of any flux, the qubit frequency is said to be at its maximal frequency, denoted by

fmax = fQ (0) ≈ 1

h
∗ (

√
8∗E J ∗EC ∗

∣∣∣∣cos

(
π∗ (

0

Φ0
)

)∣∣∣∣−EC )

= 1

h
∗ (

√
8∗E J ∗EC −EC )

The qubit is detuned from its maximal frequency by implementing an external flux ΦQ (τ) with varying time
(τ) sandwiched between two π

2 rotation pulses. This flux ΦQ (τ) is directly dependent on the input control
voltage Vi n(τ), which is a square pulse of varying times (τ) of the pulse being ON. This Vi n(τ) can be defined
as

Vi n(τ) =
{

1 : 0 < τ< TSEP

0 : elsewhere

Here, TSEP is the fixed separation time between the pi /2 pulses. The requirement of this fixed parameter and
the method of using the phase to reconstruct the pulse is explained in the following section.
On measuring the qubit response to every τ, i.e., for every iteration with different pulse widths, the distorted
voltage amplitude as seen by the qubit is reconstructed (Vnoi s y (τ)). This reconstruction Vnoi s y (t ) is then used
to compute the distorting parameters.

3.2. Implementation

Figure 3.3: Block Diagram representing the Cryoscope implementation

The implementation of the Cryoscope is a variation of the Ramsey experiment explained in Section 2.3.1. Fig-
ure 3.3 shows the diagrammatical representation of the implementation. As shown, the qubit is first prepared
at |0〉 and taken to the equatorial plane using a Xπ/2 rotation, which is visualized as a 90◦ rotation about the
X - axis in the anti-clockwise direction on the Bloch Sphere (refer section 2.1). After the qubit is rotated to
the equatorial plane, a square pulse of fixed amplitude and varying pulse width is applied via the flux control
line. This applied flux causes the qubit to detune from the drive frequency. This detuning can be visualized
as the qubit state vector rotating on the equatorial plane of the Bloch Sphere in the clockwise direction. The
frequency of this rotation on the equatorial plane is the frequency difference between the drive frequency
and the qubit frequency after the application frequency. This frequency, also called the detuning frequency,
has been defined below.

Qubit frequency in the absence of a flux pulse (ΦQ (τ) = 0) can be written as

fQ (0) = 1

h
∗ (

√
8∗E J ∗EC −EC ) (3.2)

When the flux pulse is applied, the qubit frequency is then described with equation 3.1, which is

fQ (ΦQ (τ)) ≈ 1

h
∗ (

√
8∗E J ∗EC ∗

∣∣∣∣cos

(
π∗ (

ΦQ (τ)

Φ0
)

)∣∣∣∣−EC )
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. Therefore, detuning frequency is the difference between the qubit frequency atΦQ (τ) = 0 (same as the drive
frequency) and qubit frequency when the flux is applied. Using equations 3.1 and 3.2

∆ fQ,detuni ng (τ) = fQ (0)− fQ (ΦQ (τ)) (3.3)

⇒∆ fQ,detuni ng (τ) = (
√

8∗E J ∗EC )

h
∗

(
1−

√∣∣∣∣cos

(
π∗ (

ΦQ (τ)

Φ0
)

)∣∣∣∣
)

(3.4)

This detuning shows up in the qubit state measurements as the qubit phase φ(τ).

φ(τ) = 2π∗
∫ TSEP

0
∆ fQ,detuni ng (τ)dτ

3.2.1. Relating the phase acquired by the qubit and its state probabilities

Figure 3.4: Bloch Sphere representation of Xpi /2 rotation

As mentioned previously, the detuning of the qubit causes the qubit to gain a phase. This phase depends on
the flux applied ΦQ (τ). Figure 3.4 shows the effect of the initial Xpi /2 rotation performed on the qubit. The

Figure 3.5: Equatorial plane representation of the qubit vector

initial Xπ/2 rotation takes the qubit vector to the −Y axis on the Bloch Sphere as per our representation. On
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the equatorial plane, the qubit state vector precesses in the clockwise direction, thereby drifting towards the
−X axis. At the instance of the measurement where the qubit vector is stationary, the vector projections onto
the −Y axis and −X axis are the −cosφ and −sinφ respectively as shown in Figure 3.5.As shown in Figure 3.3,
a final π/2 around either the X axis or the Y axis is implemented after a time TSEP . This parameter is kept
constant between the two rotation pulses to ensure that the particular system-induced detuning is the same
for all the iterations of the Cryoscope.
When the final rotation done is Xπ/2, the projection vector −cosφ is rotated about the X axis and is measured
as −cosφ |1〉. Similarly, when the final rotation is Yπ/2, the projection vector −sinφ is rotated about the Y axis
and is measured as −sinφ |1〉. The measurement data received are the state probabilities that are measured

Figure 3.6: Final Xpi /2 rotation of an example qubit state in the presence of flux

after every iteration of the varying flux pulse (for every τ). Therefore, when the final rotation is the Xpi /2

rotation, the state probability is given by | − cosφ|. Figure 3.6 shows the Bloch sphere rotation of the qubit
when the final rotation is Xpi /2. In this figure, the example shown has the qubit acquiring a phase of π/8. And
so the state probability value from the measured data would be cosπ/8 (0.9238), as shown in this figure.

Similarly, when the final rotation is the Ypi /2 rotation, the state probability is given by | − sinφ|. Figure

Figure 3.7: Final Ypi /2 rotation of an example qubit state in the presence of flux

3.7 shows an example of this. In this figure, the state probability from the measured data would be sinπ/8
(0.3826). Please note that Figures 3.6 and 3.7 and the values above are only examples. These do not represent
an actual qubit configuration from an experiment of the Cryoscope. These are only to be used to visualize
how the rotations and detuning affect the qubit.



3.2.2. Implementation Conclusion
As mentioned earlier, the Cryoscope is a customization of the Ramsey experiment explained in Section 2.3.1.
Therefore, these rotations are chosen using the principle behind the Ramsey experiment. All rotations have
been visualized on the Bloch Sphere as anti-clockwise rotations of the qubit state vector about a particular
axis. Hence, the final rotation is a 90◦ rotation about the X (Y) - axis.

(a)

(b)

Figure 3.8: (a) Variation of the Cryoscope experiment with X 90 final rotation
(b)Variation of the Cryoscope experiment with Y 90 final rotation

The implementation of the Cryoscope experiment has been portrayed in the form of block diagrams in Figure
3.8. Both variations of the experiment were implemented using the qubit control software quantify-scheduler
[42]. Here, the qubit and qubit operations are set as parameters in a Schedule which are then compiled to the
hardware configuration before being executed on the experimental setup.

Listing 3.1: Code snippet showing Cryoscope Schedule *

1 sched = Schedule("Cryoscope")
2
3 sched.add(Reset(q0)) # initialize the qubits
4 sched.add(X90(qubit=q0)) # to rotate the qubit to the equatorial plane
5 square_pulse = sched.add(
6 SquarePulse(amp=0.2, duration =1e-6, port="q0:res", clock="q0.ro")
7 ) # adding square pulse
8
9 sched.add(Y90(qubit=q0)) # final Y rotation

10 sched.add(Measure(q0 , acq_index =0)) # measurement

In the code snippet 3.1, we first initialize a Schedule with the name ’Cryoscope’ and add operations in the
required sequence to the initialized ’sched’ parameter. We start with the qubit, specified as ’q0’, Reset to
ground state. With the qubit in |0〉, the gate and pulse operations are performed as shown in Figure 3.8b,
which are followed by the Measure operation. This code is then compiled in accordance with the control
electronics used, which adds the timing and other pertinent information.
After the code has been executed on the setup, the output from the readout is the qubit state measurements.
These state measurements are the qubit state probabilities averaged for every iteration, where an iteration is
a cryoscope run for one variant of the pulse width. Using the state probabilities, their respective expectation
values are calculated as shown in section 3.3.2.

3.2.3. Simulation Implementation
With the implementation done for the actual experimental run, we developed a method to check if the data
received from the experiment adheres to what is expected. For that, a simulation function that returns em-
ulated data as expected from the experiment was done. To replace the characteristics of the real qubit that
would affect the experiment, an object termed ’mock qubit’ was used. This mock qubit object was hard-coded
with dummy values for parameters such as qubit flux sensitivity, E J Josephson energy, EC charging energy etc.
These mock parameters had multiple usages in the simulation function. The mock parameters of E J and EC

were used to calculate the max qubit frequency, i.e. when the detuning is zero. From the user-defined input

* - A note - this code snippet is only an example. The implemented code is different and complex, with loops
and reference points within the functions tailored to the format required by the company.
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Schedule, the simulation function takes in the sequence of qubit operations.
When attempting to simulate the data, a mathematical relation that connects the input voltage pulse to the
flux pulse affecting the qubit is needed. This relation between the voltage amplitude and flux amplitude can
be written in simple terms as Input Voltage (V) = mock qubit flux sensitivity (V/Wb) ∗ Flux (Wb). By doing
so, it can be seen that by increasing voltage amplitude, the flux also increased linearly, similar to how it takes
place in the quantum backend. As the flux through the transmon increases, the qubit is detuned further with
the relation following Equation 3.1. The detuning frequency is then computed by evaluating the difference
between the max qubit frequency and the flux-affected frequency from the aforementioned equation.
Then, using the computed detuning frequency, the phase that the qubit vector (φsi m) would have acquired
for the given input amplitude of the pulse over the specified time scale is calculated. With the calculated
phase information, the expectation values are computed as cosφsi m and sinφsi m for final rotations Xπ/2 and
Yπ/2 respectively. These calculated expectation values are then used as the equivalent experiment data to
check the data analysis code. With the help of this simulation function, the data analysis procedure can be
verified for its accurate working.
As a first step, the simulation environment was ideal without distortions on the flux pulse. Later, a function
that adds linear distortions to the array holding flux pulse values was included. In doing so, the qubit phase
calculated by the simulation function is affected by the presence of linear distortions similar to how it occurs
in an actual experimental setup.

3.3. Analysis
The Analysis of the experimental data from the setup can be divided into five segments. Figure 3.9 shows

Figure 3.9: Flow of the Analysis section

the flow of the analysis procedure diagrammatically. First, the expectation values of the qubit readings are
extracted from the measurement data. The measurement data from a Cryoscope run on the actual hardware
returns the qubit state probabilities readout for each experiment iteration. Then, from the expectation val-
ues (either from simulation or hardware), the phase and detuning frequency are calculated. Finally, the flux
amplitude and the filter coefficients to correct the distortions are computed. The subsections below elabo-
rate on the individual segments of the procedure in detail with the corresponding graphs obtained from the
simulation function.
The simulation was first run for an input square pulse of 0.1V with pulse duration varying from 0 ns to 60 ns.
The analysis code executed for data from this simulation is used to demonstrate how the magnitude of input
voltage amplitude affects the oscillating frequency of the expectation values. However, secondary simulation
data was used to illustrate the analysis flow. This simulated data was acquired by using a square pulse of am-
plitude 0.335 V, with pulse duration varying from 0 ns to 60 ns.

3.3.1. Calculation of expectation values
The output data is received as state probabilities from which the expectation values of the measured qubit are
extracted. There would be two sets of qubit measurements for the time-varying pulse, one for the final Xπ/2

rotation and the other for the final Yπ/2 rotation. These two variations of the run are done to find the phase
acquired by the qubit accurately. The expectation values calculated are denoted using < X > and < Y >.
< X > and < Y > signify the expectation values of the final Yπ/2 and Xπ/2 rotation.
Figure 3.10 shows the expectation values obtained from the simulated data. The initial expectation values for
the Xπ/2 (< Y >) and Yπ/2 (< X >) variations are −1.0 and 0.0 as expected. This is because, in the absence of
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Figure 3.10: Graphical representation of the Expectation values obtained from simulated data for pulse amplitude of 0.1 V

a square pulse, the qubit does not face any detuning. Therefore, at 0 ns of the pulse duration (i.e., no pulse
application and immediate measurement after final rotation), the final states of the qubit after Xπ/2 and Yπ/2

rotations are |1〉 and
|0〉− i |1〉p

2
. Then the expectation values for these states after measurement in the Z basis

are (refer section 1.1.2)
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Therefore, a good check would be to see if the starting data points after the calculation of expectation values
are approximately 0 and -1 for < X > and < Y >, respectively.

In the cases where the input pulse amplitude is high, the frequency of oscillation is equivalently high too. This
is because the flux amplitude is directly proportional to the input amplitude as used in Section 3.2.3. There-
fore, as the magnitude of the flux |ΦQ (τ)| surges up, the detuning experienced by the qubit also increases,
which can be observed from Equation 3.4. Therefore the higher the detuning, the more the qubit state mea-
surements oscillate. In some cases, when the input amplitude is high, the data obtained would encounter
large detuning, making it tedious to extract phase information. Therefore, the highest frequency component
from such measurement data was removed using demodulation to make further processing easier. This is
demonstrated from graphs 3.10 and 3.11. It can be observed that for higher input amplitude, the frequency
of the oscillating expectation values increases. Therefore, to compute the phase from such cases, first, the
data is demodulated to remove the high-frequency component. This demodulation frequency is calculated
by taking the Fourier transform of the data and selecting the highest frequency from the transformation.
From Figure 3.11, it can be seen that as the pulse amplitude increased to 0.335 V, the frequency of the oscil-
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Figure 3.11: Graphical representation of the Expectation values obtained from simulated data for a pulse of 0.335 V

Figure 3.12: Graphical representation of the Demodulated Expectation values obtained from simulated data for a pulse of 0.335 V

lating expectation values increased. And so, after demodulating, the frequency of the oscillations is lower,
as shown in Figure 3.12. After determining the expectation values, the next step is to calculate the phase ac-
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quired by the qubit for the duration of the applied square pulse.

3.3.2. Calculation of the Phase acquired by the qubit

Figure 3.13: Phase acquired by qubit from simulated data

Using the evaluated expectation values, the next step of computing the phase acquired by the qubit was
finding the angle between these expectation values < Y > and < X >. So, the phase acquired by the qubit is
computed as

φ= tan−1(
< Y >
< X > )

Figure 3.13 shows the phase acquired by the qubit over varying pulse duration (x-axis) with constant pulse
amplitude (0.335V). As expected, there is a rise in phase for the flux durations increase. This is because the
phase of the qubit state vector is affected by both the pulse amplitude and duration.

3.3.3. Calculation of the detuning frequency
On computing the phase acquired by the qubit (φ) over the time duration of the pulse, the detuning frequency
is calculated by differentiating the phase with respect to time as explained in Section 3.1. The detuning fre-
quency is

∆ fQ,detuni ng = 1

2π
∗ dφ

dτ
(3.5)

Figure 3.14 shows the computed detuning frequency from the phase using the simulated data. As expected,
there is a decline in values initially before the detuning frequency settles to a value. This is observed since the
detuning frequency is the differentiation of the phase.
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Figure 3.14: Detuning frequency of qubit from simulated data

3.3.4. Reconstruction of the flux amplitude

To calculate the pulse amplitude from the detuning frequency equation 3.4 is used. Therefore, the relation
between the detuning frequency and applied flux is

∆ fQ,detuni ng (τ) = (
√

8∗E J ∗EC )

h
∗

(
1−

√∣∣∣∣cos

(
π∗ (

ΦQ (τ)

Φ0
)

)∣∣∣∣
)

Taking into account the system-dependent constants, the above equation can be rewritten as

∆ f
′

Q,detuni ng = 1−
√∣∣∣cos

(
Φ

′
Q (τ)

)∣∣∣ (3.6)

where

∆ f
′

Q,detuni ng = (∆ fQ,detuni ng )/
(
√

8∗E J ∗EC )

h

Φ
′
Q (τ) =π∗ (

ΦQ (τ)
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)

Equation 3.6 can be further simplified by expanding the

√∣∣∣cos
(
Φ

′
Q (τ)

)∣∣∣ using the Maclaurin series. On ex-

panding and disregarding higher powers ofΦ
′
Q (τ), we get

√∣∣∣cos
(
Φ

′
Q (τ)

)∣∣∣= 1− (Φ
′
Q (τ))2

4 .
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On rewriting equation 3.6 to include the above approximation, the detuning frequency can now be written as

∆ f
′

Q,detuni ng =
(Φ

′
Q (τ))2

4
(3.7)

⇒ (∆ fQ,detuni ng )

(
√

8∗E J ∗EC )

h

= (
π

2
∗ ΦQ (τ)

Φ0
)2 (3.8)

∆ fQ,detuni ng = (
√

8∗E J ∗EC )

h
∗ π2

2Φ2
0

∗Φ2
Q (τ) (3.9)

For easier implementation, the detuning frequency values were normalized to calculate the flux amplitude.
Normalizing the detuning frequency would remove all the constants in the above equation, leaving only a
simple quadratic function. Therefore the final relation between detuning frequency and flux is

∆ fQ,detuni ng

∆ f max
Q,detuni ng

=

(
√

8∗E J ∗EC )

h
∗ π2

2Φ2
0

∗Φ2
Q (τ)

(
√

8∗E J ∗EC )

h
∗ π2

2Φ2
0

∗ (Φmax
Q (τ))2

∆ fQ,detuni ng

∆ f max
Q,detuni ng

=
Φ2

Q (τ)

(Φmax
Q (τ))2

Therefore, the reduced relation finally becomes

∆ f
′

Q,detuni ng = (Φ
′
Q (τ))2 (3.10)

where ∆ f
′

Q,detuni ng and Φ
′
Q (τ) represent the normalized values of detuning frequency and flux amplitude,

respectively.
Using equation 3.10, the square root of the normalized detuning frequency values obtained from the experi-
ment gives the normalized flux amplitude. This way, the flux amplitude, as seen by the qubit, is reconstructed.

Figure 3.15 shows the reconstruction of the normalized flux amplitude using the simulated data. It can be
observed that the shape of the pulse faces distortions before settling to 1.

3.3.5. Calculation of correction coefficients
With the reconstructed normalized flux amplitude, the distortions in the reconstructed pulse can be observed
in Figure 3.15. The principle used to correct these distortions is to design a Finite Impulse Response filter
function that takes in the distorted reconstruction and gives as output the undistorted pulse. To apply this
filter function, the pertinent FIR filter coefficients need to be determined. This is done using the least squares
optimization method to minimize the differences between the distorted and ideal pulse (refer to section A.1
in the Appendix for details).
After computing the required (a,b) values of the FIR filter function, the correction is applied to the distorted

reconstruction. Figure 3.16 shows the reconstructed flux amplitude after applying the correcting filter. It is
observed that the corrected amplitude is close to 1, as expected. The final step is to re-run the Cryoscope
implementation on the schedule after pre-distorting the input flux pulse.

Pre-distorted flux pulse
The qubit control system is assumed to be a linear time-invariant system; therefore, the system response,
including non-idealities, can be defined using its impulse response h(t ) [43]. Hence, the noisy reconstruction
of the flux pulse can be written as

Φnoi s y (t ) = h(τ)⊛ΦQ (t )

Now considering an inverse of the system response h−1(t ), with some initial parameters, the residueΦQ (t )−
h−1(t )⊛Φnoi s y (t ) is optimized until it becomes zero. At this point, the parameters for h−1(t ) are such that
h−1(t )⊛h(t ) is the identity.
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Figure 3.15: Reconstruction of Normalized flux amplitude from simulated data

Figure 3.16: Reconstructed flux amplitude and corrected flux amplitude from simulated data

With the inverse identified as explained above, to correct for the distortions, the input signal is pre-distorted
using h−1(t ). The input flux pulse to the experiment now becomes Φ

′
Q (t ) = h−1(t )⊛ΦQ (t ). As this pre-
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Figure 3.17: Block Diagram representing the Cryoscope implementation with pre-distorted flux pulses

distorted signal traverses the noisy control lineΦr econstr ucted (t ) now becomes

Φr econstr ucted (t ) = h(t )⊛Φ
′
Q (t )

= h(t )⊛h−1(t )⊛ΦQ (t )

=ΦQ (t )

This way, the noise along the control line is compensated for using the pre-distorted input signal. This has
been shown in Figure 3.17.

Applying pre-distortions - Calibration
On re-running the experiment with the pre-distorted flux pulse, with the internal noise being compensated
by the pre-distorted pulse, the reconstruction should be close to the ideal flux pulse shape. By rerunning the

Figure 3.18: Flux amplitude reconstruction after pre-distortion

experiment using the simulation function, it can be seen from Figure 3.18 that the second iteration of the
Cryoscope experiment returns almost the ideal square pulse in the reconstruction.
After verifying the working of the Analysis implementation, actual experimental data was put through the
same.
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3.4. Experimental results
This section shows the results obtained from the actual experimental data with the Analysis code that was
verified using the simulated data. The experiment was run with a square pulse amplitude of 0.22V for varying
pulse duration between 0 ns and 100 ns.

Figure 3.19: Expectation Values

Figure 3.20: Demodulated Expectation Values

Figures 3.19 and 3.20 show the expectation values computed from the experimental raw data.
Figure 3.21 shows the <X> and <Y> values against each other. This graph is used to verify if the calculated
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Figure 3.21: Equatorial Projection

expectation values lie on the unit circle. This graph also serves as a pictorial representation of the qubit phase
progression.

Figure 3.22: Phase acquired by qubit from experimental data
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Figure 3.23: Detuning frequency

Figures 3.22 and 3.23 display the phase acquired by the qubit over the varying pulse duration and the related
detuning frequency at 0.22V.

Figure 3.24: Reconstruction of Normalized Flux amplitude as seen by the measured qubit

Using the detuning frequency values, the pulse, as seen by the qubit, is reconstructed. The normalized re-
construction of the pulse has been shown in Figure 3.24. With the use of this reconstruction and the ideal
pulse (entered as an array of 1s for [0ns, 100ns]), the correction coefficients (pre-distortion parameters) are
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calculated. These parameters are used to pre-distort the flux pulse, which is then used in the next run of the
Cryoscope experiment to rectify the distortions. The second run of the experiment has not been shown here.

3.5. Assumptions and Drawbacks of method
The Cryoscope method is applicable in systems where the qubit frequency is related to the control variable
(in transmons, the input flux pulse) quadratically or with higher powers. And it is also assumed that the
initial qubit frequency is at the ’sweet spot’, where the qubit frequency is the least sensitive to first-order flux
variations [28]. With this assumption, the implementation ignores noise that causes the qubit frequency to
be related to first-order variations of the flux. Therefore, this method is not optimal for the correction of
distortions due to system noise in quantum systems where the qubit frequency has a linear dependence on
the control variable. The importance of qubit frequency dependence on the control variable to be of second
order or higher is explained in detail in the supplement section of [41].
The method also assumes that the dephasing caused by the turn-off transients of the pulse is negligible. Using
equation 3.5, detuning frequency can be written as

∆ fQ,detuni ng = 1

2π
∗ dφ

dτ

Therefore, the following can be derived from the above

φ= 2π∗
∫ TSEP

τ=0
∆ fQ,detuni ng dτ

φ= 2π∗
∫ to f f

τ=0
∆ fQ,detuni ng dτ+2π∗

∫ TSEP

τ=to f f

∆ fQ,detuni ng dτ

where TSEP is the total time between the π/2 rotations. All effects that cause the qubit to detune are taken to
occur within this time interval. While to f f specifies the time at which the pulse is switched OFF, computed
from the user-defined input of pulse widths. After the pulse is turned OFF, ideally, the qubit would return
to its original configuration without any flux. In practicality, however, there might still be some effects of
the turn-off transients that might lead to the qubit to dephase. This dephasing caused in the OFF part of
the pulse, in the equation above as 2π∗ ∫ TSEP

τ=to f f
∆ fQ,detuni ng dτ is taken to be small enough not to give rise

to a large contribution to the dephasing. Thus, it is disregarded in the Cryoscope experiment [28]. With this
assumption, only the distortions on the rising edge of the pulse are accounted for by reconstructing only this
part of the pulse.
Linear systems characteristics are completely specified by the system’s impulse response [43]. By taking the
qubit control system as a linear time-invariant system, system noise has been easily characterized using the
impulse response h(t ). Therefore, the entire experiment hinges on the assumption that the qubit control
system is linear and time-invariant.
In conclusion, the Cryoscope is a novel approach to correcting for the distortions on the control line of a qubit
system by using the qubit itself for the noise characterization. It has been shown that the method is workable
for single qubit distortion characterization in two-level transmon systems.
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Ramsey using Kelly’s method

Superconducting qubits are limited in their usage because of their short dephasing times. Dephasing, as
mentioned in Section 2.3, can be caused by fluctuations in the qubit when transiting from state |0〉 to |1〉.
In order to negate the low dephasing times caused due to flux noise, individual transmons are pulsed at the
’sweet spot’ frequency, i.e., the frequency at which the state occurs without being sensitive to frequency fluc-
tuation of the first order [36].
Flux effects on the transmon can also cause dephasing. This dephasing results from the qubit frequency de-
tuning from the drive frequency. From Equation 3.10, it is seen that the change in qubit frequency is quadrat-
ically related to the input flux. To curb this dephasing, the method taken from the thesis work of Dr. Kelly
suggests using the qubit state measurements to extract the affected parameter. This method is a predeces-
sor to the Cryoscope distortion-characterization method, with the methodology being similar to that of the
Cryoscope. In the following sections, the implementation of the idea on page 93 of the thesis work [44] is
explained.

4.1. Principle
The transition frequency of the qubit is varied by the application of magnetic fluxes of specific amplitude.
The flux is applied as a square pulse to the qubit. The noise along the flux line appears as distortions on the
square pulse. In the absence of noise, the square pulse at the qubit would resemble Figure 4.1a. Without any

(a) Ideal square pulse that is expected at the qubit (b) Distorted square pulse caused by noise

Figure 4.1: Square pulse renditions

distortions on the pulse, the transition frequency is dependent on the applied flux as shown in the equation
3.10. However, when the flux bias line is affected by noise, the square pulse becomes distorted, as shown
in Figure 4.1b. This distorted square pulse, when applied to the qubit, would cause the qubit to dephase.
Therefore the idea implemented in [44] is to apply a square pulse affected by noise to the transmon qubit and
identify the distortions by analysing the qubit state measurements.

37
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We assume that the flux line is a linear time-invariant system (similar to Section ??). With this assumption,
the noise on magnetic flux applied is quantified as an impulse response convolved with the square pulse.

Φi deal (t )⊛h(t ) =Φdi stor ted (t )

where Φi deal (t ) is the ideal square pulse (Figure 4.1a) and Φdi stor ted (t ) is the distorted square pulse (Figure
4.1b). Assuming that the pulse is turned off is at time t = to f f , Φi deal (t ) can be split into the on-pulse and
off-pulse.

[Φi deal (t )]
t=to f f

t=0 ⊛h(t )+ [Φi deal (t )]t=τ
t=to f f

⊛h(t ) =Φdi stor ted (t )

The implementation extracts the distortion parameters (h(t )) by considering only the off-pulse part of the
pulse.

4.2. Implementation
The above method is implemented by first applying a square pulse. After the square pulse is switched off, a
Ramsey experiment is done.

Figure 4.2 shows the implementation of this method. With the initial application of the square pulse, the

Figure 4.2: Block diagram depicting the method [44]

qubit is detuned from its original transition frequency. Once the pulse is removed, ideally, the qubit frequency
should return to its initial value. In the presence of noise, however, the remnants of the falling edge of the
pulse induce qubit dephasing. Therefore, this dephasing is captured by rotating the qubit to the equatorial
plane by the initial Xpi /2 rotation and then a final π/2 rotation around the x-axis or the y-axis. By varying
the wait times ∆t , between the time at which the pulse was switched OFF (found using the fixed value of
pul se_wi d th) and the first π

2 rotation, the dephasing caused by the distorted flux is effectively calculated.
The Schedule to implement this method on the setup is very similar to the Cryoscope experiment explained
in section 3.2.

Listing 4.1: Code snippet showing Kelly’s method in the Schedule

1 sched = Schedule("Ramsey␣using␣Kelly")
2
3 sched.add(Reset(q0)) # initialize the qubits
4 square_pulse = sched.add(
5 SquarePulse(amp=0.2, duration =1e-6, port="q0:res", clock="q0.ro")
6 ) # adding square pulse
7
8 initial_X90 = sched.add(
9 X90(qubit),

10 rel_time=tau ,
11 ref_op=square_pulse ,
12 ) # to rotate the qubit to the equatorial plane after time ’tau’ from the

square\_pulse
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13
14 sched.add_resource(readout_clock)
15 sched.add(Y90(qubit=q0), rel_time = 1e-9, ref_op=initial_X90) # final Y rotation
16 # also implemented with the final X90 rotation
17 sched.add(Measure(q0 , acq_index =0)) # measurement
18 sched

The code snippet 4.1 shows the code implementation of the experiment. The relative time t au between the
application of the square pulse and the initial Xpi /2 rotation is varied to accommodate for the wait times
(∆t ). The pulse duration is kept constant throughout the experiment. The time between the two rotation
pulses is also kept constant as shown in the code 4.1. This is implemented by specifying the r el_t i me from
the reference point r e f _op = i ni t i al _X 90 with a constant. Similar to the Cryoscope experiment, the only
difference here is the placement of the square pulse, which is implemented before rotating the qubit to the
equatorial plane. The data from the qubit state measurements is then analysed to reconstruct the distorted
fall edge of the pulse.

4.2.1. Simulation Implementation
To check the working of the analysis code, a function that gives the experiment’s simulated data was coded.
The simulated data is calculated by first computing the phase caused by the flux’s presence.
From the ’Schedule’, the user input of wait times, flux pulse amplitude, the values of the constant pulse du-
ration (pul se_wi d th) and the time between the rotation pulses are taken (tsep ). With the input amplitude
being in Volts, a mock value of qubit flux sensitivity is used to convert the input amplitude into the flux am-
plitude (amp) at the qubit. Using an inbuilt Heaviside function and the converted amplitude, a square pulse
that is ON for the input pul se_wi d th and OFF after the input to f f for an interval of tsep , is computed. Figure
4.1a shows an example of the ideal square pulse for a pul se_wi d th of 90ns and the tsep at 90ns.
The next step is to add known distortion parameters to this ideal square pulse to emulate the noise that will
arise in the actual system. The ideal square pulse is distorted using an FIR filter function with known filter co-
efficients b. In the current simulated data for this method, the distortion filter parameters used are the ones
obtained from the experimental data of a Cryoscope experiment. Using these distortion parameters with the
FIR filter on the ideal square pulse, the distorted square pulse is acquired, shown in Figure 4.1b.
The next step was to compute the simulated detuning frequency values that were caused by the distorted
square pulse using the relation 3.4. Mock values of E J and EC together with the known value of the flux quan-
tum Φ0 were used to compute the detuning frequencies for every value of the flux amplitude (ΦQ (t ) in the
relation).
The detuning frequency values computed during the OFF period of the pulse are spliced out since the method
requires dephasing after the pulse has been switched off. That is, in the given example of pul se_wi d th =
90ns and t_sep = 90ns, with the resolution of 1ns, the square pulse would have 180 values. Therefore, the
detuning frequencies computed also have 180 values. When splicing using t_sep, the detuning frequencies
would be whittled down to 90 values since the method requires dephasing to be calculated in the absence of
the flux pulse.
After the necessary detuning values are obtained, the respective phase values are calculated by integrating
over the detuning frequencies. From equation 3.5, it is known that

∆ fQ,detuni ng = 1

2π
∗ dφ

d t
Therefore, the phase is

2π∗
∫
∆ fQ,detuni ng d t =φ

In the absence of any distortions, there is no flux pulse applied on the qubit and so, there is no phase acquired
by the qubit. When conducting the Ramsey experiment under this condition, the expectation values are sim-
ply −1 for the final X90 rotation (< Y >) and 0 for the final Y90 rotation (< X >). This is because, in an ideal
situation, the qubit state vector after being rotated by 90◦ around the X-axis from the initial |0〉 state, remains
in the |−i 〉 state until the final rotation. When the final rotation is a 90◦ around the X-axis, the state becomes
|1〉 whose expectation value is −1. When the final rotation is a 90◦ around the Y-axis, the state remains at |−i 〉
whose expectation value is 0. Therefore, in an ideal situation, the expectation values at the output would be
simply just −1 and 0 as shown in Figure 4.3.
In this case, there is no phase acquired by the qubit which is shown by the rendition of the equatorial projec-
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Figure 4.3: Ideal Expectation Values of Kelly’s Ramsey experiment

tion in Figure 4.4.
To add the effect of the distortions, the calculated dephasing values are added to the expectation values using
cosine functions as explained in Section 3.3.2. After the expectation values are calculated, the corresponding
state probability values are computed as

prob(|Ψ〉) = 1−expectation values

2

Thus calculated state probability values are then used to gauge approximate resonator output values which is
done using an inbuilt resonator function. The simulated data was used in running the analysis section of the
code since this experiment was not implemented on the setup as yet. The following analysis section receives
the data from the setup, or in this case, the simulation function and computes the distortion parameters.

4.3. Analysis
The analysis of this method follows the same flow described in Figure 3.9. From the I-Q values received, ex-
pectation values are calculated by rotating the data using the calibration points as explained in section ??.
From the expectation values, the phase acquired by the qubit is obtained by evaluating the phase between
the expectation values < Y > and < X >. Then the detuning frequency values are calculated in a similar fash-
ion to the Cryoscope analysis by differentiating the phase. Using the same logic explained in the Cryoscope
analysis, the normalized amplitude reconstruction is done using equation 3.10. From the reconstruction, the
correction coefficients are determined using the least squares method. The ideal square pulse to be opti-
mized against is set as the ideal pulse from Figure 4.1a from the time the pulse is switched off. In the given
example, this would be the ideal pulse values ∀ wait times ∈ [90e−9,180e−9]. The FIR filter coefficients are
found by optimizing the residue between the above ideal square pulse values and the reconstructed ampli-
tude values. Using the calculated correction FIR parameters, a pre-distortion filter is added to the pulse at
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Figure 4.4: Ideal Equatorial Projection graph of Kelly’s Ramsey experiment

the start of the experiment and the experiment is run again. Earlier, we saw that the distorted pulse can be
written as

h(t )⊛Φi deal (t ) =Φdi stor ted (t )

This relation holds the same when converted to the voltage domain since Φ(t ) = V (t )∗qubit flux sensitivity
which is constant for a given system.
Therefore, when using a correction FIR filter, the distorted pulse reconstruction is brought back to the ideal
shape. This correction filter effectively applies h−1(t ) to the distorted pulse reconstruction cancelling out the
noise quantified as h(t ). The application of the FIR correction filter is then

Vcor r ected (t ) = h−1(t )⊛Vdi stor ted (t )

= h−1(t )⊛h(t )⊛Vi deal (t )

=Vi deal (t )

When the correction filter is applied to the ideal input voltage pulse at the start of the experiment, the in-
put voltage becomes h−1(t )⊛Vi deal (t ). When this pre-distorted input voltage encounters the noisy elements
(h(t )), the pre-distortion cancels out leaving behind the ideal pulse to be seen by the qubit. That is, on apply-
ing the pre-distortion (FIR filter with the correction coefficients),

Vi nput = h−1(t )⊛Vi deal (t )

On running the experiment again, the pulse actually implemented at the qubit is reconstructed again by the
analysis. This reconstructed pulse then is

Vr econstr ucted (t ) = h(t )⊛Vi nput (t )

= h(t )⊛h−1(t )⊛Vi deal (t )

=Vi deal (t )
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In an ideal scenario, the second run of the experiment should return a perfect reconstruction of the distortion-
less square pulse. In the case of using simulated data, a check here would be to compare the input distortion
parameters and the correction parameters from the reconstruction to see if they’re the exact inverses of each
other. The following section shows the results of applying the analysis code to the simulated data of the ex-
periment.

4.4. Results

Figure 4.5: Expectation Values

Using the simulated data that contains distortions on the input pulse, the analysis code gives the output of
the following graphs. In the presence of distortions, the output expectation values show initial oscillations
before settling to a value as shown in Figure 4.5.

Figure 4.6 shows the phase acquired by the qubit state vector on the equatorial plane. The acquired phase
stabilizes at a final value showing that the flux pulse value also drops to zero as the wait time increases. Figure
4.7 shows the phase acquired by the qubit. This is the phase that is evaluated as the phase between the
expectation values < Y > and < X >. During the OFF part of the pulse, as the distortions cease and the pulse
value drops to zero, the effect of the pulse on the frequency also lessens thereby allowing the qubit to regain
its transition frequency. Therefore, the detuning frequency is initially high due to the presence of flux and as
the flux value slowly disappears, the detuning frequency recedes to zero which is shown in Figure 4.8.
From the detuning frequency, the amplitude is reconstructed as mentioned in section 4.3. In the Cryoscope
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Figure 4.6: Equatorial representation of the qubit state vector rotation

Figure 4.7: Phase acquired by the qubit against wait time
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Figure 4.8: Detuning frequency against wait time

Figure 4.9: Reconstructed amplitude against wait time

experiment (refer section 3.2, the flux amplitude is related to the detuning frequency using equation 3.9 -

∆ fQ,detuni ng = (
√

8∗E J ∗EC )

h
∗ π2

Φ2
0

∗Φ2
Q (τ)

∆ fQ,detuni ng

(
√

8∗E J ∗EC )

h
∗ π2

Φ2
0

=Φ2
Q (τ)

∆ f
′

Q,detuni ng =Φ2
Q (τ)

where ∆ f
′

Q,detuni ng = ∆ fQ,detuni ng

(
√

8∗E J ∗EC )

h
∗ π2

Φ2
0
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In the convolution of signals, the presence of constants only amplifies or attenuates the resulting signal with-
out affecting the convolution itself [45]. Therefore, the effect of noise (quantified as system impulse response
h(t )) is unaffected by the constants in the above relation. By taking the square root of this equation, the flux
pulse amplitude is reconstructed as shown in Figure 4.9.
With the reconstruction completed, the correction coefficients are calculated by optimizing the reconstruc-
tion against the ideal square pulse. After obtaining the correction coefficients via this method, a pre-distortion
filter is applied to the pulse at the start of the experiment and the method is implemented again. The second
run of the experiment, ideally, corrects the noise in the system and reconstructs the ideal pulse. Multiple
runs of the experiment are conducted in order to achieve a final reconstruction that is within a tolerable error
threshold. The error here is calculated as

Error = Ideal Square Pulse−Reconstructed Square Pulse

The multiple runs of the experiment are shown in Figure 4.10. It can be seen that the amplitude reconstruc-

Figure 4.10: Amplitude reconstruction of multiple runs

tion becomes closer to the ideal square pulse with the introduction of pertinent pre-distortion filters, i.e., as
the number of runs increases, reconstruction tends more towards the ideal pulse as expected.

4.5. Assumptions and Drawbacks of method
Similar to the Cryoscope experiment discussed in Section ??, this method also assumes that the qubit control
system is a linear time-invariant system. With this assumption, the method faces the same disadvantage as
the Cryoscope protocol - non-linear distortions are glossed over. In situations where non-linear distortions
dominate, the above method would not be a perfect fit for noise characterization.
In attempting to identify the system impulse response h(t ) using the falling edge of the pulse, there is the
problem of resonator noise. The effect of resonator noise is much more observable in the above method than
in the Cryoscope. One explanation of this effect could be that in the absence of detuning, the qubit state
measurements fluctuation is a lot more observable in the graphs.
A third drawback of the experiment is that, ideally, for the same input parameters such as the flux amplitude
and duration, the h(t ) obtained from the Cryoscope experiment and Kelly’s version of Ramsey must be the
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same. That is, h(t )cr yoscope = h(t )r amse y_kel l y . This is because the system impulse response must be the same
for both experiments. However, using the simulation, when comparing the above relation, the individual
system impulse responses do not match. A more detailed analysis of the working of Kelly’s version of the
Ramsey experiment is required to check its efficacy.



5
Chevron

The third method investigated for the characterization of distortions in the qubit control line is the Chevron
method [46]. This method differs from the previously discussed methods by employing two-qubit interac-
tions to identify the existence of noise in the qubit control line. The working of the Chevron experiment is
based on the same principle of implementing the two-qubit CPHASE gate discussed in Section 2.5.

5.1. Principle
The Chevron experiment uses the principle of Avoided Crossing to check for the coupling between two qubits
(or two systems that can resonate with each other). In the current implementation, the experiment is done
with two transmon qubits, each with its individual qubit transition frequency. To explain with an example, in
figure 5.1, assume that the f01 transition frequency for the first qubit qa is at 5.5 GHz and the f01 transition
frequency for the second qubit qb is at 4.982 GHz. Then the higher frequency qubit qa is detuned such that it’s
f01 transition frequency resonates with the transition frequency of a lower frequency qubit (qb). This detun-
ing is done by applying a square pulse of a particular amplitude. Under the condition that this square pulse
is ideal, the detuned frequency will be as expected. But when distortions are present, the detuned frequency
will differ from the required value and qa will not be in resonance with qb (which is the basis for two-qubit
gates [47]).

Figure 5.1: Flux Arc of a Cryoscope experiment

On detuning qa to 4.982GHz, due to the phenomenon of Avoided Crossing wherein due to the interaction
between the two qubits, there is an exchange in population density. This means, at perfect resonance, the
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population densities (the probability of |1〉 state) of both qubits oscillate in perfectly out-of-phase sinusoids
(of peak 1 to 0) with the summation of population densities always 1 (total probability of finding a qubit is
1). When there is no interaction between the qubits, the probabilities are entirely skewed (two horizontal
lines). With these boundary conditions, when there is a slight energy interaction between the two qubits, the
probability states oscillate with a higher frequency and low amplitudes (with the summation of amplitudes
always being one).

Figure 5.2: Chevron graph taken from reference [48]

With the on-resonance amplitude (around 186mV in figure 5.2) as the centre of symmetry, the off-resonance
populations are plotted as the side lobes. When the detuning is not perfect, i.e., when there are distortions on
the square pulse, the on-resonance amplitude becomes skewed.

5.1.1. Avoided Crossing

(a) Expected Energy levels (b) Actual Energy levels

Figure 5.3: Avoided Crossing in quantum systems

For a quantum mechanical system, the system’s energy can be defined using a Hamiltonian Ĥ . If the system
has discrete energy levels, then those energy levels (the eigenvalues of Ĥ) affected by a varying parameter
(say λ), when plotted, would be expected to look like Figure 5.3a. In this example of a quantum system with
two energy levels placed close to each other, in actuality do not cross each other [49] and the energy levels
instead are more similar to Figure 5.3b. Rather than intersecting, the two energy levels approach close and
then diverge, showing that the low energy state prefers staying close to other low energy values, and the higher
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energy state remains close to higher energy values. This phenomenon is termed the Avoided Crossing or Level
repulsion.
At the crossing point, however, there is an interaction between the two energy states leading to a continuous
exchange of energy. For example, consider a quantum mechanical system of two qubits qa and qb of varying
energies. It is observed that on fluxing one Qubit, the energy of the net quantum state is affected [47]. When
the singular Qubit qa is detuned, the qubit transition frequency decreases, lowering its energy close enough
to the lower frequency qubit qb taking the system to a region of avoided Crossing.
In the scenario where their respective energies are far away from the region of Avoided Crossing, their state

Figure 5.4: Qubit states far away from the avoided Crossing

populations would look like Figure 5.4.
As the Qubit qa is detuned with higher flux amplitudes, the energy level inches closer to the avoided crossing

Figure 5.5: Qubit states close to the avoided Crossing
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region. Interactions between the two qubits can be observed in state exchanges as shown in Figure 5.5.
As the Qubit qa is further detuned, when its energy reaches the minimum energy it can have right at the

Figure 5.6: Qubit states at the avoided Crossing

region of avoided Crossing, there will be maximum state exchange between the two qubits as shown by Figure
5.6. Since this state interaction is caused by the application of flux (for qubit detuning), plotting a heat map
shows the place of the occurrence of the maximum oscillations. Figure 5.2 shows the oscillations of the target
qubit (qb) against the flux amplitude, and it can be seen that the maximum oscillations occur at the midpoint
(here around 0.186V), the region of avoided Crossing. These qubit-qubit interactions are a way to realize the
two-qubit CPHASE gate [47].
In an ideal situation where the qubit control line is noiseless, the detuning of the higher frequency qubit
occurs without any errors. This is seen as the perfect exchange of state population as shown in Figure 5.6. In
the presence of distortions, the flux amplitude given as input is noisy, affecting the qubit detuning. Observing
the Chevron plot in such conditions can identify the presence of distortions.

5.2. Implementation
The Chevron experiment is a two-qubit method that should give outputs of the respective heatmaps of the
Qubit that is detuned using the flux pulse (the pulsed Qubit) and the other lower frequency qubit (the spec-
tator qubit). The region of avoided Crossing where the state population exchange occurs is taken as either
|01〉− |10〉 transition or |11〉− |02〉 transition. Initially, the two qubits are reset to the |0〉 state and then taken
to either the |11〉 state or the |01〉 state through X rotations specified using the Rx y function.

Rx y
(
θ,ϕ

)= [
cos(θ/2) −i e−iϕsin(θ/2)

−i e iϕsin(θ/2) cos(θ/2)

]

Therefore, by specifying θ = 180◦ and ϕ = 0◦, the required X gates are implemented. After the initial X rota-
tions to prepare the required states, the higher frequency qubit is detuned using a flux pulse with a specified
pulse duration and a particular flux amplitude. A final rotation gate with similar values to the initial X rota-
tions is implemented, and the qubit states are measured. This is the basis for the execution of a CPHASE gate,
as discussed in Section 2.5. This block is repeated multiple times by varying the pulse duration, and the pulse
amplitude and the output measurements of every run are used in plotting the final heat maps of both qubits.
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5.3. Expected Results
In the absence of noise on the qubit control line, the peaks along the flux amplitude for maximum state inter-
action are aligned. However, when the flux pulse undergoes distortions, these peaks are unaligned and away
from the region where the maximum state interaction can be expected. This serves as an indicator of the pres-
ence of distortions on the flux pulse. With the knowledge of whether the noise affects the square pulse, the
next step would be to inverse the distorted version of the Chevron plot to correct the distortions. This direct
inversion is challenging and computationally intensive as large datasets would need to be analysed. There-
fore, instead of employing this method to correct for noise, the chevron experiment is better used as a quality
check on how ideal the square pulse is at the pulsed qubit. Using another distortion-correction protocol, the
Chevron experiment can now be run on the corrected qubit to check how well the distortion-correction pro-
tocol works. Figure 5.7 shows the results of the Chevron experiment conducted for state exchanges |11〉−|02〉

Figure 5.7: Chevron plots in (a) presence of distortions (b) absence of distortions taken from [28]

when the flux amplitude is affected by distortions and after the application of the Cryoscope distortion-
correction protocol. It can be seen that after the implementation of the distortion-correction protocol, the
Chevron plot peaks are aligned almost symmetrically, indicating that the protocol works as expected.

(a) Chevron heatmap before implementing the Cryoscope distortion-
correction protocol

(b) Chevron heatmap after implementing the Cryoscope distortion-
correction protocol

Figure 5.8: Chevron plots from recent experimental run [48]

With the above figure being taken from the reference work [28], Figure 5.8 shows the plots from a recent
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experimental run for checking the efficacy of the Cryoscope experiment. Figure 5.8a shows the distribution
of the state population of qubit q3 in a two-qubit system comprised of qubits q3 and q2. In this figure, the
distribution can be seen to be uneven without the expected shape of the peaks suggesting the presence of
noise along the qubit control line. Rerunning the Chevron after the application of the Cryoscope gives Figure
5.8b, showing symmetrically aligned peaks indicating a reduction in the noise affecting the control line.

5.4. Assumptions and Drawbacks of method
The major drawback of this method is that extracting the exact distortion parameters by trying to invert the
graph is computationally infeasible. Therefore, it is more useful as a check to discern if another applied
distortion-correction protocol works or not. Rather than using it as a standalone method for noise correction,
the Chevron method is a more straightforward noise identification method as employed in Chapter 6 of [28].
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Comparison of Protocols

With three protocols studied and implemented, to get a better understanding of how they fare against each
other, a comparison of the protocols was made. From the study of the three methods alone, the differences
observed are outlined below.

• The first two methods - the Cryoscope and Ramsey using Kelly’s method - are single qubit distortions
characterization methods. They required only a single qubit for their functioning. Instead, the Chevron
method needed two qubits for identifying the presence of distortions on the flux pulse.

• Only the Cryoscope method suggested a technique for reconstructing the flux pulse. Cryoscope was
also shown to possess the capability to reconstruct arbitrary waveforms [41].

• As mentioned earlier, Chevron was shown only to check for the presence of distortions, unlike the other
two methods, which were also shown to correct the distortions.

These essential dissimilarities observed do not deliver a detailed portrayal of the advantages and disadvan-
tages of the methods when compared against each other. A user aiming to calibrate their transmon quantum
computing setup might wish to know which distortions characterization method would be the most suitable
as per their requirements. For example, if the user wishes to implement a distortions characterization pro-
tocol within a specified duration, then a functionality that performs a comparison of the available protocols
and returns the most suitable protocols would be of massive help here. With this as the motivation, a code
that runs the available protocols and calculates a given set of performance metrics was implemented. For
now, the code merely takes in the first two methods because of time constraints in the project execution.

6.1. Implementation
As the first step, the metrics to be used to compare the protocols were decided upon. The parameters chosen
were experiment runtime, memory used, deviation from the ideal values and quality of correction. Experi-
ment runtime is the metric that accounts for the time taken to execute the experiment. This was measured
by starting a timer before the protocol started and then stopping the timer after the results for that particular
protocol were calculated.
Computer memory used by every protocol implementation was calculated using specialized functions in
python (psutil and os libraries). The next performance metric computed was the ‘deviation from ideal’. This
metric computes the final difference between the reconstructed and ideal flux pulses. The motivation behind
determining this metric is to give a view of how accurately each protocol does the correction. The smaller the
deviation value, the more precise the correction.
The last metric considered is the ‘quality of correction’. This metric checks if the correction parameters per-
fectly compensate for the distortions. That is, 1−(h−1

cor r ect i on(t )⊛h(t )) = 0 where h−1
cor r ecti on(t ) is the function

described using the correction parameters and h(t ) is the impulse response of the system. This metric was
determined to quantify how well a particular protocol corrects for every iteration. As this value inches closer
to 0, the correction of the distorted flux pulse becomes better.

53
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Figure 6.1: Performance metrics of two distortion characterization protocols

6.2. Results
The code programmed, as explained above, was run for its efficacy by setting certain input variables. This
code was executed with the protocols on the simulation environment and not on the quantum computing
backend.
Table 6.1 shows the performance metrics calculated for the Cryoscope and Ramsey using Kelly’s method. In

this illustrative table, the number of iterations was set as two. It can be seen from this table that Cryoscope
gives better reconstructions, with the quality of correction increasing as the number of iterations increase.
In contrast, the second protocol initially corrects well and does not seem to improve the corrections as the
number of iterations increases. Another factor that can be noticed is that the runtime and memory usage for
the Cryoscope is higher when compared with the other method.
A point to be noted here, this implementation is just employed to illustrate the potential of the comparison.
However, it can be said that this program can be further refined to generate detailed comparison results.
This comparison code was executed on the protocols using only the simulated data. With the performance
metrics solely chosen based on Computer Engineering concepts, they were not checked for relevance by run-
ning this code on a quantum computing backend. For example, in present-day computing systems, memory
consumption plays a vital role in computing performance [50]. But calculating the memory required to run
a distortions characterization protocol might not play a significant role in helping the user choose a protocol
for implementation. This might be so since every experiment on the qubit generates colossal amounts of
data. Therefore, the calculation of memory required might be irrelevant when comparing the different pro-
tocols. However, evaluating the memory utilized by each distortions characterization protocol seemed to be
a good starting point and hence, was implemented.



7
Conclusion

The thesis presents three methods that were effectively implemented to identify distortions in the transmon
setup’s flux control line. Out of these three, two protocols - the Cryoscope and Ramsey using Kelly’s method,
were shown to identify and correct for the distortions.

7.1. Summary of Chapter 3
The Cryoscope customized the Ramsey experiment originally used for calculating the transverse relaxation
rates of the qubit. By introducing flux pulses after rotating the qubit to the equatorial plane, the qubit is in-
tentionally detuned from the drive field. In doing so, it was shown that by extracting the detuning frequency,
the input distorted flux pulse could be reconstructed. On reconstructing the pulse, the parameters to correct
the pulse were calculated by using least squares optimization on a cost function (the cost function being the
difference between the ideal pulse and the filtered version of the reconstructed pulse with distortions).

7.2. Summary of Chapter 4
Ramsey using Kelly’s method was the second distortions-identifying method implemented. Similar to the
Cryoscope, the major difference was instead of applying the flux pulse in between the π/2 rotations of the
Ramsey, the flux pulse was applied to the qubit before executing the π/2 rotations. The purpose was to cor-
rect the distortion parameters using the falling edge of the pulse, whilst the Cryoscope attempts to do the
same using the rising edge of the pulse. Again, the flow of analysis followed the same steps as the Cryoscope.
The qubit detuning caused by distortions on the tail end of the flux pulse is extracted from the expectation
values and then used to reconstruct the distorted fall edge of the pulse. The reconstruction is then used to
calculate the correction parameters using the same method employed in the Cryoscope protocol.

While the Cryoscope implementation followed the same flow as wrought in the reference, the analysis of the
above method was devised purely for this project based on guidance from the supervisor. This method still
contains kinks that need to be straightened out before it can be effectively employed on the same scale as the
Cryoscope. However, the implementation process helped in the understanding of the major steps involved
in the execution of a novel idea.

7.3. Summary of Chapters 5 and 6
Chevron was the third method studied for identifying distortions. This protocol employed two qubits to ver-
ify a distortion-less pulse as opposed to the other two protocols, which used a single qubit. In a two-qubit
system, a flux pulse is applied to one qubit to detune it to the frequency of the other qubit. In doing so, the
system is taken to the region of avoided crossing, where a state exchange between the qubits can be observed.
The next step is to plot a heatmap with flux amplitude, duration of flux and the state population of the qubits
for the experiment. The presence of distortions can be gleaned from this plot by verifying the alignment of
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maximum state interaction peaks. In the presence of distortions, the peak point of maximum state inter-
action will be misaligned. This misalignment shows that distortions exist in the pulse. The distorted pulse
causes variations in detuning, which in turn causes the region of avoided crossing to occur at different am-
plitudes.
The Chevron method was studied, and the graphs were taken from previous experiments on the hardware.
A significant challenge in using the Chevron to correct the distortions is that, while it can be easily used to
detect distortions, using this experiment to go in reverse to correct the distorted flux is difficult. Therefore, in
the scope of this thesis project, this experiment was only studied for using it to verify the presence of distor-
tions.
The Comparison of protocols chapter elaborates on the procedure used for comparing the distortion-characterization
methods. The performance metrics chosen were explained, and an example run of the program comparing
the Cryoscope and Ramsey using Kelly’s method was given. This example also gave conclusions based on the
runtime and other performance metrics.

7.4. Future work
The thesis report explained the study and implementation of three methods to identify and correct distortions
in flux pulses used in transmon systems. With many avenues for improvement and innovation, the potential
future implementations that can follow this thesis project are summarized below.

• Out of the three methods, only the Cryoscope and Chevron have been verified for their functioning
on an experimental setup. One potential future implementation can be the experimental run of the
Ramsey using Kelly’s method. For now, this implementation has only been verified for its working using
simulation data. Experimentally executing this protocol might lead to more insights into this method.

• The scope of this thesis project was limited to three distortions identifying protocols. A possible next
step would be implementing other available distortions correcting protocols, such as the cryo-VNA
method [51].

• In the Chevron experiment, the current implementation is employed only to verify if distortions are
present. A possible next step might be to prepare a method to extract the distorting parameters and use
them to concoct a correction protocol.

• Another area for future innovation lies in the area of comparison of protocols. In the current imple-
mentation, the comparison was made only for a few parameters, namely the runtime, memory usage,
the number of iterations and the final deviation of the reconstruction from the ideal pulse. The next
step might be to consider more performance metrics to gauge the efficacy of the methods against each
other. Theoretically, by executing a distortion-characterizing method, the distortions on the control
line are perfectly corrected. However, in practical conditions, this might not be true, and a qubit sys-
tem may necessitate multiple runs of the same protocols to tamp down the distortions to a permissible
level. Therefore, an example performance metric could be the number of times a particular protocol
needs to be repeated until the distortions reach a tolerable limit.

• For now, the comparison was made using only simulations for just the Cryoscope and Ramsey using
Kelly’s method. A possible next step could be to extend the comparison of the protocols to include
Chevron. An exciting implementation would be running the comparison when the protocols are being
executed on the quantum computing backend. This might show exciting results in total experiment
runtime, the number of iterations it takes for the reconstruction to reach tolerable levels etc.

• The methods discussed above are restricted to correcting linearly affecting errors by assuming that the
qubit control system is a Linear Time Invariant system. To extend beyond this linear regime, other noise
characterizations, such as the Quantum Noise Spectroscopy protocols, can be employed [52].

To perform exciting operations such as quantum gates, the qubit system must be well-calibrated. Flux char-
acterization, therefore, is also an important section of qubit characterization. With this work, linear distor-
tions in the flux control line of transmon were studied, and three methods to identify and correct them were
implemented.
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Mathematical Methods

A.1. Least Squares Optimization method:
The Least Squares regression method is used to optimize parameters based on the error function. Assume
measured parameters yn that are a function of known variables xn ∀ n ∈ [1, N ]. Therefore, it can be written
that

yn = f (xn)

In the presence of some error variables, denoted by ϵ, the measured parameter is affected and the relation
becomes

y
′
n = f (xn)+ϵ

The principle behind this method is to find the minimum values of ‘p ′, such that
∑N

n=1(p ∗ y
′
n)2 − (yn)2 is

minimum [53].
In the software, the optimization is implemented by deciding upon an FIR filter function that is set with some
initial filter coefficients (a,b). Therefore the residue to be minimized is now defined as

r esi due =
N∑

n=1
( f F I R

a,b ∗ ymeasur ed
n )2 − (y i deal

n )2 (A.1)

This equation A.1 is swept over a range of varying (a,b) values until the residue is minimum. The particular
(a,b) values for the minimum residue is returned as output.

Listing A.1: Code snippet showing cost function using Lfilter

1 # Define a cost function which returns the residuals between the target
2 # and the filtered signal
3 def cost_function(fir_coefficients , pulse , target_pulse):
4 filtered_signal = lfilter(b=fir_coefficients , a=1, x=pulse)
5 return target_pulse - filtered_signal
6
7 ideal_b = np.zeros(len(pulse))
8 ideal_b [0] = 1
9

10 # Minimise the cost function
11 minimisation_result = least_squares(
12 cost_function , x0=ideal_b , args=(pulse , target_pulse)
13 )
14
15 # Return the result array
16 return minimisation_result.x

In the code snippet A.1, function cost_function computes the residue on calling it. By using the least_squar es
method available in the Python - SciPy module, the required filter coefficients for which the pulse (distorted
measurements) is corrected to resemble the target_pulse (ideal square pulse) are returned as minimiza-
tion_result.x.
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