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Abstract
The process of knowledge elicitation is

crucial to the field of artificial intelligence be-
cause of the lack of data on commonsense
knowledge. This paper explores the poten-
tial of using large language models (LLM)
to enhance knowledge elicitation in games
with a purpose (GWAP). By analyzing the
capability of LLMs to play games and gener-
ate game content, this research shows how
LLMs can increase accessibility, efficiency
and engagement in GWAPs for knowledge
elicitation. The findings show that LLMs
can play games with great performance and
show much promise in generating game con-
tent that facilitates knowledge elicitation.
Through a comprehensive literature survey,
this research highlights potential ways of en-
hancing knowledge elicitation in GWAPs us-
ing LLMs and offers recommendations for fu-
ture research in this field.

1 Introduction
Most humans possess commonsense knowledge, but
according to the Gricean maxims this knowledge is
typically omitted in written or oral communication
[6]. Data regarding commonsense knowledge is how-
ever very important in the field of artificial intelli-
gence since it is needed to truly understand human
behavior [4]. To obtain this data we need to extract
this commonsense knowledge from humans and turn
it into a machine-readable format. One method for
eliciting this knowledge is the utilization of games
with a purpose (GWAP), which aims to provide hu-
mans with an enjoyable experience in the form of a
game while collecting useful data.

Since the release of the first GWAP for collect-
ing commonsense knowledge, Verbosity [1], many dif-
ferent GWAPs have been created such as FindItOut
which is a multiplayer GWAP between two human
players that aims to collect positive and negative, gen-
erative and discriminative knowledge [2]. Many of
these GWAPs have been very successful in eliciting
commonsense knowledge, however, there is still room
for improvement in diversifying the types of knowl-
edge elicited and making the games more accessible,
which could increase the amount of knowledge elicited
[2]. A potential way to address these improvements
is through the usage of large language models (LLM)
that act as intelligent agents within the game envi-
ronment by understanding and generating text. This

paper researches the possibilities of utilizing LLMs
to enhance the process of knowledge elicitation using
GWAPs by answering the following questions:

• What type of games can be utilized for knowl-
edge elicitation

• How have LLMs been used to play games and
how well did they perform

• How can we utilize LLMs to generate game con-
tent that facilitates knowledge elicitation

By answering these questions we present the fol-
lowing contributions:

• Demonstrating the potential of LLMs to en-
hance knowledge elicitation in GWAPs by re-
placing human players and generating game
content.

• Highlighting what type of games can be used for
knowledge elicitation and what characteristics
of these games allow for knowledge elicitation.

• Providing insights into the design of future
GWAPs, leveraging LLMs to create more en-
gaging and targeted knowledge elicitation ex-
periences.

The paper is structured in the following way:
First, the related work discusses the previous work on
this topic in detail after which the research method-
ology explains the methods for finding the papers in-
cluded in the survey. Following the methodology the
background explains relevant background concepts in-
cluding the relevance of the research. Subsequently,
the findings are presented and discussed followed by
a section on the limitations of the research. Lastly,
the conclusion summarizes the research and answers
the research questions.

2 Related Work
Much work has already been done in the field of
knowledge elicitation using games with a purpose
(GWAP). The first GWAP that did this is Verbosity
which collected descriptions of certain concepts [1].
Many other GWAPs have been created that collect
different types of knowledge such as Common Con-
sensus [10], which collected knowledge regarding hu-
man goals, and the 20 Questions game [13], which
collected positive and negative assertions. One of the
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more recent GWAPs for knowledge elicitation is Find-
ItOut, which collected many different types of knowl-
edge and also characterized the types and quality of
the knowledge [2]. With all this previous work we
have seen many different ways of eliciting knowledge
using GWAPs and with this information, we aim to
look into methods to enhance this process by utilizing
LLMs.

3 Methodology

To answer the research questions a literature survey
was conducted using papers found on Google Scholar,
Scopus and in the references of other papers. The set
of papers for this survey consists of papers regarding
games with a purpose (GWAP) for knowledge elicita-
tion and large language models (LLM) being used to
play games or generate game content. Tools like Sco-
pus were used to find a lot of these papers by searching
the words "large language model" and "game" within
the title, abstract and keywords of papers, which re-
sulted in an initial list of 599 papers. To further refine
the results other specific filters were used like restrict-
ing the subject area to Computer Science, document
type to conference papers and only selecting papers
with the keyword "Language Model". From the re-
sulting list of 120 papers regarding the usage of LLMs
in games, 4 papers were selected by assessing the rel-
evance of the title and abstract. To obtain papers re-
garding the process of knowledge elicitation in games,
3 papers were selected from the references of a very
recent game for knowledge elicitation, FindItOut [2].

4 Background

4.1 Knowledge Elicitation

Knowledge elicitation is a process in knowledge en-
gineering that aims to extract knowledge from hu-
mans and transform it into a machine-readable for-
mat. This knowledge is crucial for the development
of artificial intelligence systems since it is believed
that this knowledge is needed to create truly intelli-
gent systems [1]. Knowledge can vary from explicit to
tacit or from general to specific, however, many pre-
vious works lack an in-depth characterization of the
collected knowledge [9]. Knowledge elicitation meth-
ods are needed because there is a lack of data re-
garding knowledge. This lack of data exists because

most humans already have this commonsense knowl-
edge which removes the need to include it in written
communication [6].

4.2 Games with a Purpose

One method of eliciting knowledge is through the use
of games with a purpose (GWAP). This method in-
volves one or more humans using their commonsense
knowledge to play a game and by recording and an-
alyzing the actions of the humans knowledge can be
extracted from the gameplay. One example of this is
the game FindItOut where two players are assigned a
card with an image on it and by asking and answer-
ing questions they need to find out what the image is
on the opposing player’s card [9]. Using GWAPs is a
great way of eliciting knowledge since providing a fun
game experience can increase the motivation of a par-
ticipant to contribute their knowledge which results
in a higher participation rate and more knowledge
elicited.

4.3 Large Language Models

One possible way to enhance the process of knowl-
edge elicitation is through the usage of large language
models (LLM). Large language models are based on
neural networks that utilize deep learning techniques
to understand and generate natural language. Some
LLMs have been shown to possess consistent world
knowledge on various categories allowing them to
achieve strong performance on natural language pro-
cessing tasks [3]. Despite their high performance on
natural language tasks, LLMs could also be used in
non-linguistic tasks due to their high versatility [14].
These capabilities of LLMs could allow for them to
be used to enhance the process of knowledge elicita-
tion in GWAPs by acting as players in the game or
generating game content.

5 Findings

5.1 Knowledge elicitation in GWAPs

Many games with a purpose (GWAP) have been cre-
ated with the goal of collecting large amounts of
knowledge. Verbosity was the first GWAP that im-
plemented this idea in the form of a two-player collab-
orative game [1]. In this game, one of the players is
assigned the role of "Narrator" while the other player
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receives the role of "Guesser". The Narrator gets a se-
cret word which the Guesser must try to guess based
on hints given by the Narrator. The Narrator can give
hints by choosing a sentence template that contains
a blank space to be filled in and filling in the blank
such that the sentence describes the secret word. An
example of this could be the sentence template: "It
contains a ..." which could be filled in with the word
"keyboard" to describe the secret word "laptop". Af-
ter the Guesser tries to guess the word based on the
hint the Narrator can tell the Guesser whether the
guess is "hot" or "cold" to guide the Guesser. By
analyzing the sentences created by the Narrator Ver-
bosity collects commonsense knowledge about a large
quantity of words.

Common Consensus is another multiplayer
GWAP that tries to collect knowledge regarding goals
that motivate human behavior [10]. The gameplay of
Common Consensus revolves around the players pro-
viding as many possible answers to a trivial, open-
ended question. The game uses six question templates
where a goal could be filled such that knowledge can
be elicited from the answers to the question. An ex-
ample of this would be the question: "What are some
things you would use to watch a movie?" where pos-
sible answers would be "dvd", "television" or "tv".

Unlike the previous 2 GWAPs, the 20 Questions
game is a singleplayer GWAP focused on eliciting
the most salient characteristics of particular concepts
[13]. This game asks the player 20 questions regard-
ing a particular concept which the player has to an-
swer with yes or no. This gameplay system allows for
the collection of negative assertions that are under-
represented in commonsense knowledge bases [13].
Behind the scenes, the 20 Questions game generates
questions based on already present knowledge which
intend to identify a small cluster of objects that can
be compared to the object in question.

Lastly, FindItOut is a competitive two-player
game that can collect many different types of knowl-
edge [2]. FindItOut presents both players with mul-
tiple cards containing semantic concepts. The goal of
the game is to guess the other player’s card by for-
mulating questions using sentence templates. Players
can answer "yes", "no", "maybe" or "unclear" when
responding to questions which also allows for the elic-
itation of negative knowledge.

All these games have various gameplay mechan-
ics allowing for the elicitation of different types of
knowledge. GWAPs for knowledge elicitation can
vary from singleplayer to multiplayer or from col-

laborative to competitive. One characteristic that is
often used for knowledge elicitation is the usage of
sentence templates which the player must fill in us-
ing their commonsense knowledge, this can be seen
in Verbosity and FindItOut. The 20 Questions game
and FindItOut both have the player answer questions
with "yes" or "no" to elicit positive and negative as-
sertions. Lastly, Common Consensus utilizes open-
ended questions to collect a wide range of answers.
Yet, one thing these games have in common is the
generation of sentences that form the basis of the
elicited knowledge. In some of the games sentences
are generated by the player while in other games they
are generated by the game, these sentences can take
the form of questions or even descriptions of a certain
topic. The generation of sentences followed by the re-
sponse of the player forms the core of the knowledge
elicitation process using GWAPs.

5.2 LLMs playing games

Large language models (LLM) are capable of under-
standing and generating text which allows them to
act as agents in text-based games. Since GWAPs
for knowledge elicitation have text-based gameplay
LLMs could also be used to play these games. One
game that has been played by LLMs is the 20 Ques-
tions game which requires a significant amount of
world knowledge [3]. In this game the LLM needs
to answer various questions regarding a specific en-
tity such as a keyboard. To answer these questions
the LLM needs to possess knowledge regarding the
shape, composition or purpose of a keyboard. This
task would be easy for humans but could be diffi-
cult for LLMs. The results of LLMs playing the 20
Questions game showed that smaller language mod-
els lack the world knowledge to perform well in this
game, however, other models such as GPT-3 per-
formed very well on many categories [3]. In the ex-
periments, LLMs were tested in a zero-shot setting
where they only received a textual description of the
task. In this setting, GPT-3 achieved an accuracy of
81.3% which was increased to 87.9% by providing four
examples in addition to the zero-shot setup [3]. These
results show that state of the art LLMs are capable
of playing games that require a large amount of world
knowledge with high accuracies.

Another implementation of LLMs playing games is
the clembench framework, which allows LLMs to play
various Dialogue Games while evaluating the perfor-
mance of the models [9]. A Dialogue Game is de-
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scribed as a constructed activity with a clear begin-
ning and end, in which players attempt to reach a
predetermined goal state primarily by means of pro-
ducing and understanding linguistic material [12]. To
implement Dialogue Games with LLMs as players
clembench uses a programmatic Game Master who
keeps track of the game state and ensures players are
correctly following the rules by parsing their inputs.
One of the Dialogue Games that LLMs played in this
framework is the Taboo game where a player must
describe a concept to another player without men-
tioning the concept name. In the experiments, LLMs
played the Taboo game against themselves and were
evaluated on the number of games they played to com-
pletion and the quality of the gameplay. The results
once again showed that the GPT models achieved the
best performance with GPT-4 having played 95% of
games to completion with a quality score of 76 [9].
These results indicate that LLMs are capable of play-
ing high quality games of Taboo and are likely capa-
ble of replicating this performance in similar GWAPs
such as Verbosity.

Lastly, a promising use for LLMs is the role of
generative agents in an immersive role-playing en-
vironment. Research has been done into generative
agents that simulate human behavior such as waking
up, cooking breakfast and heading to work [11]. In
this research, multiple generative agents were instan-
tiated to populate an interactive sandbox game world,
Smallville, and simulate day to day life. These agents
produce believable individual and emergent social be-
haviors by utilizing LLMs in combination with com-
putational interactive agents [11]. The identity and
relations of each agent are depicted by one paragraph
of natural language description and the agents out-
put their current action in a natural language state-
ment at each time step of the sandbox engine [11].
By having human players interact with the sandbox
environment and generative agents via natural lan-
guage these types of games could potentially allow
for knowledge to be elicited. Since humans often use
commonsense knowledge to make sense of everyday
situations [7], this knowledge could be elicited by hav-
ing the game present various everyday situations to
human players and analyzing the actions of the hu-
man. Interactions with other agents or humans could
also allow for knowledge regarding social relationships
to be elicited.

LLMs have demonstrated great performances
playing games like the 20 Questions game and the
Taboo game. Both of these games are able to be uti-

lized as GWAPs for knowledge elicitation making it
possible for LLMs to be utilized in those GWAPs.
LLMs could also be used for knowledge elicitation in
a more complex game environment such as Smallville.
Role-playing games like Smallvile have been shown to
be extremely popular among the gaming community,
one example of this being the Sims franchise which
sold over 200 million copies [5]. Incorporating knowl-
edge elicitation in a role-playing game could allow for
a much larger amount of players playing the game
resulting in a larger quantity of knowledge.

5.3 LLMs generating game content

In the previously discussed game, Smallville, the gen-
erative agents perform actions based on the context
that was provided to them including their identity
and relationships. The process of creating the iden-
tities and relationships of these agents is something
that could be enhanced through the usage of LLMs.
To utilize games like Smallville for knowledge elicita-
tion the game needs to create situations that facilitate
knowledge elicitation, which could also be supported
by LLMs. Utilizing LLMs to generate game content
could be a great way to enhance the development pro-
cess of games.

One way LLMs have been used for this is through
an end-to-end framework, SceneCraft, that generates
a story with corresponding dialogues based on vari-
ous details given by the author [8]. This framework
generates the story, chooses relevant emotes and ges-
tures to be used by the characters and generates all
the code to be directly used by the game engine. The
generated story contains branched narratives allowing
the user to influence the story through their actions.
The framework was evaluated by 9 participants with
varying game development experiences. The evalua-
tions showed that users had favorable opinions regard-
ing the ease of use, satisfaction and adaptability of
SceneCraft, however, there is still room for improve-
ment on the creativity and character engagement side
of things [8]. These results show that LLMs are ca-
pable of automating the generation of character in-
teractions based on instructions from the author. By
writing instructions to facilitate knowledge elicitation
the generated content could be used to enhance the
process of knowledge elicitation in games.

Aside from generating natural language, LLMs
have been utilized in the realm of procedural con-
tent generation in games. Research was done into us-
ing the GPT-2 and GPT-3 models to generate game
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levels for the puzzle game Sokoban [14]. This re-
search showed that even though these models were
trained to solve linguistic tasks, they are also capable
of more specialized tasks like generating valid game
levels. Using LLMs in this way allows levels to be gen-
erated with specific characteristics to adapt them to
the player’s knowledge and skills. In the experiments,
the levels were generated in a few-shot setting where
they were given example levels with annotations like
the length of the solution. The results showed that
different models of GPT-2 were all able to reliably
generate novel, playable and diverse levels without
copying them from the training data. Since the lev-
els of puzzle games must have a solution it would be
difficult to elicit factual knowledge using these levels,
however other types of knowledge could be elicited.
By analyzing the way players solve these levels knowl-
edge could be elicited regarding the decision-making
process and problem-solving approaches of humans.
Incorporating knowledge elicitation in puzzle games
could be a way to make the experience more enjoy-
able for players while collecting knowledge.

These results show that LLMs are highly versatile
and are capable of generating game content based on
specific characteristics. This strength of LLMs could
prove useful in enhancing the knowledge elicitation
process in current GWAPs and in new directions of
GWAPs. The controllability of the generated content
could be used to elicit knowledge with specific charac-
teristics and also adapt the content to the capabilities
and knowledge of the player. LLMs could also be used
to generate content in more complex games, which
could provide players with more satisfaction allowing
for a larger player base.

6 Discussion

6.1 Implications

The findings from this research have significant im-
plications in the field of knowledge elicitation using
games with a purpose (GWAP). This research ex-
plores the possibility of utilizing large language mod-
els (LLM) to play games. This could increase the
accessibility of many previous GWAPs that required
multiple humans for a single game by replacing hu-
man players with LLMs. This increase in accessibility
allows for more humans to play the game resulting in
a larger quantity of knowledge elicited. The genera-
tion of game content utilizing LLMs could also speed

up or even automate parts of the development pro-
cess of GWAPs while collecting targeted knowledge.
These methods show much promise in enhancing the
process of knowledge elicitation using GWAPs

6.2 Future Work
Some open issues and new questions have been iden-
tified through this research. One question that arises
from LLMs playing GWAPs for knowledge elicitation
is what to do with the data generated by the LLMs.
This data could be chosen to be ignored, however, re-
search could be done into possible use cases for this
data.

Another area for future research is the utilization
of more complex games like role-playing games for
eliciting knowledge. These games have the potential
to attract a large amount of players, however, incor-
porating knowledge elicitation into these games is not
as straightforward and could be researched further.

7 Limitations
Reflecting on the ethical aspects of this research, it is
important to address certain limitations. The selec-
tion of papers from databases such as Google Scholar
and Scopus may lead to a selection bias since these
databases do not contain all papers. The use of spe-
cific keywords and filters could also exclude results
that contain valuable information. Lastly, the rapid
advancements in the development of large language
models could mean that some of the sources are al-
ready outdated.

It is also important to address the reproducibil-
ity of the methods used in this research. Despite
documenting the keywords and filters that were used
to find the sources, the final selection of papers was
selected through a subjective assessment of the rele-
vance of the title and abstract. This subjective assess-
ment could affect reproducibility since different re-
searchers could have different opinions regarding the
relevance of a paper.

8 Conclusions
This paper researches how large language models
(LLM) could be used to enhance knowledge elicita-
tion in games with a purpose (GWAP). We analyzed
the type of games that could be used for knowledge
elicitation and what some of the key characteristics
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are that allow for knowledge to be elicited. Using
this information, we researched how LLMs have been
used to play games and showed that they are capa-
ble of playing GWAPs for knowledge elicitation. We
also researched how LLMs have been used to gener-
ate game content and showed that they can be used
to generate content that facilitates knowledge elicita-
tion in GWAPs. With these findings, we show ways
LLMs can be used to enhance the process of knowl-
edge elicitation in GWAPs
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