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Reduced complexity for sound zones with subband block
adaptive filters and a loudspeaker line array

Martin B. Møller,1,a) Jorge Martinez,2 and Jan Østergaard3

1Research Department, Bang & Olufsen A/S, Struer, DK-7600, Denmark
2Department of Intelligent Systems, Multimedia Computing Group, Delft University of Technology, Netherlands
3Department of Electronic Systems, Section on Artificial Intelligence and Sound, Aalborg University, 9220 Aalborg, Denmark

ABSTRACT:
Sound zones are used to reproduce individual audio content to multiple people in a room using a set of loudspeakers

with controllable input signals. To allow the reproduction of individual audio to dynamically change, e.g., due to

moving listeners, changes in the number of listeners, or changing room transfer functions, an adaptive formulation is

proposed. This formulation is based on frequency domain block adaptive filters and given room transfer functions.

To reduce computational complexity, the system is extended to subband processing without cross-adaptive filters.

The computational savings come from recognizing that sound zones consist of part-solutions which are inherently

band limited, hence, several subbands can be ignored. To validate the theoretical findings, a 27-channel loudspeaker

array was constructed, and measurements were performed in anechoic and reflective environments. The results show

that the subband solution performs identically to a full-rate solution but at a reduced computational complexity.
VC 2024 Acoustical Society of America. https://doi.org/10.1121/10.0025464

(Received 29 September 2023; revised 9 March 2024; accepted 12 March 2024; published online 1 April 2024)

[Editor: James F. Lynch] Pages: 2314–2326

I. INTRODUCTION

The concept behind sound zones is to reproduce indi-

vidual audio in separate regions of a room using loud-

speakers, where the input signal can be adjusted by a

controllable finite impulse response (FIR) filter (Betlehem

et al., 2015). The general strategy for sound zones is

that different part-solutions are applied to cover different

parts of the audible frequency range. An example is using

active control at low frequencies, beamforming at mid fre-

quencies, and passive directivity control at high frequencies

(Druyvesteyn and Garas, 1997). The need for part-solutions

is due to the loudspeakers and room interacting differently

depending on the room dimensions relative to the wave-

length of the reproduced sound. Another factor is that loud-

speaker drivers are usually optimized for reproducing audio

in specific frequency ranges. This naturally leads to sound

zone processing happening in limited frequency bands. At

low frequencies, the loudspeakers are typically large, and

woofers are distributed around the room (Cheer et al., 2013;

Druyvesteyn and Garas, 1997; Møller et al., 2019), whereas

mid-to-high frequency solutions often come in the form of

compact loudspeaker arrays (Elliott et al., 2012; G�alvez

et al., 2015; Møller and Olsen, 2019). Throughout this

work, we will utilize these observations to propose an adap-

tive formulation of sound zones with reduced computational

complexity.

The intention with sound zones is to support the activi-

ties of multiple individuals in a room. As people are rarely

stationary, it is of interest to dynamically adapt the process-

ing relative to the context. Examples of dynamic changes

are zones changing location in the room (Møller and

Østergaard, 2020), changes in zone size (Jacobsen et al.,
2022), and changes in the ambient temperature (Olsen and

Møller, 2017).

The sound zones processing consists of processing the

zone-specific audio signals for each loudspeaker before the

signals are reproduced. The processing is based on assumed

knowledge of how each loudspeaker radiates sound to the

spatial regions where zones should be created. To adapt to

the changes, it is necessary to update the processing accord-

ingly. In Møller and Østergaard (2020), a moving horizon

approach was suggested to update the FIR filters for each

loudspeaker for every new audio sample. While this method

provides beneficial performance, it is also computationally

intensive. In Moles-Cases et al. (2020), a set of static FIR

filters was recalculated, when necessary, as the solution to a

least squares problem using subband decomposition to

reduce the complexity of the associated inverse problem. In

Hu et al. (2023), Vindrola et al. (2021), and Zhao and

Burnett (2022), adaptive procedures with microphones in

the zones were suggested as a way of compensating for

changes in the transfer functions. In the present work, it is

assumed that estimates of the room transfer functions are

made available by a secondary system, e.g., by pre-

measuring the transfer functions to multiple locations, via

sound field extrapolation from remotely located micro-

phones (Caviedes-Nozal et al., 2021; Jin and Kleijn, 2015;

Llu�ıs et al., 2020; Pham Vu and Lissek, 2020), or bya)Email: mim@bang-olufsen.dk
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assuming a point source radiation model. The focus is then

on the speed of adaptation to this new information as well as

the associated computational complexity.

To reduce computational complexity, it is possible to

leverage that the part-solutions of a sound zone system are

band limited through crossover networks. These are designed

with respect to the frequency range where the loudspeaker

drivers are effective, both in terms of their frequency response

as well as their spatial position. It is desired to utilize this

inherent band limitation to reduce the sampling frequency in

each of the frequency bands. One approach for doing this is to

introduce subband processing where the bands, that should not

be reproduced by a given loudspeaker driver, can safely be

skipped in the processing. This was investigated for the calcu-

lation of static filters in Moles-Cases et al. (2020), where deter-

mining the filters relied on solving a least squares problem

with complexity increasing approximately with the cube of the

number of loudspeakers times the length of the control filters.

Given the complexity of the problem being solved, the authors

of that paper observed a large reduction in computational com-

plexity by dividing the problem into separable subbands

(reducing the length of the control filter in the individual sub-

bands). The premise of the present work is a system which

constantly adapts to the input signal and transfer functions. To

keep the complexity low, the adaptive system of choice is a

gradient based adaptive filter in the form of a frequency

domain block adaptive filter strategy.

The rest of this paper is structured as follows. Section

III introduces the block-based data model used for fre-

quency domain block adaptive filtering in a sound zones

context, where the feedback is a prediction based on given

room transfer functions. Section IV introduces how the

problem can be separated into individual subbands. In Sec.

V the algorithm is investigated in terms of computational

complexity, tracking performance, and sound field control

performance, while being evaluated using a purpose-built

loudspeaker array. Potential audible artifacts and the latency

of the proposed system are briefly discussed in Sec. VI

before the conclusion in Sec. VII.

II. NOTATION

In this paper we apply lower- and upper-case bold letters

a; A for vectors and matrices of time-domain samples.

Transform domain (Fourier and Z-transform) vector and

matrix quantities are denoted by italic lower and upper case

roman letters, a, A. Parentheses super script aðm;‘Þ is used for

indexing microphones and loudspeakers, respectively. Identity

and zero matrices are denoted as IM and 0M�N , where M and

N denote the dimensions of the matrices. Superscript ð�ÞT and

ð�ÞH are used to denote regular and Hermitian transpose, while

ð�Þ� denotes complex conjugation.

III. BLOCK-BASED SOUND ZONE FILTERS

The basic situation, which is sought solved in this work,

is to reproduce sound in a bright zone, while suppressing it

in a dark zone using a given loudspeaker array. This

situation is the basic building block for creating multiple

sound zones through superposition of an additional solution

where the designations of the bright and dark zones are

swapped. The base case is sketched in Fig. 1, where the

given loudspeakers form a line array. We can mathemati-

cally formulate the sound field control problem as the opti-

mization problem

min
w

XM

m¼1

jjpðmÞðwÞ � tðmÞjj22 þ k
XL

‘¼1

jjwð‘Þjj22; (1)

where pðmÞðwÞ is the reproduced pressure which is a func-

tion of the concatenated control filters w and tðmÞ is the tar-

get pressure. The vectors of frequency components pðmÞðwÞ
and tðmÞ represent the reproduced and target sound pressure

at control point m of M, respectively. The control filter of

the ‘ th loudspeaker is denoted wð‘Þ and w represents the

concatenated filters for the L available loudspeakers. The

parameter k is a positive scalar adjusting the penalty on the

norm of the concatenated filters. Thus, the optimization

problem describes our desire to minimize the discrepancy

between the reproduced and target sound fields, while

penalizing filters with large coefficient amplitudes. The sep-

aration between two sound zones is introduced by defining

tðmÞ ¼ 0 for control points in the dark zone, which is similar

to the general pressure matching method to calculate static

filters for sound zones (Poletti, 2008). The target sound field

in the bright zone can be chosen as, e.g., the delayed

response of the centermost loudspeaker driver in the line

array. The problem in Eq. (1) implies equal importance

towards minimizing the reproduction error in the bright and

dark zones. Emphasis on, e.g., reducing the sound pressure

level in the dark zone can be introduced by changing the ‘2-

norm to a weighted ‘2-norm having greater weights at the

control points in the dark zone as described in Chang and

Jacobsen (2012), G�alvez et al. (2015), and Shin et al.
(2010).

A. Data model

In this section, the block-based data model is introduced

and used to refine the cost-function of Eq. (1). The filters in

the final formulation are expressed as leaky frequency

domain block adaptive filters.

FIG. 1. Sketch of a sound zones system consisting of a line array and a

bright and dark zone.
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The sound pressure due to the filtered output of loud-

speaker ‘ at microphone m at time sample n can be

expressed as the discrete convolution

pðm;‘Þ n½ � ¼
XI�1

i¼0

XJ�1

j¼0

u n� j� i½ �rðm;‘Þ i½ �wð‘Þ j½ �; (2)

where u½n� is the nth sample of the input audio signal and

define w‘ :¼ ½wð‘Þ½0� � � �wð‘Þ½J � 1��T as the length-J FIR fil-

ter for the ‘ th loudspeaker and rm;‘ :¼ ½rðm;‘Þ½0� � � � rðm;‘Þ½I
�1��T as the length-I room impulse response (RIR) from the

‘ th loudspeaker to the mth control point.1

Similar to the microphone array data model presented

in Buchner et al. (2005), the reproduced pressure can be

written in terms of block-based processing. Here, an

overlap-save scheme with 50% overlap between blocks of

time-domain samples is chosen. The block size is denoted

2B (B � J þ I � 1), i.e., the scheme produces B output sam-

ples at block index i. This is written as

p
ðm;‘Þ
i ¼ Z01W�1

2B UiR
ðm;‘ÞW2BZ10wð‘Þ; (3)

where W2B is the discrete Fourier transform (DFT) matrix

with elements e�j2pcg=ð2BÞ with c; g ¼ 0;…; 2B� 1 and

Ui :¼ diag W2B

u iB� B½ �
..
.

u iBþ B� 1½ �

2
64

3
75

8><
>:

9>=
>;; (4)

Rðm;‘Þ :¼ diag W2B
rðm;‘Þ

02B�I

" #( )
; (5)

Z01 :¼ 0B�B IB

� �
; Z10 :¼ IJ 0J�2B�J

� �T
: (6)

Note that W�1
2B UiR

ðm;‘ÞW2B defines a circulant matrix, and

this form expresses its diagonalization in terms of the DFT

matrix explicitly. Furthermore, Z01W�1
2B UiR

ðm;‘ÞW2BZ10

defines a Toeplitz matrix, which explicitly expresses the dis-

crete convolution operation given in Eq. (2).

Multiplying both sides of Eq. (3) with the B-point DFT

matrix we express the sound pressure in the frequency

domain

p
ðm;‘Þ
i ¼ G01

B�2BUiR
ðm;‘Þw

ð‘Þ
2B ; (7)

where

w
ð‘Þ
2B :¼ G10

2B�JWJw‘; (8)

G01
B�2B :¼WBZ01W�1

2B ; (9)

G10
2B�J :¼W2BZ10W�1

J : (10)

The data model for the sound pressure at control point

m due to the contributions from L loudspeakers can be writ-

ten as

p
ðmÞ
i ¼ G01

B�2BUiR
ðmÞw2BL; (11)

where

RðmÞ :¼ Rðm;1Þ � � � Rðm;LÞ
� �

; (12)

w2BL :¼ w
ð1ÞT
2B � � � w

ðLÞT
2B

h iT
: (13)

The reproduction error for the ith block at control point

m is given as

e
ðmÞ
i :¼ t

ðmÞ
i �G01

B�2BUiR
ðmÞw2BL; (14)

where t
ðmÞ
i are the B DFT-coefficients of the target pressure

at control point m for block i. To ensure that the target sound

field in the bright zone is achievable with the available loud-

speakers, we choose to model the target pressure in terms of

the available room impulse responses. The target is then

expressed as

t
ðmÞ
i :¼ G01

B�2BUiR
ðm;‘tÞw

ðm;‘tÞ
2B ; (15)

where Rðm;‘tÞ is the transfer function from the target loud-

speaker2 (denoted by index ‘t) to control point m and w
ðm;‘tÞ
2B

is the corresponding filter modifying the input signal for the

mth control point. Note that the target filter could be differ-

ent for each control point. In this work, it is a modelling

delay (Nelson et al., 1992) for control points in the bright

zone and zero for points in the dark zone. This data model is

graphically represented in Fig. 2, where R represents the

collection of RIRs as expressed in Eq. (A2).

B. Leaky frequency domain block adaptive filters

With the data model defined, it is now possible to

restate the cost function from Eq. (1). The first step is to

define the error as the difference between the reproduced

and target sound fields. The desired outcome is to minimize

the mean square reproduction error at the control points

adaptively. Thus, the cost-function at time step i can be

expressed as

FIG. 2. Graphical representation of the overlap save based data model. As

seen from the update Eqs. (20)–(22) the algorithm “algo” utilizes the given

RIRs R.
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JðwiÞ :¼
XM

m¼1

jjeðmÞi jj
2
2 þ kjjwijj22; k 2 Rþ: (16)

The (leaky) term kjjwijj2 has been added as a regularization

term penalizing amplification introduced by the loudspeaker

filters.

One approach to reduce this cost function (in order to

minimize its expectation as i!1) is as an adaptive filter

with a gradient update step expressed as

wiþ1 ¼ wi � arJðwiÞ; a 2 Rþ: (17)

In the above, rJðwiÞ :¼ @JðwiÞ=@w�i is the complex gradi-

ent [as introduced in Brandwood (1983)] and wi denotes the

filters at block index i, while wiþ1 denotes the next block.

1. Update equations

To express the update equations and simplify the com-

putation of the gradient step, it is desirable to express it in

terms of the frequency spectra of the zero-padded control fil-

ters w2BL.

With the used definition of the complex gradient, the

gradient of the cost function is determined as

rJðwiÞ ¼ ðG10
2BL�JLÞ

H �
XM

m¼1

RðmÞHUH
i e
ðmÞ
2B;iþ kw2BL

 !
; (18)

where

G10
2BL�JL :¼ IL �G10

2B�J; e
ðmÞ
2B;i :¼ ðG01

B�2BÞ
He
ðmÞ
i : (19)

In the above� denotes the Kronecker product. We can multiply

both sides of Eq. (17) by G10
2BL�JL and introduce G10

2BL�2BL

:¼ G10
2BL�JLðG10

2BL�JLÞ
H

and G01
2B�2B :¼ ðG01

B�2BÞ
H

G01
B�2B to

obtain the updated equations

e
ðmÞ
2B;i ¼ G01

2B�2BUi Rðm;tÞw
ðm;tÞ
2B � RðmÞw2BL;i

� �
; (20)

rJ2BðwÞ :¼ G10
2BL�JLrJðwÞ

¼ G10
2BL�2BL �

XM

m¼1

RðmÞH �U
H

i e
ðmÞ
2B;i þ kw2BL;i

 !
;

(21)

w2BL;iþ1 ¼ w2BL;i � arJ2BðwiÞ: (22)

In the above update step, the input data block �U i :¼ K�1
i Ui

is introduced to potentially pre-whiten the audio data in the

gradient step, as done in transform domain LMS filters

[Sayed (2008), Chap. 26 and Yang et al. (2019)]. In this

work, pre-whitening of the audio data is chosen and

Ki ¼ cKi�1 þ ð1� cÞUH
i Ui (with 0 < c < 1). Note, that all

matrices besides G10
2BL�2BL and G01

2B�2B are compositions of

diagonal matrices. Hence, the update steps can be imple-

mented using element wise multiplications and fast Fourier

transform (FFT) operations, rather than dense matrix-matrix

multiplications. Thus, the complexity of the adaptive filter

update scales with the Oð2B log2ð2BÞÞ of the FFT.

The maximum step size for which the resulting adaptive

filters are stable in the mean square sense is considered in

Appendix A. To improve the trade-off between convergence

rate and misalignment error, a variable step-size algorithm

can be applied. The step-size update rule applied in this

work is described in Appendix B.

IV. SUBBAND DECOMPOSITION

In this section, decomposition of linear systems in sub-

band components is introduced. The purpose for this is to

express sound zones in terms of subband adaptive filters.

The approach described in this section is based on the work

presented in Moles-Cases et al. (2020) and Reilly et al.
(2002), and will only be summarized here.

Sound zones processing generally requires that we pre-

dict the sound pressure at given positions in space through

estimated room impulse responses or free-field radiation

assumptions. These RIRs constitute a linear model, which

can be used for feed-forward control as shown with Eq. (3).

The motivation for introducing subband processing is to

reduce the sampling rate at which we process the signals to

match the target frequency range of each loudspeaker

driver.

To process the loudspeaker signals in each subband sep-

arately (without mutual coupling between subbands), it is

desired to approximate the RIRs by corresponding subband

FIR filters, operating at the reduced sampling rate as sug-

gested in Reilly et al. (2002). This requirement introduces

some constraints on the applied analysis and synthesis filter

banks. To obtain a filter bank with negligible “in-band” ali-

asing as well as (near) perfect reconstruction, it is necessary

to design an oversampled filter bank (Harteneck et al., 1998;

Kellermann, 1988), since the mutual coupling between adja-

cent subbands is unavoidable for accurate system descrip-

tion using critically sampled filter banks (Gilloire and

Vetterli, 1992).

A. System decomposition in subbands

The procedure for decomposing a linear time-invariant

(LTI) system into subband systems, proposed in Reilly et al.
(2002), utilizes a generalized DFT (GDFT) filter bank. The

concept is illustrated in Fig. 3, where rðm;‘ÞðzÞ is the original

LTI system (a single RIR), and r̂ðm;‘ÞðzÞ is the decomposed

subband approximation. The idea is that we would have

r̂ðm;‘ÞðzÞ ¼ bz�d0 pðm;‘ÞðzÞ, where b 2 Rþ and d0 is a delay

such that p̂ðm;‘ÞðzÞ is equal to pðm;‘ÞðzÞ up to a scaling and a

delay.

B. Filterbank requirements

The approach used in Reilly et al. (2002), relies on two

sufficient conditions in order to approximate rðm;‘ÞðzÞ by the

subband components r̂
ðm;‘Þ
k ðzÞ; k 2 0;…;K=2� 1, without

mutual coupling between the subbands. The first condition

is that there should be almost no frequency overlap between
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the repeated (or modulated) spectra of the kth analysis filter

hkðzWd
DÞ (due to down sampling) and the corresponding syn-

thesis filter fkðzÞ. This can be described as the equation

fkðzÞhkðzWd
DÞjz¼ejxt 	 0; d¼ 1;…;D� 1; 0
x< 2p;

(23)

where D is the down sampling factor and Wd
D ¼ e�j2pd=D.

This property can be realized by a suitable choice of over-

sampling ratio and transition band of the lowpass prototype

filter.

The second condition is that of a near perfect recon-

struction of the filter bank, i.e.,

1

2

XK=2�1

k¼0

R fkðzÞhkðzÞ
� �

	 bz�d0 ; (24)

where Rf�g denotes taking the real part of the argument.

C. Decomposition into subsystems

The subband components are determined in such a way

that the subband system approximates the target LTI system

rðm;‘ÞðzÞ in a least squares optimal way. If the in-band alias-

ing is kept small, the channels in the filter bank can be

treated independently (Reilly et al., 2002). The error

between the true subband channel and approximated sub-

band channel is then expressed as

e
ðm;‘Þ
k ðzÞ :¼ 1

D

XD�1

d¼0

hkðz1=DWd
DÞr̂

ðm;‘Þ
k ðzÞ

�

�hkðz1=DWd
DÞrðm;‘Þðz1=DWd

DÞ
�
: (25)

Hereby, one choice for the decomposed subband system is

the one which minimizes the squared error

r̂
ðm;‘Þ
k;LS ðejxÞ ¼ argmin

1

2p

ðp

�p
jeðm;‘Þk ðejxÞj2dx: (26)

Additionally, the least squares subband components can be

computed as time-domain impulse responses as described in

Moles-Cases et al. (2020) and Reilly et al. (2002).

D. Relation to the control problem

In order to illustrate how the adaptive sound zone filter

algorithm of Sec. III fits into the subband processing frame-

work, the relationship is sketched in Fig. 4. In this figure, it

is illustrated that the adaptation of the loudspeaker control

filters w are performed independently in each subband chan-

nel. Thus, in each subband the control filters are updated

according to the update Eqs. (20)–(22). The loudspeaker

control filters are implemented directly in the subbands and

the loudspeaker input signals are recovered through synthe-

sis of the subband components.

V. RESULTS

A. Loudspeaker array

For the results, we used the loudspeaker array depicted

in Fig. 5. This array is designed for flexible reproduction in

most of the audible frequency range. Such a design

poses the challenges that the array should be both compara-

ble to the wavelength at the lowest frequency of interest,

and that the interelement distance should be less than half of

the wavelength at the highest frequency of interest [to avoid

spatial aliasing (Ahrens and Spors, 2010)]. To reduce the

required number of loudspeaker drivers, such a linear array

can be implemented as a combination of harmonically

nested linear arrays (Radmanesh et al., 2016). To ensure a

uniform control performance, it is desired that the chosen

FIG. 3. Schematic overview of original system and approximate subband

decomposition.

FIG. 4. Schematic overview of the subband adaptive filtering system going

from the single input audio signal u(z) to the L loudspeaker signals

yðzÞ ¼ ½yð1ÞðzÞ;…; yðLÞ�T . Each of the adaptive filter blocks w0ðzÞ to

wK=2�1ðzÞ represents a system of the type depicted in Fig. 2.

FIG. 5. (Color online) Sketch and picture of the 27 driver linear loud-

speaker array utilized for the evaluation of results.
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loudspeaker drivers radiate sound omnidirectionally in their

frequency range of concern.

The outcome design is an array consisting of three dif-

ferent types of loudspeaker drivers, a 12 cm midwoofer, a

19 mm subtweeter, and a 14 mm tweeter. The layout of the

drivers is based on harmonically nesting line arrays of 7

drivers. This leads to one line of tweeters, two lines of

subtweeters (of single and double spacing), and two lines

of midwoofers (of single and double spacing) that has

been truncated to the given width of the array. The mini-

mum center-to-center distances between the drivers are

12.6, 4.3, and 2.4 cm, corresponding to spatial aliasing at

1.36, 3.99, and 7.15 kHz. The crossover frequency

between midwoofer and subtweeter is chosen at 1.5 kHz to

slightly increase the frequency overlap where both mid-

woofer and subtweeter are capable of emitting sound. The

crossover frequency between subtweeter and tweeter is

chosen as 4 kHz. The tweeters are furthermore lowpass fil-

tered at 10 kHz as a compromise between increasing the

bandwidth and limiting spatial aliasing artifacts. This

array has been used for field tests, although those tests did

not utilize the presented adaptive algorithm (Jacobsen

et al., 2023).

With three different types of loudspeaker drivers

which cover the approximate frequency ranges

100 Hz–1.5 kHz, 1.5–4 kHz, and 4–10 kHz, respectively, it

is clear that no loudspeaker driver requires information

about the full audio bandwidth. As such, it is possible to

restrict the subband channels, which are processed for each

loudspeaker driver, to those that overlap with the frequency

range reproduced by the loudspeaker driver. This observa-

tion can significantly reduce the computational complexity

as described next.

B. Complexity analysis

The computational complexity in this section is consid-

ered as the number of floating-point operations (flops) per-

formed per full-rate input sample. For the full-rate solution

this means that the complexity is given as

CFR ¼ CAF=B; (27)

where CAF is the flops required to update the adaptive filters

and output B samples to each loudspeaker (given B new

input samples).

For the subband solution, the length of the subband

channel room impulse response is (Reilly et al., 2002)

NRk
¼ NP þ NR � 1

D

� 	
� NP

D

� 	
þ 1; (28)

where NP is the length of the prototype filter used for the fil-

ter bank, NR is the length of the full-rate room impulse

response, and d � e denotes the ceiling operator. From the

adaptive overlap-save framework, the block size B is chosen

larger than the linear convolution between the room impulse

response and the loudspeaker control filter. If the control fil-

ter in the subband channel has the length Jw#D ¼ dJ=De the

subband block size B#D is chosen as the next radix 2 number

larger than NRk
þ Jw#D � 1.

The subband number of computations per sample of the

full-rate input signal can be expressed as

CSB ¼ ðB#DðCANþLCSYNÞþKACAF;SBÞ=ðB#DDÞ; (29)

where CAN and CSYN are the complexities of the analysis

and synthesis filter banks, respectively. The complexity for

updating the adaptive filters in a subband channel is CAF;SB

and KA 
 K=2 denotes the number of active subbands. Note

that L times as many synthesis steps are required, compared

to analysis, due to the L loudspeakers.

1. Complexity example

We now look at an example for computing the com-

plexity assuming a set of filters for the three-layer nested

line array as specified in Sec. V A. The assumed anechoic

impulse responses have a length of NR¼ 700 samples and

the desired control filters are of length J¼ 300 samples,

both at a sampling frequency of 48 kHz. The step-size is

determined according to Algorithm 1 in the Appendix with

maxItr ¼ 2. For this example, and in the rest of the paper,

the bright and dark zones each consist of three microphone

positions, covering the ranges [�25�,�15�] and [15�,25�]
of the horizontal directivity, respectively (see Fig. 11 for

the resulting directivity pattern). In the complexity analy-

sis, it is assumed that the number of channels in the filter

bank is a power of 2, hence, the complexity is evaluated for

4 to 128 subband channels. The prototype filters are itera-

tively designed following the procedure in Weiss et al.
(1998a) and the filter banks are implemented according to

Weiss (2002). Computational savings can be achieved by

taking into account that each of the loudspeaker drivers

will only reproduce audio in a subset of the audible fre-

quency range. This is usually ensured by a crossover net-

work bandpass filtering the input signals to each of the

loudspeaker drivers. The outcome is that particular subband

channels will have close to no input signal due to this

crossover network. Therefore, some of the subband chan-

nels can be assumed to be zero and do not require computa-

tions. The chosen threshold for ignoring subband channels

is when the passband edge of the subband analysis filter is

1/3rd octave outside the cutoff frequency of the loud-

speaker crossover network. This threshold is chosen rela-

tive to the 8th order Linkwitz-Riley crossover filters

applied in this work.

The results in Fig. 6 show the computational complex-

ity for oversampling ratios O of 2, 3/2, and 5/4. The filter

lengths are chosen according to the oversampling ratios as

4K, 8K, and 16K, respectively. From the results it is

observed that there is a benefit in using the subband process-

ing scheme, over the full-rate scheme, when only the rele-

vant subband channels are computed.
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2. Wall-clock results

To provide further insights in the problem for the theoreti-

cal complexity results in Fig. 6, the algorithms have been

implemented in Cþþ, without specialized libraries for numeri-

cal computations, and compiled to the MATLAB.mex format

using GCC 13.1.0. The FFT was implemented as a standard

conjugate-pair split-radix FFT as described in, e.g., Johnson

and Frigo (2007). For this experiment, 30 s of white noise was

processed for each of the subband configurations. The wall

clock duration measurements were repeated 10 times and the

results include both the analysis and synthesis duration of the

subband system along with the processing time in each sub-

band. The results were measured on an HP ZBook Studio G8

laptop with an Intel i9-11950H processor running MATLAB

2022b and WINDOWS 10. The results were measured using both

single threaded and multithreaded executions. For the multi-

threaded results3 the execution is parallelized across the adap-

tive filtering updates in individual subbands as well as

synthesizing the signals for the individual loudspeaker drivers.

From the results shown in Fig. 7, it is observed that the

full-rate implementation is comparable to the subband filtering

with all subbands being active and an oversampling ratio of 2.

The full-rate solution is slower than the subband implementation

when the adaptive filtering is only performed in the relevant

subbands. Last, the multithreaded implementation of the sub-

band solution with only active subbands is significantly faster

than the other implementations. Only slight improvements are

observed for increasing the number of subbands beyond 8. The

remainder of the results section will use the example filter bank

with K¼ 8 subband channels, an oversampling ratio of O¼ 5/4,

and a prototype filter length of Np¼ 128 samples.

C. Simulated response

1. Tracking performance towards a sudden shift
in focus direction

The intended purpose of the adaptive structure is to

adapt to changes in the desired room impulse responses,

e.g., due to the desired location of the zones moving. As a

proxy for this scenario, a simplified scenario is established.

After reproducing audio for 15 s, the bright and dark zones

exchange location instantaneously. This provides an indica-

tion of the speed at which the system can adapt to sudden

changes, as would be needed to track moving listeners.

The evaluation metric used for this investigation is the

normalized mean square error of the filters relative to the

Wiener solution wo [as specified in Eq. (A1)],

NMSE ¼ jjw2BL;i �G10
2BL�JLwojj2

jjG10
2BL�JLwojj2

: (30)

For the case of a varying step-size, the maximal step-size is

chosen according to 2=kmaxðEfXigÞ (as defined in

Appendix A) where the expectation, denoted by Ef�g, is

calculated from the full audio signal used for the test.4 The

initial step-size is chosen as 1/100 of the maximal step-size.

For the scenario without updating the step-size, the initial

step-size is kept for the duration of the experiment.

The tracking performance when the input signal is

white noise is shown in Figs. 8(a)–8(d). From the white

noise results, it is seen that the variable step-size results

exhibit faster tracking than the static step-size. It is also

observed that the NMSE of the subband filters decrease at a

similar rate to the full-rate adaptive filters.

The tracking performance in the case of music5 is pre-

sented in Figs. 8(e)–8(h). The results are similar to the situa-

tion with white noise, although the convergence is less

smooth. One difference to note is that the changes in the music

can cause the variable step-size NMSE to locally increase, due

to the short-term average of the spectrum being different from

the long-term average used to determine the Wiener solution.

D. Anechoic response

The evaluation of the algorithm is performed using

measurements from a large room, which are truncated in

FIG. 6. (Color online) Comparison of the computational complexity in flops

per input sample at 48 kHz. (—): Full-rate adaptive filtering. (�): Subband

adaptive filtering, all subbands active. (�): Only relevant subbands active.

(Full): O¼ 2, Np ¼ 4K. (Dashed): O¼ 3/2, Np ¼ 8K. (Dotted): O¼ 5/4,

Np ¼ 16K.

FIG. 7. (Color online) Comparison of the wall clock duration to process 30 s

white noise for various subband configurations. Each configuration was

repeated 10 times. Error bars indicate 1 standard deviation. (—): Single-

threaded, full-rate adaptive filtering. (�): Single-threaded, subband adaptive

filtering, all subbands active. (�): Single-threaded, only relevant subbands

active. (�): Multithreaded, only relevant subbands active. (Full): O¼ 2,

Np ¼ 4K. (Dashed): O¼ 3/2, Np ¼ 8K. (Dotted): O¼ 5/4, Np ¼ 16K.
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time to provide anechoic responses. The room is 12 m by

12 m by 12 m, and the loudspeaker array is mounted on a

movable platform which makes it possible to measure indi-

vidual impulse responses from the loudspeaker drivers to

microphone positions on a half-circle of radius 3 m centered

at the midpoint of the loudspeaker array. The half-circle is

sampled at 5� resolution and can be used to evaluate the

directivity response of the combined loudspeaker array. The

impulse response measurements are performed as the aver-

age of two exponentially swept sine measurements (Farina,

2007) from 5 Hz to 24 kHz over a duration of 3 s. The esti-

mated impulse responses are then truncated in time to

remove any reflections from the boundaries of the room.

The correspondence between the convergence rate of

the adaptive filters and the acoustic separation between the

bright and dark zones is evaluated through the time-domain

contrast. The time-domain contrast is here defined as the

ratio of mean square sound pressure levels for a block of

audio samples

Contrast i½ � ¼
M�1

B

XMB

m¼1

XN

n¼1

jjpðmÞB Niþ n½ �jj22

M�1
D

XMD

m¼1

XN

n¼1

jjpðmÞD Niþ n½ �jj22

: (31)

In the above, p
ðmÞ
B and p

ðmÞ
D refers to the sound pressures

observed at points in the bright and dark zones, respectively.

To avoid overfitting in the test, the adaptive filters and loud-

speaker input signals are calculated based on point-source

simulations in free-field, while the sound pressure is evalu-

ated by convolving the loudspeaker signals with the mea-

sured anechoic impulse responses. The scenario where the

bright and dark zones suddenly change position, as used in

Sec. V C, is repeated here using the same music signal. Due

to the temporal variations in the music, the block size is cho-

sen as 1024 samples, corresponding to 21.3 ms at 48 kHz

sampling frequency. The results in Fig. 9 depict the contrast

between the directivity ranges [�25�,�15�] and [15�,25�],
hence, the contrast becomes negative after switching the

roles of the bright and dark zones. The results reaffirm that

the variable step-size leads to faster convergence than the

fixed step-size as observed from the steeper transition

between positive and negative contrast. Another observation

is that the subband adaptive filtering does not lead to a dif-

ferent contrast than the full-rate solution when an adaptive

step-size is used.

Given this similarity between the full rate and subband

solution, it is of interest to determine whether there are any

spectral differences between the solutions due to some sub-

bands converging to different NMSEs. For this purpose, the

algorithms were run with 30 s of white noise as input with-

out changing the location of the zones. The power spectra in

FIG. 8. Normalized mean square deviation from the Wiener filter solution for the full-rate and subband channel filters for 30 s white noise and music, with

the bright and dark zones being swapped after 15 s. Top-row: Fixed step-size. Bottom row: Variable step-size. (Solid): Midwoofer channels, (dashed): sub-

tweeter channels, (dotted): tweeter channels.

FIG. 9. (Color online) Time-domain contrast. Input signal¼music. (—):

Full-rate, fixed step-size, (—): Full-rate, variable step-size, (– – –):

Subband O¼ 5/4, fixed step-size. (– – –): Subband O¼ 5/4, variable step-

size. Note that the bright and dark zone switches position at time¼ 15 s.
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the center of the bright and dark zones were then estimated

using Welch averaging with block sizes of 4096 samples,

Hanning windows, and no overlap. The resulting sound

pressure power spectra were smoothed using a 1/24th

octave moving average filter and normalized relative to

the average bright zone level in the frequency range

between 500 Hz and 8 kHz. The results in Fig. 10, show

negligible differences between the full-rate and subband

solutions.

E. Correspondence to point source response

To evaluate the spatial response of the loudspeaker

array when the adaptive filtering is being used, the directiv-

ity response of each loudspeaker driver was measured as

described in Sec. V D. The loudspeaker input signals are

generated assuming point-source transfer functions and

evaluated using either point-source simulations or measured

loudspeaker responses. The directivity response is evaluated

as the pressure power spectra at 3 m in 5� angular resolution,

across 30 s of adaptive filtering given a white noise input

signal. In Fig. 11, the results are seen for a bright zone cov-

ering the range [�25�,�15�] and a dark zone covering

[15�,25�]. As seen from the plots, the point source simula-

tion captures the majority of the response of the loudspeaker

array. This is due to the choice and arrangement of

loudspeaker drivers combined with the chosen crossover

network, i.e., the loudspeaker drivers are almost omni-

directional in the frequency ranges they are used. The out-

come of this is that it is sufficient to use the point source

responses for controlling the loudspeaker array. This pre-

vents overfitting to the production variations in the individ-

ual loudspeaker drivers, when basing the control on

measured directivity responses. Note that this sensitivity can

be further reduced by increasing the k parameter in Eq. (21),

although that increases the misalignment error. This trade-

off is discussed in Fraanje et al. (2007) for the case of

FXLMS.

F. Room response

To validate the behavior of the proposed adaptive pro-

cedure in a reflective environment, a series of room impulse

response measurements were conducted in a 143 m3 room

with raised ceiling and reverberation time of T20¼ 0.53 s.

The measurements were made from each individual loud-

speaker driver to two microphone array positions at posi-

tions (0.75 m; 2.92 m) and (–0.91 m; 2.87 m) relative to the

center of the loudspeaker array and 1.10 m above the floor.

The microphone array consisted of a 4� 3 rectangular array

with 10 cm spacing between adjacent microphones. A sketch

of the setup is shown in Fig. 12.

The measurements were conducted using exponential

sweeps of 8 s duration. For the midwoofers and subtweeters,

the sweeps were from 10 Hz to 24 kHz, and for the tweeters

the sweeps were from 100 Hz to 24 kHz.

In a scenario where little information is known about

the reflective environment, it might be suitable to rely on

free field assumptions for controlling the sound field, rather

than slightly inaccurate in situ measurements (Møller and

Olsen, 2019). As seen from the anechoic results, the simu-

lated point source responses are a reasonable approximation

FIG. 10. (Color online) Free field pressure power spectra averaged across

30 s white noise and normalized to the bright zone level in the 500 Hz -

8 kHz range. (—): Full-rate, variable step-size, bright zone, (—): Full-rate,

variable step-size, dark zone, (– – –): Subband O¼ 5/4, variable step-size,

bright zone. (– – –): Subband O¼ 5/4, variable step-size, dark zone.

FIG. 11. Directivity response of simulated and implemented loudspeaker

arrays, using the adaptive algorithms with white noise input signal while

the bright and dark zones cover the ranges ½�15�;�25�� and ½15�; 25��,
respectively (highlighted with dotted lines). The response in dB is normal-

ized relative to maximal value across both angle and frequency. K¼ 8,

O¼ 5/4, and Np ¼ 16K.
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for the loudspeaker drivers with the given array. As such,

the investigated scenario utilizes point source simulations

for calculating the loudspeaker signals. The resulting sound

field in the room is determined by convolving the loud-

speaker signals from the adaptive algorithm with the mea-

sured RIRs to the two microphone array locations. For the

investigations in this section, the loudspeaker signals are

based on point source simulations to three points in the free

field representing each zone in the angle ranges

[�25�,�15�] and [15�,25�].
To provide an indication of the tracking performance of

the system, 30 s of white noise is reproduced by the array

and the RIRs for the bright and dark zones are swapped after

15 s. Initially, the bright zone covers the range [�25�,�15�]
and the dark zone covers [15�,25�]. From the contrast evalu-

ated across time, plotted in Fig. 13, it is seen that approxi-

mately 10 dB of contrast is generated between the zones in

the room. This reduction in separation is expected due to the

reflective environment (Sim�on-G�alvez et al., 2014).

To provide insights into the frequency dependence of

the separation, the averaged pressure power spectra in the

two zones are shown in Fig. 14. Here, the average is taken

across all microphones in a zone and 30 s of white noise

when the sound is focused towards [�25�,�15�] and sup-

pressed towards [15�,25�]. As seen from the free field direc-

tivity in Fig. 11, the given array is hardly directive below

600 Hz. This result is also observed from the small level

differences between the zones at low frequencies in Fig. 14.

For improved separation between the zones, it would there-

fore be advantageous to combine the presented solution with

subwoofers distributed throughout the room is discussed in,

e.g., Druyvesteyn and Garas (1997) and Møller et al.
(2019).

VI. DISCUSSION

A. Quality vs prototype filter length

One concern with block-based processing is whether

audible artifacts are introduced due to the processing. To

give a brief insight into the potential challenges with quality,

a simple experiment is set up. Here, the sound pressure

reproduced in the bright zone (using the free field point

source model), is compared to a reference signal. The refer-

ence is the music signal, filtered by the crossover network

and recombined to a single signal. This is done to remove

spectral differences caused by the crossover network from

the quality comparison.

The quality is predicted by the Perceptual Evaluation of

Audio Quality (PEAQ) model (ITU-R, 2001), which com-

pares a degraded audio excerpt against a reference and pre-

dicts an objective difference grade (ODG) from 0

(imperceptible) to �4 (very annoying) using the MATLAB

implementation (Kabal, 2004). The evaluation was per-

formed using K¼ 8 subbands and oversampling ratios of 2,

3/2, and 5/4. The performance is an interplay between the

aliasing suppression of the prototype filter design and the

accuracy of the decomposition of the RIRs into subband

approximations. From Fig. 15, it is observed that the quality

increases with the length of the prototype filter, which

improves both the suppression of aliasing within the sub-

bands as well as the accuracy of the subband approximation

of the RIRs.

B. Latency vs computational complexity

In the present work, the focus has been on improving

the computational complexity. As such, the adaptive filter-

ing has been implemented in the frequency domain.

FIG. 12. Sketch of the layout used for the room evaluation measurements.

FIG. 13. Contrast between zone A and B in the room sketched in Fig. 12

due to white noise input signal. For the initial 15 s, zone A is the bright

zone and zone B is the dark. For the last 15 s, the roles of the zones are

swapped.

FIG. 14. Sound pressure reproduced in the room sketched in Fig. 12. Power

spectra averaged across 12 microphones in each zone and 30 s of white

noise. The results are normalized to the bright zone level in the

500 Hz–8 kHz range. (Black line): Bright zone. (Gray line): Dark zone.
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This incurs an increased latency in the processing chain,

proportional to the block sizes (which are given by the lin-

ear convolution between the decomposed RIRs and the

subband control filters). This latency could be reduced by

introducing multi-delay filtering (Moulines et al., 1995;

Soo and Pang, 1990) although that comes at the cost of an

increased computational complexity. At 48 kHz, the

anechoic RIRs are of length 700 and the control filters are

300 taps long. Given the choices for the block size and the

50% overlap between blocks, the block processing intro-

duces 21.3 ms of latency.

Another factor introducing latency is the analysis and

synthesis filter banks. The latency of analysis and synthe-

sis step in samples is equal to the length of the prototype

filter minus 1 (Weiss et al., 1998b). Thereby, increasing

the number of subbands or decreasing the oversampling

factor, will increase the latency due to the required steeper

slopes of the prototype filter. With the choice of eight sub-

bands and an oversampling factor of 5/4, the filter bank

used to generate Figs. 9–14 introduces 127 samples of

latency, corresponding to 2.6 ms at 48 kHz sampling

frequency.

VII. CONCLUSION

In this work, sound zones were formulated as frequency

domain block adaptive filtering. This was evaluated for both

full-rate and subband processing (without cross-adaptive fil-

ters). It was seen that the benefit of the subband approach

relies on recognizing that specific subbands do not require

processing due to the inherent frequency range limitations

imposed by both loudspeaker array design and the properties

of loudspeaker drivers.

The reduced computational complexity was seen to be

attained without reducing the accuracy of the reproduced

sound field. Furthermore, it was seen that the subband for-

mulation naturally lends itself well to parallel computations

leading to faster execution times.

Future work should consider potential computational

complexity reductions in algorithms for choosing and updat-

ing the step-size of the adaptive algorithm.
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APPENDIX A: STEP SIZE CONDITIONS
FOR STABILITY

The conditions for mean square stability can be deter-

mined following the approach of energy conservation as

described in Sayed (2008) and Sayed and Al-Naffouri

(2001). Here, the approach is modified for the sound zone

application with given room impulse responses.

Start by defining the Wiener solution as

wo : ¼ argmin
w

E
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Introducing G:¼ðIL�G10
2B�JÞ;Si :¼ðIM�K�1UH

i G01
2B�2BUiÞ,

the weight update equation is written as

wiþ1 ¼ ð1� lkÞwi þ lGHRHSiðrt � RGwiÞ: (A3)

The weight error is introduced as ~wi :¼ wo � wi. Both sides

of Eq. (A3) can be subtracted from the Wiener solution,

which makes it possible to write

~wiþ1 ¼ ðIJL � lXiÞ~wi þ lni (A4)

with Xi :¼ kIJL þGHRHSiRG and ni :¼ kwo �GHRHSiðrt

�RGwoÞ.
Following the steps of Sayed and Al-Naffouri (2001)

and Chap. 24 of Sayed (2008), the conditions for mean

square stability is that the step size is chosen as

FIG. 15. Comparison of the PEAQ ODG score vs prototype filter length for

evaluating 30 s of music, with processing of the relevant subbands out of

K¼ 8. (Full): O¼ 2. (dashed): O¼ 3/2. (dashed-dotted): O¼ 5/4.
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l < min
2

kmaxðEfXigÞ
;

1

kmaxðA�1BÞ
;

1

kRðHÞ

� 
; (A5)

where kmaxð�Þ denotes the maximal eigenvalue of a matrix

and kRð�Þ denotes the maximal positive real eigenvalue of a

matrix. The matrices A, B, and H are given as

A :¼ EfXT
i � IJL þ IJL � XH

i g;
B :¼ EfXT

i � XH
i g;

H :¼
A=2 �B=2

IðJLÞ2 0ðJLÞ2

" #
: (A6)

This result relies on the independence assumption, i.e., that

the input sequence vector f½u½iB� B�;…; u½iBþ B� 1��Tg
is independent and identically distributed, without necessar-

ily following a Gaussian distribution.

APPENDIX B: BACKTRACKING LINE SEARCH

One way of determining the step size a is by performing

a backtracking line search. For this purpose, we describe the

current filter and the updated filter as

w2B;iþ1 ¼ w2B;i � airJ2BðwiÞ: (B1)

We can then perform a backtracking line search to deter-

mine ai 2 Rþ to provide sufficient reduction of the cost-

function by satisfying the Armijo condition (Nocedal and

Wright, 2006)

Jðwi� airJ2BðwiÞÞ 
 JðwiÞ � c1aijjrJ2BðwiÞjj22; (B2)

where c1 2 ð0; 1Þ. One option to speed-up the convergence

is to initialize the line search with the previous step size

ai ¼ a. However, this approach introduces the risk of getting

stuck at a very small step size. Therefore, if the Armijo con-

dition is already satisfied with the initial step size, we can

modify the line search to search for the largest step size sat-

isfying the sufficient decrease condition. To ensure the con-

vergence in the mean, the maximal step size can be

determined as suggested in Appendix A. Such a line search

is described in Algorithm 1. Note that other, more computa-

tionally efficient, algorithms for adjusting the step-size

might exist.

1Although Sec. V only considers anechoic conditions for the calculation of

the filters, we will use the terms room transfer functions and room

impulse responses to highlight the relation to controlling sound fields in

reflective environments.
2In the present work, the target loudspeaker is chosen as the center loud-

speaker of the line array.
3The multithreading was implemented using OPENMP.
4The reason for not choosing the maximal step-size according to Eq. (A5)

is the impracticality of evaluating eigenvalues of matrices of the size

ðJLÞ2 � ðJLÞ2. In the given example J¼ 300 and L is between 7 and 11,

i.e., the matrices would be at least 4:41� 106 by 4:41� 106.
5Daft Punk—Give life back to music, from 00:31 to 01:01.
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