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A B S T R A C T

The cutter suction dredger (CSD) is one of the main vessels utilized in the dredging industry. The dynamic
actions related to its rotating cutter head are the main trigger for sediment release and turbidity generation
by this vessel. The ability to predict the evolution of this turbidity and suspended sediment concentrations is
imperative for effective environmental management. This predictive capability allows ecologists to estimate
potential damage, enabling environmental managers to propose appropriate mitigation measures. In this study,
we conducted a qualitative numerical assessment of the characteristics of turbidity currents generated as a
result of cutter suction dredging of densely-packed sand. To this end, we developed a one-dimensional physics-
based model, providing the order of magnitude of sediment fluxes and concentration levels. In addition, a
quantitative sensitivity analysis is performed to unravel the relative influence of key operational parameters
on the generated turbidity currents. The results of this research reveal that breaching (dilative underwater
slope failure) is a major source of sediment release by CSDs and should be incorporated in the source-term
estimation. It is also found that the cut ratio is the most influential operational parameter on the generated
turbidity.
1. Introduction

Dredging is the process of excavating, transporting, and reallocating
bed materials of a water body to another place. Such a process is
necessary for different engineering applications, for instance, the con-
struction and maintenance of harbors, navigational pathways, and flood
defences. During dredging, sediment release and turbidity generation
are unavoidable (Alhaddad and Elerian, 2024a) and can be triggered
during one or more of the aforementioned stages of dredging (EPA,
2021). Dredging-induced turbidity poses a serious threat to the aquatic
environment. Turbidity-related light reduction and its repercussions
of reducing the oxygen release and the growth of aquatic flora and
fauna, and the smothering of sensitive habitats like coral reefs are
examples of the potential impacts of such a threat (Erftemeijer and
Robin Lewis, 2006; PIANC, 2010; Erftemeijer et al., 2012; Jones et al.,
2019). In the case of dredging contaminated soils (remedial dredging),
another possible dangerous impact is the release and propagation of
the contaminants attached to the sediment particles of the triggered
sediment-laden flows (Becker et al., 2015).

To anticipate the potential environmental impacts of dredging-
induced turbidity, an environmental impact assessment (EIA) is usually
carried out for each dredging project (Sun et al., 2020). EIA includes
far-field modelling of dredging-induced turbidity to predict its spatial
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and temporal evolution. Based on these far-field predictions, an ecolog-
ical assessment is performed to estimate the potential damage of each
environmental receptor within the concerned habitat (Erftemeijer et al.,
2012) (see Fig. 1). In the far field, the propagation of dredging-induced
turbidity is governed by the oceanographic environmental conditions,
i.e., tidal currents, wind, and waves (Tuinhof, 2014; Shao et al., 2015).
The key input to far-field models is the source-term, which is an
approximation of the rate of sediment release (flux) by the dredging
vessel to the far field (see Fig. 1). Accurate quantification of the source-
term is essential for a realistic prediction of dredging-induced turbidity
propagation and a reasonable EIA. Any uncertainty in the source-term
prediction will propagate through the whole EIA process and may re-
sult in misestimated stresses (concentration levels) and environmental
impacts. The source-term (quantity and distribution) depends on the
used dredging vessel and its operational parameters, and the in-situ soil
properties (De Wit, 2015).

CSD is the second main dredging vessel dominating the dredg-
ing industry after the trailing suction hopper dredger (TSHD). CSD
has been used for both capital and maintenance dredging since the
end of the 19th century (Henriksen, 2009; Mills and Kemps, 2016).
The main advantage of the cutter suction dredging technique is its
applicability for a broad range of soil bed formations ranging from
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Fig. 1. Sketch of dredging-induced turbidity propagation, and the location of the source-term input (Tuinhof, 2014).
soft clay to hard rock (Mills and Kemps, 2016). In addition, CSD
is distinguished by its accurate dredging profiles compared to the
other dredging vessels (Den Burger, 2003; Vlasblom, 2005). CSD is
mainly used for dredging bed formations that require mechanical ac-
tions to disintegrate the soil, which is mainly conducted by the cutter
head (see Fig. 2(b)). Moreover, CSD is utilized for unconsolidated and
non-cohesive soils (Mills and Kemps, 2016).

During dredging, sediment release is inevitable. The cutter head ac-
tions are the main trigger of sediment release and turbidity generation
during cutter suction dredging. The near-field environment is com-
plex and contains dynamic interactions: cutter-head-soil interaction,
cutter-head-mixture interaction, and different sediment resuspension
mechanisms. However, the common approaches followed in the dredg-
ing industry for estimating the rate of sediment release (source-term)
by CSD are empirical and do not reflect these dynamics. Additionally,
there is no methodology available in the literature for source-term
estimation in the case of cutter suction dredging of densely-packed
sand. This case is more critical, as an additional major resuspension
comes into play, referred to as breaching, which is accompanied by the
generation of turbidity currents (Alhaddad et al., 2020b, 2024b).

This study aims to address key limitations in existing models of
turbidity currents generated by CSDs. Current empirical models are site
and equipment-specific and do not consider the breaching mechanism.
Additionally, the interaction between the cutter head and turbidity
currents has not been previously explored. To overcome these gaps, we
develop a computationally efficient, physics-based model that accounts
for mixing and breaching, extending the 4-equation model by including
sediment and water entrainment external sources. We also perform a
global sensitivity analysis to quantify the influence of CSD operational
parameters on turbidity current dynamics, the first of its kind in this
context. The model’s efficiency makes this analysis feasible, which
would have been computationally infeasible with 3D CFD models. This
allows us to identify the most influential parameter, offering valuable
insights for optimizing CSD operations. Our methodology bridges the
gap between empirical limitations and the need for a robust, physically-
based model, advancing both scientific understanding and practical
application.

This paper is structured as follows. Section 2 outlines the working
method and components of CSDs. Section 3 builds on this by first ex-
plaining how sediment is released by CSDs during these operations and
identifying which components are involved. Then, it provides a detailed
explanation of the different resuspension mechanisms encountered dur-
ing cutter suction dredging of densely-packed sand and highlights the
limitations of the available source-term estimation methods in the
literature. Section 4 describes the numerical assessment methodology
followed in this paper, providing a detailed description of the adopted
2 
models. Section 5 provides a background on the sensitivity analysis
method implemented in this study and the statistical indices used for
sensitivity quantification. Section 6 presents the results of this study
and the discussion. In the final section, a conclusion is formulated, and
an outlook is introduced.

2. Working method of CSD

The main components of a CSD, as shown in Fig. 2(a), are the cutter
head, the ladder, the suction pipe, the dredge pump, the discharge
pipe, and the spud system (working spud, auxiliary spud, and spud
carriage). The cutter head is the most crucial CSD component since
dredging production and also sediment release heavily depend on
it (Vlasblom, 2005). The cutter head is responsible for loosening the
soil, creating a soil–water mixture, and guiding the mixture to the
suction mouth (Den Burger, 2003). The cutter head consists of some
blades, usually five to eight (Henriksen, 2009). On top of these blades,
a number of cutting elements are attached through adapters, and the
blades are connected together through the back ring and the hub (see
Fig. 2(b)).

For the operation of CSD, a repetitive stationary swinging-stepping
approach is followed with the help of the spud system, anchors, and
wires (see Fig. 3). The working spud is always anchored in the bed
while dredging. By slacking and pulling the side anchor wires, the CSD
swings back and forth with a circular movement around the working
spud. Once a swing is completed, the CSD steps forward with the help of
the spud carriage and starts to swing back in the reverse direction. The
swinging and stepping are repeated until the end of the spud carriage
stroke is reached. Then, the auxiliary spud is lowered, and the working
spud is lifted and moved to the beginning of the spud carriage stroke.
Following that, the working spud is lowered, the auxiliary spud is lifted,
and the whole cycle is repeated. The design of the cutter head (the
orientation of the cutting blades and teeth, see Fig. 2(b)) allows only for
one rotation direction, which results in two types of cutting according
to the swinging direction; over-cutting and under-cutting. Over-cutting
happens when the direction of swinging is the same as the cutter head
rotation, while, under-cutting happens when the direction of swinging
is opposite to the direction of the cutter head rotation.

The working method of the CSD, particularly the cutter head’s ro-
tation and the swinging-stepping process, directly influences turbidity
generation. As the cutter head dislodges soil and mixes it with water,
sediment release occurs not only through the cutting process but also
due to the complex hydrodynamic interactions generated around the
dredger. These interactions, along with the movement of the ladder
and spud system, contribute to both sediment spillage and resuspen-
sion in the surrounding water column. Understanding the mechanisms
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Fig. 2. Main components of cutter suction dredgers.
Fig. 3. Sketch illustrating the working method of cutter suction dredger (adapted from Niewboer (2022)).
behind sediment release is crucial, as they affect both the efficiency of
the dredging operation and the environmental impact. The following
section explores the various processes and resuspension mechanisms
responsible for sediment resuspension during cutter suction dredging.

3. Sediment release and resuspension mechanisms

Sediment resuspension can occur through different processes during
cutter suction dredging. For instance, in shallow dredging sites, using
large CSDs with drafts close to the bed or swinging the vessel at
high speed can create a turbulent flow field around the vessel and
cause sediment resuspension. The ladder movement can also generate
turbidity when the ladder angle is small; dragging the ladder over
the bed will cause turbidity (Henriksen, 2009; HR Wallingford, 2003).
Also, the movement of the spud system, anchors, and wires can release
sediment from the bed (Becker, 2011). In addition, sediment plumes
can occur during the transport of the dredged mixture, e.g., from over-
topping while loading the mixture onto barges or from an accidental
leakage from the discharge pipeline (HR Wallingford, 2003). However,
the actions and processes related to the rotating cutter head are the
main triggers of sediment resuspension and turbidity generation by
CSD (Hayes, 1986; Henriksen, 2009; HR Wallingford, 2003). While
dredging, there are some sediment losses, as not all sediment particles
dislodged by the cutter head are transported through the suction pipe.
3 
This represents a concern from a production point of view, as well
as an environmental point of view. From a production point of view,
sediment loss is commonly known as spillage for which there are two
main types: cutting spillage, and mixing spillage (Den Burger, 2003;
Niewboer, 2022).

The environmental concern is related to the fines that are released
to the water column, as the large particles settle fast while the fines can
be kept suspended in the water column for long periods and generate
turbidity flows (Becker et al., 2015). There are different mechanisms
related to the cutter head with which the sediment particles can be
brought into suspension. According to Hayes (1986) and Collins (1995),
the main sediment resuspension mechanisms are the mechanical pickup
mechanism, the wash-off mechanism, the hydrodynamic pickup mech-
anism, and the sloughing mass failure mechanism. The mechanical
pickup mechanism is the throw of sediment particles from the cutting
bank due to the centrifugal force exerted by the blades and teeth of
the rotating cutter head on the sediment particles just dislodged from
the cutting bank before entering the cutter head, in addition to the
scattering effect of the turbulent flow field around the rotating cutter
head. This mechanism is related to the cutting spillage. The wash-off
mechanism is the removal of soil particles stuck to the blades and
teeth of the cutter head by the turbulent flow field resulting from
the cutter head rotation and ladder swinging (more significant in the
case of cutter suction dredging of soils with adhesive characteristics).
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Fig. 4. Sketch of the breaching process and the associated turbidity current (Alhaddad
et al., 2021).

The hydrodynamic pickup mechanism is the sediment pick up and bed
erosion by the turbulent flow field around the rotating cutter head and
the swinging ladder. The sloughing mechanism is the shear failure of
soil mass due to the near-vertical cutting face created by the cutter
head after dislodging and sucking sediment particles during each swing.
The probability of such mass failure increases for less cohesive less
compacted bed formations, it also increases with increasing the cutting
thickness. Another cause of sloughing is the common buried-cutting
technique followed by the operators to disintegrate a big sediment
layer with a depth higher than the cutter diameter with only one
swing (Hayes, 1986).

An additional mechanism that is highly related to the cutter head
rotational speed and suction discharge is the mixing resuspension
mechanism. Mixing resuspension happens due to the pumping effect
of the cutter head. During the seventies of the last century, many
experimental tests were carried out within the Dutch dredging industry
on the cutting and mixing processes of the cutter head (Den Burger,
2003). One of the important findings was that the cutter head acts
like two successive pumps: a pump with an inward flow near the nose
of the cutter head and a pump with an outward flow near the back
ring. The outward flow near the back ring is responsible for the mixing
resuspension. The outward flow rate depends on the ratio between the
rotational speed and the suction speed (Den Burger, 2003; Niewboer,
2022).

Breaching is another sediment resuspension mechanism that can
be encountered in the dredging of densely-packed sandy soils, for
which CSDs are commonly used. Densely-packed sand is character-
ized by its dilative behaviour under shear causing negative pore wa-
ter pressure. This negative pressure increases the effective stress and
holds the soil particles together preventing the soil mass failure. In-
stead, the sand particles are individually disintegrated particle by par-
ticle from the slope surface and the pore pressure is gradually dissi-
pated (Alhaddad et al., 2023). Thus, breaching is characterized by its
gradual retrogressive failure (Alhaddad et al., 2020c) (see Fig. 4).

The source-term depends on the near-field complex dynamics
around the cutter head and the different resuspension mechanisms
(see Fig. 5). Becker et al. (2015) summarized the common procedures
followed in the dredging industry for source-term estimation for the dif-
ferent dredging vessels. For CSD, an empirical very simplified approach
is using a percentage of the fines in the sediment that will be dredged
and distributing them in time and space along the working procedure.

Another approach for source-term estimation is using one of the
empirical models developed using regression analysis for the data
collected during the field measurement campaigns carried out by the
US Army Crop of Engineers (USACE) during the 80th of the last century.
For instance, the Calumet Harbor, James River, Savannah River, New
Bedford, and Lavaca Bay field measurement campaigns. This includes
4 
the models of Hayes (1986), Crockett (1993), Collins (1995), Hayes
et al. (2000) and Hayes and Wu (2001). These models empirically relate
the sediment release of CSD to some of its operational parameters: suc-
tion velocity, rotational speed, swinging speed, cutter diameter, and cut
ratio. However, these models are site and equipment-specific and their
applicability is limited to the range of operational parameters and site
conditions of the data on which they were trained and validated (Hayes
et al., 2000).

The common practice in the dredging industry for evaluating CSD-
induced turbidity considers that the near-field turbidity triggered by
the cutter head is released as a passive plume that is dispersed in the
far field by the ambient water current (Hayes, 1986; Crockett, 1993;
Henriksen, 2009). This assumption is not valid for the case of cutter suc-
tion dredging of densely-packed sand, especially with relatively large
cutting ratios where more energetic turbidity currents are generated
(see Fig. 5(e)). In this respect, it is worth mentioning that the afore-
mentioned source-term estimation methods did not consider breaching
which can be a major resuspension mechanism (see Fig. 5(c)).

4. Numerical assessment of turbidity currents

The methodology implemented in this research consists of two
main parts; developing a physics-based model and performing a quan-
titative sensitivity analysis. The purpose of the model is to replicate
and estimate the dynamics of the turbidity currents generated during
cutter suction dredging of densely-packed sandy soils. Different opera-
tional scenarios are simulated to explore the impact of the main CSD
operational parameters on the generated turbidity current dynamics.
These parameters include the cutter head rotational speed, the ladder
swinging speed, the suction discharge, and the cut ratio, i.e., the ratio
of the cut thickness to the cutter head diameter. A quantitative global
sensitivity analysis (GSA) approach is adopted to evaluate the degree of
influence of each of these operational parameters on the CSD turbidity
currents dynamics. Based on the GSA results, the most influential
parameter is identified.

The developed model considers two resuspension mechanisms: the
breaching mechanism, and the mixing mechanism. For model develop-
ment, the turbidity current model of Parker et al. (1986), specifically,
the model version of Alhaddad et al. (2020b), is extended to include
multiple sediment fractions and external sources for water and sedi-
ment entrainment (see Eqs. (15)–(18)). Then, it is coupled with the
analytical spillage model of Miedema (2019). The model of Parker et al.
(1986) is used to represent the breaching resuspension from the breach
face in addition to the propagation of the turbidity current downstream
of the breach face. The model of Miedema (2019) is used to estimate
the sediment-water mixture outward flow of the cutter head.

4.1. Domain and coupling method

The considered domain is a 1-D domain with a vertical breach face
and a horizontal downstream part (see Fig. 6). For the breach face,
the 3-equation model is implemented (Eqs. (15)–(17)), while for the
downstream part, a fourth Eq. (18) is needed to take into account
the turbulent kinetic energy losses due to stratification of the net-
depositional flow regime. At the vertical breach face, the flow regime
is erosive and fully turbulent (Eke et al., 2011).

To consider the mixing resuspension, i.e., the water and sediment
external sources of the outward cutter head mixture flow, the model
of Miedema (2019) is implemented (see Fig. 7). These calculated
sources are averaged along the swinging path (see Fig. 6a) and dis-
tributed along the contact length of the cutter head with the breach
face. Subsequently, they are used as external sources for sediment
and water entrainment in the model of Parker et al. (1986). The
mathematical equations are solved numerically on a discretized 1-D
grid with stream-wise coordinates.
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Fig. 5. Snapshots of an underwater video recorded by Jacques-Yves Cousteau for cutter suction dredging of densely-packed sand showing the different resuspension mechanisms
related to the cutter head (a–d) and the propagation of the CSD-induced turbidity current (e).
4.2. 4-equation extended model

The layer-averaged 3-equation and 4-equation models introduced
by Parker et al. (1986) are widely used to simulate turbidity currents
in various applications, such as submarine canyons and breaching-
generated turbidity currents. Initially, Parker proposed the 3-equation
model based on the conservation of fluid mass (Eq. (1)), sediment mass
(Eq. (3)), and mixture momentum (Eq. (12)). However, this model over-
estimated sediment entrainment for highly erosive currents, leading to
unrealistic conditions where turbulent kinetic energy (TKE) consump-
tion exceeded production. To address this, a fourth equation for TKE
conservation (Eq. (13)) was introduced, linking sediment entrainment
to the TKE instead of the current velocity, making the 4-equation
5 
model more suitable for highly erosive currents, while the 3-equation
model is better for depositional currents. Hu et al. (2015) challenged
this, demonstrating analytically that the 3-equation model can apply
to highly erosive currents without violating TKE conservation when
realistic drag coefficients are used. This contradicts Parker’s assertion
that such currents excessively consume TKE. Eke et al. (2011) further
investigated the models’ applicability in breaching-generated turbidity
currents, finding the 3-equation model causes over-acceleration on
near-horizontal downstream slopes due to the lack of a mechanism for
limiting bed erosion. Hence, they used the 4-equation model for the
downstream regions, while applying the 3-equation model on steep,
near-vertical slopes, where stratification is negligible. This study adopts
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Fig. 6. Represented domain, (a) a top view of a CSD cutting and swinging along a swing path, (b) a cross-section showing the near-vertical breach generated by the cutter head
and the propagation of the triggered turbidity current in the downstream.
Fig. 7. Model implementation and coupling; the vertical breach face is represented by the 3-equation model of Parker et al. (1986). The external water and sediment entrainment
sources (cutter head outward flow) are calculated using the model of Miedema (2019) and averaged along the swinging length (see Fig. 6). The downstream turbidity current is
represented by the 4-equation model of Parker et al. (1986). ℎ is the layer thickness, 𝐶 is the layer-averaged concentration, and 𝑈 is the layer-averaged velocity.
Eke’s approach due to similarities with our domain and research focus
on breaching.

In the 4-equation model, Eq. (1) represents the fluid mass con-
servation. The main source is the water entrainment at the upper
interface of the turbidity current by the mixing effect resulting from
the Kelvin–Helmholtz instabilities formed due to the shear stress at
the interface between the stagnant clear water and the propagating
soil–water mixture. Parker et al. (1987) introduced the dimensionless
water entrainment coefficient (𝑒𝑤) as an empirical closure (Eq. (2))
for estimating the water entrainment rate. In this study, an additional
source (𝑆𝑤) is added to consider the water portion of the cutter head
outward flow.
𝜕 ℎ
𝜕 𝑡 +

𝜕 (ℎ𝑈 )
𝜕 𝑥 = 𝑒𝑤 𝑈 + 𝑆𝑤 (1)

𝑒𝑤 = 0.00153
0.0204 + 𝑅𝑖

, (2)

where, ℎ [m] is the turbidity current layer thickness, 𝑈 [m∕s] is the
layer-averaged velocity (see Fig. 7), and 𝑅𝑖 = 𝛥𝑔 ℎ𝐶

𝑈2 [−] is Richardson
number. 𝛥 = 𝜌𝑠−𝜌𝑤

𝜌𝑤
[−] is the relative submerged density of the in-situ

soil particles, in which 𝜌𝑠 [k g∕m3] is sediment particle density, and 𝜌𝑤
[k g∕m3] is water density.

For sediment mass conservation (Eq. (3)), the main governing pro-
cesses are sediment entrainment and sediment deposition (the first and
second terms in the RHS of Eq. (3) respectively). Both processes depend
on the sediment particle size (Parker et al., 1986; Alhaddad et al.,
2020b). Additionally, in this study, an external source (𝑆 ) is added
𝑠

6 
for considering sediment entrainment by the cutter head.

𝜕
(

ℎ𝐶𝑖
)

𝜕 𝑡 +
𝜕
(

ℎ𝑈 𝐶𝑖
)

𝜕 𝑥 = 𝑏𝑖𝑤𝑠,𝑖𝐸𝑠,𝑖 − 𝑤𝑠,𝑖𝐶𝑏,𝑖 + 𝑏𝑖𝑆𝑠, (3)

where, the subscript 𝑖 represents a particle size index, for each size, 𝑏𝑖
[−] is the fraction of this particle size within the bed soil, 𝐶𝑖 [−] is the
layer-averaged concentration of this particle size inside the turbidity
current, 𝑤𝑠,𝑖 [m∕s] is the hindered settling velocity, and 𝐸𝑠,𝑖 [−] is the
dimensionless sediment entrainment rate. 𝐶𝑏,𝑖 [−] is the volumetric
near-bed concentration and is empirically related to the layer-averaged
concentration through the formula: 𝐶𝑏,𝑖 = 𝑟0,𝑖𝐶𝑖 (Fukushima et al.,
1985). Parker (1982) introduced an empirical closure for the ratio (𝑟0,𝑖)
between the near-bed concentration and the layer-averaged concentra-
tion by representing the vertical distribution of the turbidity current
concentration using the Rousean expression. This empirical closure
reads: 𝑟0,𝑖 = 1 + 31.5(𝑢∗∕𝑤𝑠,𝑖)−1.46, in which 𝑢∗ [m∕s] is the bed shear
velocity. For sediment deposition estimation, the formula of Richardson
and Zaki (1954) is used as an empirical closure to the hindered settling
velocity, which reads: 𝑤𝑠,𝑖 = 𝑤0,𝑖

(

1 − 𝐶𝑏,𝑖
)𝑛𝑖 . 𝑤0,𝑖 [m∕s] is the terminal

settling velocity of the 𝑖th particle size and is calculated using the
empirical closure formula of Ferguson and Church (2004) (Eq. (4)), and
the power 𝑛𝑖 [−] is calculated using the formula of Richardson and Zaki
(1954) (Eq. (5)).

𝑤0,𝑖 =
𝛥g

(

D𝑖
)2

√

( )3
, (4)
𝐵1 𝑣 + 0.75 𝐵2 𝛥g D𝑖
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𝑛𝑖 =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

4.65 𝑅𝑒𝑝,𝑖 < 0.2
4.35(𝑅𝑒𝑝,𝑖)−0.03 0.2 < 𝑅𝑒𝑝,𝑖 < 1
4.45(𝑅𝑒𝑝,𝑖)−0.1 1.0 < 𝑅𝑒𝑝,𝑖 < 500
2.39 500 < 𝑅𝑒𝑝,𝑖

, 𝑅𝑒𝑝,𝑖 =
𝑤0,𝑖𝐷𝑖

𝜈
, (5)

where, 𝐷𝑖 [m] is the mean diameter of the 𝑖th particle size, 𝐵1 [−] is
 constant related to the shape of the sediment particle and ranges
etween 18 and 24, and 𝐵2 [−] is an approximate value for the drag
oefficient of the sediment particle and ranges between 1.0 and 1.2
or natural grains (Ferguson and Church, 2004). 𝑅𝑒𝑝,𝑖 [−] is a particle

Reynolds number related to the terminal settling velocity of 𝑖th particle
size, 𝜈 [m2∕s] is the kinematic viscosity of the sediment-water mixture
nd is assumed to be equal to the kinematic viscosity of clear water
10−6 m2∕s) for low-concentration mixtures (Groenenberg et al., 2009).

To estimate the sediment entrainment along the vertical breach
ace, the sediment entrainment coefficient, 𝐸 𝑠𝑖 [−], is calculated using
he formula put forward by (Alhaddad et al., 2020a):

𝐸 𝑠𝑖 =
(1 − 𝑛0) 𝑢𝑠,𝑖

𝑤𝑠,𝑖

⎛

⎜

⎜

⎝

𝑣𝑒,𝑔
2𝑢𝑠,𝑖

+

√

( 𝑣𝑒,𝑔
2𝑢𝑠,𝑖

)

+
𝜙𝑝,𝑓 ,𝑖𝛥𝑘𝑙𝑓

𝑢𝑠,𝑖𝛿 𝑛
⎞

⎟

⎟

⎠

, (6)

where, 𝑛0 [−] is the undisturbed bed porosity, 𝑤𝑠,𝑖 [−] is the hindered
settling velocity of the 𝑖th particle size, 𝑢𝑠,𝑖 =

√

𝛥𝑔 𝐷𝑖 [m∕s] is the Shields
velocity for particles with the diameter 𝐷𝑖, 𝛿 𝑛 = 𝑛𝑙−𝑛0

1−𝑛𝑙
[−] is the relative

change of the porosity of the in-situ bed soil, 𝑛𝑙 [−] is the maximum
porosity of the in-situ bed soil, 𝑘𝑙 [m∕s] is the loose-state permeability
of the in-situ bed soil, 𝑓 = (sin(𝛼𝑠 − 𝜙))0.55 [−], 𝑣𝑒,𝑔 [m∕s] is the pure
breaching bed erosion velocity, also known as the wall velocity, and is
calculated using the formula of Breusers (1977) which reads:

𝑣𝑒,𝑔 = −𝛥𝑘𝑙
sin(𝜙 − 𝛼𝑠)

sin𝜙

(

1 − 𝑛0
)

𝛿 𝑛 , (7)

in which, 𝜙 [◦] is the internal friction angle of the bed soil, 𝛼𝑠 [◦] is
he bed slope. 𝜙𝑝,𝑓 ,𝑖 [−] is the dimensionless flow-induced sediment
ickup rate calculated using the formula of Alhaddad et al. (2020a)
hich reads:

𝜙𝑝,𝑓 ,𝑖 = 0.00052𝑓𝑟,𝑖(𝐷∗,𝑖)0.3
( 𝜃𝑖 − 𝑓𝑐 𝑟,𝑖𝜃𝑐 𝑟,𝑖

𝑓𝑐 𝑟,𝑖𝜃𝑐 𝑟,𝑖

)1.5
, (8)

where, 𝑓𝑟,𝑖 [−] is a reduction factor for the effect of near-bed concen-
tration (Alhaddad et al., 2020a), 𝐷∗,𝑖 [−] is a dimensionless diameter of
he 𝑖th particle size, 𝜃𝑖 [−] is the Shields parameter of the 𝑖th particle

size, 𝜃𝑐 𝑟,𝑖 [−] is the critical Shields parameter of the 𝑖th particle size
and is calculated using the formula of Brownlie (1982). 𝑓𝑐 𝑟,𝑖 [−] is an
mplification factor for the critical shear stress. 𝑓𝑟,𝑖, 𝐷∗,𝑖, 𝜃𝑖, and 𝑓𝑐 𝑟,𝑖
re calculated based on the work of Alhaddad et al. (2020b) using the

following formulas:

𝑓𝑟,𝑖 =
1 − 𝑛0 − 𝐶𝑏,𝑖

1 − 𝑛0
, 𝐷∗,𝑖 = 𝐷𝑖

3

√

𝛥𝑔
𝑣2

, 𝜃𝑖 =
𝑢2∗

𝛥𝑔 𝐷𝑖
,

𝑓𝑐 𝑟,𝑖 =1 + (sin(𝜙 − 𝛼𝑠))2,
(9)

in which, 𝑢∗ [m∕s] is the bed shear velocity.
Along the horizontal downstream part, sediment particles are loose

and sediment entrainment is only flow-induced with no dilatancy ef-
ect, thus, the sediment entrainment coefficient, 𝐸 𝑠𝑖 [−], is calculated

using the sediment entertainment formula of Garcia and Parker (1993)
eveloped for turbidity currents and reads:

𝐸𝑠,𝑖 =
1.38 ⋅ 10−7𝑍5

𝑖

1 + (4.6 ⋅ 10−7𝑍5
𝑖 )

,

𝑍𝑖 =

⎧

⎪

⎪

⎨

⎪

⎪

( 𝑢∗
𝑤𝑠,𝑖

)(𝑅𝑒∗𝑝,𝑖)
0.6 𝑅𝑒∗𝑝,𝑖 > 3.5

0.586( 𝑢∗
𝑤 )(𝑅𝑒∗𝑝,𝑖)

1.23 1 < 𝑅𝑒∗𝑝,𝑖 < 3,

(10)
⎩

𝑠,𝑖
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where, 𝑅𝑒∗𝑝,𝑖 [−] is the particle Reynolds number of the 𝑖th particle size
based on the Shields velocity (𝑢𝑠,𝑖) and is calculated using the following
formula:

𝑅𝑒∗𝑝,𝑖 = 𝐷𝑖

√

𝛥g𝐷𝑖

𝜈
, (11)

The momentum conservation principle is applied to the soil–water
ixture. The sources include the pressure gradient due to density

radient, and gravity, while the sink is the bed friction (see Eq. (12)).
𝜕(ℎ𝑈 )
𝜕 𝑡 +

𝜕(ℎ𝑈2)
𝜕 𝑥 = −1

2
𝛥𝑔

𝜕(ℎ2𝐶𝑡)
𝜕 𝑠 + 𝛥𝑔 ℎ𝐶𝑡 sin 𝛼𝑠 − 𝑢2∗, (12)

where, 𝐶𝑡 [−] is the total concentration of the sediment particles,
𝐶𝑡 =

∑

𝐶𝑖. For 𝑢∗, there are two empirical closures: 𝑢∗ =
√

𝐶𝑓𝑈2 for
the 3-equation model, and 𝑢∗ =

√

𝛼𝑘𝐾 for the 4-equation model. 𝐾
m2∕s2] is the layer-averaged turbulent kinetic energy, 𝐶𝑓 [−] is the
ed friction coefficient for turbidity currents. 𝛼𝑘 [−] is a proportionality
onstant that relates the bed shear velocity of the turbidity current to
ts turbulent kinetic energy and ranges between 0.05 and 0.5 (Parker
t al., 1986; Kostic and Parker, 2006).

For the turbulent kinetic energy, the source is the turbulence pro-
uction at the upper and lower interfaces of the turbidity current, while
he sinks include turbulent kinetic energy dissipation due to viscosity
nd the energy consumption against stratification (Parker et al., 1986).
he equation of turbulent kinetic energy conservation reads:

𝜕(ℎ𝐾)
𝜕 𝑡 +

𝜕(ℎ𝐾 𝑈 )
𝜕 𝑥 =𝑢2∗𝑈 +

𝑒𝑤𝑈3

2
− 𝜖0ℎ −

𝛥𝑔 ℎ
2

∑
(

2𝑤𝑠,𝑖𝐶𝑖 + 𝑒𝑤𝑈 𝐶𝑖

+𝑤𝑠,𝑖(𝑏𝑖𝐸𝑠,𝑖 − 𝐶𝑏,𝑖)
)

(13)

where, 𝜖0 [m2∕s3] is the mean rate of turbulent kinetic energy dissipa-
tion and is calculated based on the work of Parker et al. (1986) using
the following equations:

𝜖0 = 𝛽0
𝐾1.5

ℎ
, 𝛽0 =

1
2 𝑒𝑤

(

1 − 𝑅𝑖 − 2𝐶𝑓∗

𝛼𝑘

)

+ 𝐶𝑓∗

(𝐶𝑓∗

𝛼𝑘

)1.5
, (14)

in which, 𝐶𝑓∗ is the bed friction coefficient at the equilibrium state of
the turbidity current (erosion = deposition) (Parker et al., 1986).

Assuming a steady state and doing some rearrangements, the partial
ifferential equations (PDEs) (Eqs. (1), (3), (12), and (13)) can be

transformed to a set of coupled ordinary differential equations (ODEs)
(Eqs. (15)–(17)). These ODEs represent the 4-equation extended model
of this research. This model is an updated version of the model applied
by Alhaddad et al. (2020b) to a typical case of a breaching slope.

𝑑 ℎ
𝑑 𝑥 =

−𝑅𝑖 sin 𝛼𝑠 +
(

𝑒𝑤 + 𝑆𝑤

𝑈

) (
2 − 𝑅𝑖

2

)

+
(

𝑢∗
𝑈

)2
+ 𝑅𝑖

2𝑈
∑

𝐶𝑖

∑
(

𝑤𝑠,𝑖(𝑏𝑖𝐸𝑠,𝑖 − 𝐶𝑏,𝑖) + 𝑏𝑖𝑆𝑠
)

1 − 𝑅𝑖

(15)

𝑑 𝑈
𝑑 𝑥 = 𝑈

ℎ

×
𝑅𝑖 sin 𝛼𝑠 −

(

𝑒𝑤 + 𝑆𝑤

𝑈

) (
1 + 𝑅𝑖

2

)

−
(

𝑢∗
𝑈

)2
− 𝑅𝑖

2𝑈
∑

𝐶𝑖

∑
(

𝑤𝑠,𝑖(𝑏𝑖𝐸𝑠,𝑖 − 𝐶𝑏,𝑖) + 𝑏𝑖𝑆𝑠
)

1 − 𝑅𝑖

(16)

𝑑
(

ℎ𝑈 𝐶𝑖
)

𝑑 𝑥 = 𝑤𝑠,𝑖(𝑏𝑖𝐸𝑠,𝑖 − 𝐶𝑏,𝑖) + 𝑏𝑖𝑆𝑠
(17)

𝑑 𝐾
𝑑 𝑥 = 𝑈 2

ℎ

[

( 𝑒𝑤
2
(1 − 𝑅𝑖)

)

+
𝑢2∗
𝑈 2

−
(

𝑒𝑤 +
𝑆𝑤

𝑈

)

( 𝐾
𝑈 2

)

−
(

𝜖0
ℎ
𝑈 3

)

]

−

𝑈 2

ℎ

[(𝑅𝑖
∑

𝑏𝑖𝑤𝑠,𝑖

𝑈

)

+ 𝑅𝑖
2𝑈

∑

𝐶𝑖

∑
(

𝑤𝑠,𝑖(𝑏𝑖𝐸𝑠,𝑖 − 𝐶𝑏,𝑖) + 𝑏𝑖𝑆𝑠
)

]

,

(18)
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Fig. 8. The conceptual base of the analytical spillage model of Miedema (2019). 𝜔 [r ad∕s] is the angular velocity of the cutter head. 𝑄𝑐 [m3∕s] is the theoretical cutting production
(Qc = 𝐴𝑐 𝑢𝑡 × 𝑉𝑠𝑤𝑖𝑛𝑔). 𝐴𝑐 𝑢𝑡 [m2] is the cross-section area of the cutter head perpendicular to the swinging speed (𝑉𝑠𝑤𝑖𝑛𝑔) and intersected with the cutting bank. 𝑄1 [m3∕s] is the
outward flow near the back-ring, 𝑄2 [m3∕s] is the inward flow near the hub. 𝑄𝑚 [m3∕s] is the mixture flow through the suction mouth, 𝑄𝑎 [m3∕s] is an axial flow. 𝑟𝑜,1 and 𝑟𝑜,2 [m]
are the outer radii of Segment 1 and Segment 2 impellers. 𝑊1 [m] is the height of Segment 1, 𝑊2 [m] is the height of Segment 2, and W [m] is the total height of the cutter head.
Along the breach face, the 3-equation model (Eqs. (15)–(17)) is
implemented, whereas the 4-equation model (Eqs. (15)–(18)) is imple-
mented along the downstream part. In this study, 𝐶𝑓 is taken equal to
0.027 based on calibration and validation trials using the experimental
data of Alhaddad et al. (2020c). For the downstream part, 𝐶𝑓∗ and 𝛼𝑘
are taken to be equal to 0.004 and 0.1, respectively.

4.3. The CSD analytical spillage model of Miedema

The CSD model of Miedema (2019) is an analytical model developed
for quantifying the cutter head mixing spillage for sand and rock bed
formations. The model is based on the conceptual representation of
the cutter head as a centrifugal pump with two segments of different
impeller sizes; a segment with an outward flow near the back-ring of
the cutter head and a segment with an inward flow near the cutter
head hub (see Fig. 8(b)). This conceptual representation is based on the
flow characterization illustrated by Den Burger (2003) (see Fig. 8(a)).
The flow is sucked through the blades contour near the hub and is
accelerated towards the back-ring generating an outward flow (the
pumping effect of the cutter head) (Den Burger, 2003) (See Fig. 8(a)).

The first version of the analytical spillage model (the basic model)
was introduced by Miedema in 2017 based on the affinity laws of
centrifugal pumps (Miedema, 2019; Niewboer, 2022). In the basic
model, the cutter head geometry is simplified as a truncated cone
(see Fig. 9(a)) with only considering the outer radii, the cutter head
rotational speed, and the mixture discharge through the suction pipe.
The cutting production is theoretically approximated based on the cut
ratio and the swinging speed. This basic model was firstly implemented
by Louis (2017), it is also published by Werkhoven et al. (2018). For a
better representation of the cutter head geometry, Werkhoven (2019),
and Miedema and Nieuwboer (2019) presented an updated version
of the analytical spillage model (the advanced model) based on the
Euler equation of pumps. Compared to the basic model, the advanced
model provides a possibility for including a representation of the inner
radii of the cutter head and the blade angles. Both the basic and
advanced models showed a good agreement with the experimental data
8 
of Den Burger (2003) and Miedema (2019). For simplicity, the basic
model is adopted in this research.

The affinity laws of centrifugal pumps are a set of proportionality
equations used to predict the change in the pump discharge, pressure
head (difference), and power as a result of changing the impeller
diameter of the pump and/or the rotational speed (Karassik et al.,
2008). Starting from the affinity laws of centrifugal pumps for both
the discharge and pressure head (Eqs. (19)), and using proportional-
ity coefficients, Miedema (2019) derived Eq. (20) for calculating the
discharge and Eq. (21) for calculating the pressure head (difference).

𝑄𝑖 ∝ 𝑛𝑖 𝐷
2
𝑖 𝑊𝑖 , 𝛥𝑝𝑖 ∝ 𝑛2𝑖 𝐷2

𝑖 (19)

𝑄𝑖 = 𝛼 ⋅ 2 ⋅ 𝜋 ⋅ 𝑟2𝑖 ⋅ 𝜔𝑖 ⋅𝑊𝑖 (20)

𝛥𝑝𝑖 = 𝜖 ⋅ 𝜌𝑚 ⋅ 𝜔2
𝑖 ⋅ 𝑟

2
𝑖 , (21)

where, 𝑄𝑖 [m3∕s] is the discharge of the centrifugal pump 𝑖, 𝛥𝑝𝑖 [Pa]
is the pressure head (difference) of the centrifugal pump, 𝑛𝑖 [RPM] is
the number of revolution per minute for the impeller of the centrifugal
pump, 𝐷𝑖 [m] is the impeller diameter, 𝑊𝑖 [m] is the width of the
impeller, 𝛼 [−] is a proportionality coefficient for the discharge, 𝜖 [−]
is a proportionality coefficient for the pressure head, 𝜔𝑖 [r ad∕s] is
the angular velocity of the impeller, 𝜌𝑚 [k g∕m3] is the density of the
pumped fluid or mixture, 𝑟𝑖 [m] is the radius of the impeller.

Combining Eqs. (21) and (20), Miedema (2019) expressed the dis-
charge through the centrifugal pump as a function of the pressure head
as follows:

𝑄𝑖 =
2 ⋅ 𝜋 ⋅ 𝛼
𝜖 ⋅ 𝜌𝑚 ⋅ 𝜔𝑖

⋅ 𝛥𝑝𝑖 ⋅𝑊𝑖. (22)

To apply this equation on the two segments of the hypothetical centrifu-
gal pump representing the cutter head, Miedema (2019) made some
assumptions. It is assumed that the pressure outside the cutter head
is constant, the outward flow of segment 1 (𝑄1) is driven by 𝛥𝑝1, the
inward flow of segment 2 (𝑄2) is driven by (𝛥𝑝1 − 𝛥𝑝2), and the mixture
densities of 𝑄 and 𝑄 are equal to the water density (see Figs. 8(b),
1 2
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Fig. 9. Cutter head simplified geometry representation in the basic analytical model of Miedema (a), and the pressure difference generated on the blades of segment 1 (𝛥𝑝1) and
segment 2 (𝛥𝑝2) of the hypothetical centrifugal pump representing the cutter head due to cutter head rotation (b). 𝐷𝑟 is the diameter of the back-ring, 𝐷ℎ is the cutter head outer
diameter near the hub (Werkhoven, 2019).
9(b)). Applying this, and using Eq. (22), 𝑄1 𝑎𝑛𝑑 𝑄2 can be represented
by the following equations:

𝑄1 =
2 ⋅ 𝜋 ⋅ 𝛼

𝜀 ⋅ 𝜌𝑤𝑎𝑡𝑒𝑟 ⋅ 𝜔
⋅ 𝛥𝑝1 ⋅𝑊1 ,

𝑄2 =
(

𝛥𝑝1 − 𝛥𝑝2
)

⋅
2 ⋅ 𝜋 ⋅ 𝛼

𝜀 ⋅ 𝜌𝑤𝑎𝑡𝑒𝑟 ⋅ 𝜔
⋅ (𝑊 −𝑊1)

(23)

Utilizing the principle of flow volume conservation for the dis-
charges going in and out of the cutter head (𝑄𝑐+𝑄𝑎+𝑄2−𝑄𝑚−𝑄1 = 0.0),
(see Fig. 8(b)), and applying Eqs. (23) with considering the percentage
of the cutter head circumference impeded in the bank (𝑃𝑐 ), 𝑊1 can be
calculated as follows:

𝑊1 =
𝑟2𝑜,1 − 𝑟2𝑜,2
2𝑟2𝑜,1 − 𝑟2𝑜,2

⋅𝑊 −
𝑟2𝑜,1

2𝑟2𝑜,1 − 𝑟2𝑜,2
⋅

1
2𝜋 𝛼 𝜔 ⋅

(

𝑄𝑚 −𝑄𝑐 −𝑄𝑎

𝑟2𝑜,1 ⋅ (1 − 𝑃𝑐 )

)

. (24)

However, Eq. (24) cannot be solved directly as 𝑟𝑜,1, and 𝑟𝑜,2 are func-
tions of 𝑊1 (Miedema, 2019). For the simplified geometry of the cutter
head presented in Fig. 9(a), these functions are linear (Eqs. (25)). Thus,
𝑊1 is calculated implicitly by solving Eqs. (24), (25) together through
iterations starting with initial values of 𝑟𝑜,1 and 𝑟𝑜,2 equal to the radius
of the back-ring and the radius near the hub respectively.

𝑟𝑜,1 =
𝐷ℎ
2

+
(2𝑊 −𝑊1) (𝐷𝑟 −𝐷ℎ)

4𝑊
,

𝑟𝑜,2 =
𝐷ℎ
2

+
(𝑊 −𝑊1) (𝐷𝑟 −𝐷ℎ)

4𝑊
,

(25)

having 𝑊1 calculated, 𝑄1 can be estimated as follows:

𝑄1 = 2𝜋 𝛼 𝜔 ⋅𝑊1 ⋅ (1 − 𝑃𝑐 ), (26)

For calculating the spillage, Miedema (2019) assumed that the
sediment concentration in the suction discharge (𝐶𝑚) is the same as
in the outward flow of Segment 1 (𝐶1), and that the inward flow (𝑄1)
and the axial flow (𝑄𝑎) contain clear water only. So, 𝐶1 is calculated
by applying the conservation principle for the sediment volume inside
the cutter head (Eq. (27)). Then, the spillage can be estimated as
the ratio of the sediment amount in the outward flow to the cutting
production (Miedema, 2019). In this research, the external sources
(𝑆𝑤, 𝑎𝑛𝑑 𝑆𝑠) applied in the extended Parker model (Eqs. (15)–(18)) are
approximated by distributing the outward mixture flow of the cutter
head along the swinging length and the contact height between the
cutter head and the cutting bank (Eqs. (28)).

𝑄𝐶 (1 − 𝑛0) = 𝑄𝑚𝐶𝑚 +𝑄1𝐶1 (27)

𝑄1 𝐶1 𝑄1 (1 − 𝐶1)
𝑆𝑠 = 𝐿𝑠 ℎ𝑐
, 𝑆𝑤 =

𝐿𝑠 ℎ𝑐
(28)

9 
where, 𝐿𝑠 is the swinging length, and ℎ𝑐 is the contact height between
the cutter head and the cutting bank.

Miedema (2019) calibrated the basic model against the experi-
mental data of Den Burger (2003) for both sand and rock using the
calibration parameter (𝛼) which is dependent on the cutter head ge-
ometry and the in-situ bed material. It is worth mentioning that,
although an axial flow (𝑄𝑎) is introduced in the model, it was neglected
by Louis (2017), Werkhoven et al. (2018), and Miedema (2019) due
to complexity as there is no available approach in the literature for
quantifying it. Good agreement was found between the model spillage
estimations and the experimental results of Den Burger (2003) for sand
at (𝛼 = 0.162) and for rock at (𝛼 = 0.21) for both the prototype and
scaled-down cutter head. The cutter head used in the current research
is the same one utilized by Miedema (2019), thus the same calibration
value for sand is adopted (𝛼 = 0.162).

The analytical spillage model of Miedema provides a physics-based
approach for quantifying the cutter head mixing spillage which is one of
the main resuspension mechanics for cutter suction dredgers. However,
the development of this model included some approximations and
assumptions; the geometry of the cutter head is simplified as segments
of centrifugal pumps with different impeller sizes assuming constant
pressure outside the cutter head and an inviscid flow field (Niewboer,
2022). Also, some assumptions related to the cutter head fluxes were
adopted as mentioned earlier. The main limitations of the model are its
dependence on empirical factors, and not being validated due to data
availability (Niewboer, 2022).

5. Sensitivity analysis

Sensitivity analysis is widely utilized in water and environmen-
tal modelling applications for calibration, uncertainty quantification,
and informed decision-making (Pianosi et al., 2016). There are two
main categories for sensitivity analysis: local-based approaches and
global-based approaches which are known as Global Sensitivity Anal-
ysis (GSA) (Saltelli et al., 2008). Local sensitivity analysis investigates
the model output changes resulting from changing the model inputs
locally around a certain point within the domain of inputs, usually
around a reference point or a base scenario. Such a local approach is
unsuitable for non-linear models (Pianosi et al., 2016; Saltelli et al.,
2019). On the other hand, in GSA, the sensitivity is quantified based on
many scenarios that are sampled using an All-at-a-time (AAT) approach
and distributed along the whole domain of inputs allowing for detecting
higher-order sensitivities. In the AAT approach, the inputs are sampled
simultaneously. This means that instead of varying one input parameter
per sample while keeping the other parameters fixed, each sample is
generated as a point in the multidimensional input space where all
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Fig. 10. Inputs domain covering for the OAT (a), and the AAT (b) sampling approaches (Saltelli et al., 2019).
parameters are allowed to vary. Compared to local sensitivity analysis,
GSA is more robust for non-linear models in which the sensitivity would
be different from point to point within the domain of inputs (Pianosi
et al., 2016; Saltelli et al., 2019).

The most simple and common approach for local sensitivity analysis
is the One-at-a-time (OAT) approach. In OAT sensitivity analysis, the
significance of each model input is assessed separately by estimating
the relative change of the model output resulting from relatively chang-
ing the concerned parameter from its reference value while keeping the
other parameters unchanged (Saltelli et al., 2008; Iooss and Lemaître,
2015; Borgonovo and Plischke, 2016). For GSA, the method of Sobol
(1990) is the most popular (Brandstäter, 2021) and is widely adopted
in environmental modelling (Pianosi et al., 2016). Fig. 10 compares
between the OAT sampling approach and the AAT sampling approach
adopted in GSA for a case of two model inputs (X1, and X2). It can
be noted that for the OAT, the model is only assessed along certain
paths crossing a reference case (Nominal point) covering only a very
small part of the domain of inputs (the X1-X2 domain). The uncovered
parts of the inputs domain may have different model behaviours. While,
in the AAT sampling, the samples are distributed along the (X1-X2)
domain.

The Sobol GSA is a variance-based method developed by Sobol
(1990) based on the Analysis of Variance (ANOVA) decomposition
(Archer et al., 1997; Sobol, 2001). In the method of Sobol (1990), the
sensitivity of the model output (𝑌 ) to each input parameter (𝑋𝑖) is
quantified through two main indices: the first-order sensitivity index
(𝑆𝑖), and the total sensitivity index (𝑆𝑇

𝑖 ). 𝑆𝑖 reflects the direct contri-
bution of the model input (𝑋𝑖) to the variance of the model output
(𝑌 ). It quantifies the relative reduction of the variance of (𝑌 ) that
would result from keeping the input parameter 𝑋𝑖 fixed (Saltelli et al.,
2008; Brandstäter, 2021) (Eq. (29)). On the other hand, 𝑆𝑇

𝑖 reflects
the total contribution of the input parameter (𝑋𝑖) to the variance of
the model output (𝑌 ) including the direct contribution and the higher
order interactions of the input parameter (𝑋𝑖) with the other input
parameters (Saltelli et al., 2008). 𝑆𝑇

𝑖 quantifies the remaining relative
variance of (𝑌 ) if all the input parameters except 𝑋𝑖 (𝑋∼𝑖) are kept fixed
(Saltelli et al., 2008; Brandstäter, 2021) (Eq. (30)).

𝑆𝑖 =
Var𝑋𝑖

[

𝐸𝑋∼𝑖
[𝑌 |𝑋𝑖]

]

Var𝑋 [𝑌 ]
(29)

𝑆𝑇
𝑖 = 1 −

Var𝑋∼𝑖

[

𝐸𝑋𝑖
[𝑌 |𝑋∼𝑖]

]

Var𝑋 [𝑌 ]
=

𝐸𝑋∼𝑖

[

Var𝑋𝑖
[𝑌 |𝑋∼𝑖]

]

Var𝑋 [𝑌 ]
, (30)

where, 𝐸𝑋∼𝑖
[𝑌 |𝑋𝑖] is the conditional expectation of the model output

(𝑌 ) given the input parameter 𝑋𝑖, Var𝑋 [𝑌 ] is the unconditional total
variance of (𝑌 ), Var𝑋𝑖

[𝑌 |𝑋∼𝑖] is the conditional variance of (𝑌 ) given
the all input parameters (𝑋) except 𝑋 .
𝑖
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The main limitation of the method of Sobol (1990) is being com-
putationally expensive; a large number of samples is needed to be
evaluated by the model (thousands of samples) (Iooss and Lemaître,
2015). However, this was not a hindrance in this research, as the
implemented model is computationally efficient; each run of the model
takes only a few seconds. Thus, the method of Sobol (1990) is used to
quantify the relative importance of each operational parameter as the
local sensitivity approach is not applicable due to the non-linearity of
the model developed in this research.

6. Results and discussion

To achieve the objective of this research, the developed model is
numerically implemented on a 1-D discretized grid with a stream-wise
coordinate system for a test case (Fig. 11). The system of ordinary
differential equations (𝑁 + 2 for the 3-equation model), and (𝑁 + 3
for the 4-equation model) is solved numerically using the explicit
Euler method, where 𝑁 is the number of sediment fractions. Small
arbitrary values are used as boundary conditions to avoid the numerical
error of division by zero when having zero boundary conditions (see
Figs. 12, 13). Five different boundary condition cases are tested for the
layer thickness (ℎ0), layer-averaged velocity (𝑈0), and layer-averaged
concentration (𝐶0). Case 1, representing the boundary conditions used
in this study, serves as the reference. The relative increases in the
boundary condition values range from 25% to 100%. For each case, the
relative changes in the turbidity current results at the end of the simu-
lated domain, specifically, layer-averaged velocity (𝑈𝐿), layer-averaged
concentration (𝐶𝐿), and total sediment flux (𝑞𝐿), are recorded. Table 1
summarizes the boundary condition values for each case (ℎ0, 𝐶0, and
𝑈0), along with the corresponding relative changes (𝛥𝑈𝐿, 𝛥𝐶𝐿, and
𝛥𝑞𝐿).

From Table 1, it can be observed that the relative changes are
quite small (3.5% at maximum). Moreover, the spatial distribution
trends of the turbidity current characteristics remained the same across
all tested boundary condition cases. This consistency aligns with the
self-acceleration nature of the breaching turbidity current along the
steep breach face, primarily driven by sediment entrainment from bed
erosion.

The simulated test case includes an in-situ bed material of densely-
packed sand assuming that a vertical breach is generated after each
swing and a horizontal downstream part (see Fig. 11). The properties
of the in-situ densely-packed sand are listed in Table 2. For the cutter
suction dredger, the operational data of the prototype cutter head
of Den Burger (2003) experiments is used as a reference case, the
same data that Miedema used to calibrate his model. The geometry and
operational parameters of the test case are listed in Fig. 11.

For investigating the impact of the operational parameters (rota-
tional speed, swinging speed, suction discharge, and cut ratio) on the
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Table 1
Model sensitivity to boundary conditions.
Case # ℎ0 × 10−3 [m] 𝐶0 × 10−2 [–] 𝑈0 × 10−1 [m/s] 𝛥𝑈𝐿 [%] 𝛥𝐶𝐿 [%] 𝛥𝑞𝐿 [%]

1 1.00 1.00 1.00 0.0 0.0 0.0
2 1.25 1.25 1.25 −0.85 −3.2 −3.5
3 1.50 1.50 1.50 −0.77 −2.9 −3.1
4 1.75 1.75 1.75 −0.66 −2.5 −2.7
5 2.00 2.00 2.00 −0.51 −1.9 −2.1
Fig. 11. Sketch of the adopted reference case, 𝐻 = 𝐶 𝑢𝑡𝑟𝑎𝑡𝑖𝑜 ×𝐷𝑟 is the breach height, 𝐶 𝑢𝑡𝑟𝑎𝑡𝑖𝑜 = 1.0 (𝐷𝑟 = 𝐻), 𝐷𝑟 = 3.12 [m] is the diameter of the cutter head back-ring, 𝐷ℎ = 2.11
[m] is the cutter head diameter near the hub, 𝑊 = 2.5 [m] is the cutter head height, 𝑄𝑚 = 3.0 [m3∕s] is the suction discharge, and 𝜔 = 30 [RPM] is the rotational speed of the
cutter head, 𝑉𝑠𝑤𝑖𝑛𝑔 = 0.2 [m∕s] is the swinging speed, the coordinate system is stream-wise and starting from the top of the breach face.
Table 2
Sand properties of the test case.
𝐷30 (μm) 𝐷50 (μm) 𝐷60 (μm) 𝐷90 (μm) 𝑛0 𝑛1 𝜙 𝜌𝑠 (kg/m3) 𝑘𝑙 (m/s)

62.5 140 158 224 0.40 0.52 36 2650 3.07 × 10−3
dynamic characteristics of the turbidity current, 3 values are tested
for each parameter: a base value, a lower limit value (0.75 × the
base value), and an upper limit value (1.25 × the base value). The
other operational parameters are kept fixed while testing the concerned
parameter. The upper and lower limits of the tested operational pa-
rameters are selected to be consistent with the operational ranges of
the real-world cutter suction dredgers with a cutter head size similar
to the tested one.

Figs. 12, 13 show the results of the turbidity current characteristics
for the 3 tested scenarios of each operational parameter in addition
to a case of considering breaching only. From these figures, we can
notice an overall similar behaviour (trend) for 𝑈 , 𝐶, and 𝑞 along the 1-
D domain; an increase along the breach face, a turning point at the end
of the breach face (the point of bed slope transition), a rapid decrease
within the first 10 m of the downstream part, and a gradual decrease for
the remaining of the downstream part. This overall trend is governed
by the breaching process along the breach face with its generated
net-erosive turbidity current and the net-depositional behaviour of the
turbidity current along the downstream part (see Figs. 12, and 13). The
turning point at the end of the breach face is due to the transition from
the net-erosive to the net-depositional flow regime. The rapid decrease
within the first 10 m of the downstream part is due to the fast settling
of the large sediment particles, which in turn rapidly decrease the
concentration. Along the breach face, the sudden increase in the layer-
averaged concentration (𝐶) is due to the additional sediment source of
the cutter head (mixing resuspension).

The impact of the operational parameters on the dynamics of
the turbidity current (𝑈 , 𝐶, and 𝑞) is attributed to the contribution
of each parameter to the mixing resuspension source. The cut ratio
(𝐶 𝑢𝑡𝑟𝑎𝑡𝑖𝑜) has a dual impact, as it also contributes to the breaching
resuspension source. In general, the mixing resuspension source in-
creases with higher rotational speed (RPM), higher swinging speed
(𝑉 ), and higher cut ratio (𝐶 𝑢𝑡 ) but with lower suction dis-
𝑠𝑤𝑖𝑛𝑔 𝑟𝑎𝑡𝑖𝑜
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charge (𝑄𝑠𝑢𝑐 𝑡𝑖𝑜𝑛). Conversely, decreasing RPM, 𝑉𝑠𝑤𝑖𝑛𝑔 , and 𝐶 𝑢𝑡𝑟𝑎𝑡𝑖𝑜 While
increasing 𝑄𝑠𝑢𝑐 𝑡𝑖𝑜𝑛 will result in a reduction in the mixing resuspen-
sion source. However, the degree of influence is different for each
parameter.

Instead of assessing the relative importance of each parameter
locally based on its 3 tested scenarios, a GSA is performed using
the method of Sobol (1990). The sensitivity of the turbidity current
characteristics to each operational parameter is quantified based on
10 240 samples (operational scenarios) with the variance-based total
sensitivity Sobol index. To this end, the SALib Python library (Herman
and Usher, 2017; Iwanaga et al., 2022) is used to perform the GSA.
First, the 10 240 samples are generated using the sampling scheme
of Saltelli (2002) included in the ‘‘sample’’ function within the SALIB
library. The sampling scheme of Saltelli (2002) was proposed as an
improvement of the Sobol sampling sequence (Sobol’, 1967). Then, the
developed model is automated to run the 10 240 operational scenarios
and extract the turbidity current characteristics (𝑈 , 𝐶, and 𝑞) as the
output parameters at the end of the modelled domain for each scenario.
Finally, the Sobol total sensitivity index for each output parameter (𝑈 ,
𝐶, and 𝑞) to each input parameter (RPM, 𝑉𝑠𝑤𝑖𝑛𝑔 , 𝑄𝑠𝑢𝑐 𝑡𝑖𝑜𝑛, and 𝐶 𝑢𝑡𝑟𝑎𝑡𝑖𝑜)
is calculated using the ‘‘analyze’’ function within the SALIB library
utilizing the values of the input and output parameters of the 12 040
sampled scenarios.

Fig. 14 shows the values and limits of the input parameters (RPM,
𝑉𝑠𝑤𝑖𝑛𝑔 , 𝑄𝑠𝑢𝑐 𝑡𝑖𝑜𝑛, and 𝐶 𝑢𝑡𝑟𝑎𝑡𝑖𝑜) and their corresponding output values (𝑈 ,
𝐶, and 𝑞) for each sampled scenario. Fig. 15 shows the results of the
total sensitivity index (ST) of the turbidity current characteristics (𝑈 , 𝐶,
and 𝑞) to the operational parameters (RPM, 𝑉𝑠𝑤𝑖𝑛𝑔 , 𝑄𝑠𝑢𝑐 𝑡𝑖𝑜𝑛, and 𝐶 𝑢𝑡𝑟𝑎𝑡𝑖𝑜).
These results show that the cut ratio (𝑐 𝑢𝑡𝑟𝑎𝑡𝑖𝑜) is the most influential
parameter on all turbidity current characteristics, with a value of about
0.8 for ST, representing the majority of the sensitivity scale (0–1). Away
behind, 𝑄𝑠𝑢𝑐 𝑡𝑖𝑜𝑛 comes second, and 𝑉𝑠𝑤𝑖𝑛𝑔 comes in the third place.
The rotational speed (RPM) is the least significant parameter. The high
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Fig. 12. Influence of the rotational speed and swinging speed on turbidity current characteristics. The black-dashed plot represents a case without cutter head mixing spillage (considering breaching only) and a breach height equal to
the cutter head diameter (𝐶 𝑢𝑡𝑟𝑎𝑡𝑖𝑜 = 1.0). The black-solid plot represents the reference case with rotational speed (RPM = 30), swinging speed (𝑉𝑠𝑤𝑖𝑛𝑔 = 0.2 m∕s), suction discharge (𝑄𝑠𝑢𝑐 𝑡𝑖𝑜𝑛 = 3.0 m3∕s), and cut ratio (𝐶 𝑢𝑡𝑟𝑎𝑡𝑖𝑜 = 1.0). The
red plot represents the case of 25% increase of the concerned parameter (RPM or 𝑉𝑠𝑤𝑖𝑛𝑔), and the blue blot represents the case of 25% decrease of the concerned parameter. The narrow plotting panels are for the breach face, while
the wide plotting panels are for the downstream part.
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Fig. 13. Influence of the suction discharge and cut ratio on turbidity current characteristics, the black-dashed plot represents a case without cutter head mixing s (considering breaching only) and a breach height equal to the cutter
head diameter (𝐶 𝑢𝑡𝑟𝑎𝑡𝑖𝑜 = 1.0). The black-solid plot represents the reference case with rotational speed (RPM = 30), swinging speed (𝑉𝑠𝑤𝑖𝑛𝑔 = 0.2 m∕s), suction discharge (𝑄𝑠𝑢𝑐 𝑡𝑖𝑜𝑛 = 3.0 m3∕s), and cut ratio (𝐶 𝑢𝑡𝑟𝑎𝑡𝑖𝑜 = 1.0). The red plot
represents the case of 25% increase of the concerned parameter (𝑄𝑠𝑢𝑐 𝑡𝑖𝑜𝑛 or 𝐶 𝑢𝑡𝑟𝑎𝑡𝑖𝑜), and the blue blot represents the case of 25% decrease of the concerned parameter. The narrow plotting panels are for the breach face, while the
wide plotting panels are for the downstream part.
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Fig. 14. Parallel plot of the 10 240 sampled operational scenarios. RPM, 𝑉𝑠𝑤𝑖𝑛𝑔 [m∕s], 𝑄𝑠𝑢𝑐 𝑡𝑖𝑜𝑛 [m3∕s], and 𝐶 𝑢𝑡𝑟𝑎𝑡𝑖𝑜 [−] are the input parameters, while the output parameters are the
values of 𝑈 [m∕s], 𝐶 [−], and 𝑞 [m2∕s] at the end of the modelled domain. The red lines represent the 25% scenarios with the highest flux (𝑞).
Fig. 15. Global sensitivity analysis results showing the total sensitivity index (ST)
values for the tested operational parameters.

influence of the 𝐶 𝑢𝑡𝑟𝑎𝑡𝑖𝑜 can also be observed from its high correlation
with the output parameters (𝑈 , 𝐶, and 𝑞) in Fig. 14; all the high values
of 𝑈 , 𝐶, and 𝑞 stem from scenarios with high 𝐶 𝑢𝑡𝑟𝑎𝑡𝑖𝑜.

7. Conclusions and outlook

This research was carried out to investigate the turbidity currents
generated by cutter suction dredgers when dredging densely-packed
sandy soils and to identify the relative influence of key operational
parameters on these currents. To this end, a one-dimensional, steady-
state, physics-based model was developed including two main resus-
pension mechanisms: breaching, and cutter head mixing spillage. The
results showed that both breaching and mixing resuspension are major
resuspension mechanisms. The breaching-related far-field sediment flux
is not negligible compared to the far-field sediment flux related to the
cutter head mixing spillage. Thus, breaching should be incorporated
in the source-term estimation of cutter suction dredgers. Besides, the
14 
results of the global sensitivity analysis showed that the cut ratio
(representing the cutting thickness) is the most influential parameter
on turbidity. Such a finding can be utilized in the operation of cutter
suction dredgers to reduce sediment release.

The model developed in this research has two main advantages; it
is physics-based and computationally efficient, which makes it suitable
for a variety of applications. It can be very helpful for qualitative as-
sessment purposes to get insights into the order of magnitude of fluxes,
concentration levels, and run-out distances of the CSD-induced turbid-
ity currents for different operational scenarios and different in-situ bed
properties. Besides, the model can also be used for operational man-
agement, sensitivity analysis, and optimization. It is worth noting that
selecting the optimal operational parameters should be based on both
dredging production and environmental constraints (e.g., suspended-
sediment concentration). Once validated, the model can be considered
as a base for a physics-based general approach for source-term estima-
tions of cutter suction dredgers that can be extended to include other
resuspension mechanisms and the dynamic interactions of the cutter
head with the generated turbidity currents. To this end, in the future,
we plan to conduct detailed laboratory experiments and computational
fluid dynamics simulations to investigate the dynamic interaction of the
cutter head with turbidity currents. This will allow for the validation of
the present model and the assessment of the uncertainties arising from
the simplifications made.
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