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Summary

The Paris Agreement aims to limit global warming to 2 degrees Celsius by reducing carbon dioxide
emissions. Data centers are essential to the digital world and contribute approximately 1% to global
electricity consumption. Major tech companies like Amazon, Microsoft, Google, and Meta are large
contributors to this consumption. In countries like the Netherlands, this contribution is higher due to
the Netherlands being a digital hub, accounting for 3% of the total national electricity consumption.
Considering their significant energy usage, it is interesting to research how data centers can transition
to using only renewable energy sources on an hourly basis so they can decrease their footprint.

This thesis aims to identify a feasible and cost-effective configuration for a 100 MW data center that
operates 100% on renewable energy on an hourly basis. The research will assess the environmental
impacts, focusing on CO2 emissions (CO2e) and land usage, with the main goal of achieving the lowest
Levelized Cost of Electricity (LCOE).

First, an overview of potential energy storage technologies is provided to find suitable solutions. Based
on different criteria, Lithium-ion (Li-ion), lead-acid, vanadium redox flow batteries (VRFB), zinc-bromide
flow batteries (ZBFB), alkaline and PEM (proton exchange membrane) electrolyzers, storage tanks,
and PEM fuel cells are chosen. With these technologies, eight different configurations are composed,
combining various battery types and electrolyzer types with the storage tank and PEM fuel cell: Li-ion
with alkaline (1), lead-acid with alkaline (2), Li-ion with PEM (3), lead-acid with PEM (4), VRFB with
alkaline (5), ZBFB with alkaline (6), VRFB with PEM (7), and ZBFB with PEM (8).

An energy model is developed to identify the most feasible and cost-effective solution, using solar, wind,
and load profiles as input. The assets are modeled based on their technical parameters and limitations.
A 10-year simulation of the hourly energy flows is executed. In this simulation, the constraints,
degradation, and replacement of the assets are taken into account. The costs are determined based on
Capital Expenditures (CAPEX), Operating Expenses (OPEX), replacement costs, and residual costs of
the asset after 10-year. The connection costs are also considered. The configuration dimensions are
optimized based on the LCOE using the particle swarm optimization method. The two configurations
with the lowest LCOE are evaluated for environmental impacts, including CO2e and land usage.

The study shows that combining a Li-ion battery or VRFB with an alkaline electrolyzer is the most cost-
effective and feasible configuration for a data center. The LCOE is 0.243 and 0.241 €/kWh, respectively.
Additionally, this reduces kg CO2e/kWh by 7-8 times compared to the current grid emissions in the
Netherlands, which are approximately 0.037 and 0.032 kg CO2e/kWh. However, the required land
usage is approximately 20 km², and the LCOE of the configuration is about 2.5 times higher than the
current power purchase agreement (PPA) price for a data center, which is 0.10 €/kWh.

Therefore, it is recommended to initially start with an 80% renewable scenario using only a Li-ion
battery and renewable energy sources. This approach reduces the LCOE to 0.12 €/kWh, which is
approximately the same as the current PPA price if an additional 0.01 €/kWh for the connection to the
grid is included. Furthermore, kg CO2e/kWh is three times lower compared to the current situation,
which is 0.08 kg CO2e/kWh. This strategy also mitigates the potential risks associated with the infancy
of VRFB and the combination of intermittent renewable sources and an electrolyzer, as these are
excluded in this scenario.

ii



Contents

Preface i

Summary ii

1 Introduction 1

2 Methodology 4
2.1 Overview of Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Criteria for Storage Technology Selection . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Model Description of the Energy System . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.4 Model description of the Assets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.5 Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.6 Economic Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.7 Environmental Impact and Land Lsage Described . . . . . . . . . . . . . . . . . . . . . 21

3 Data Collection 23
3.1 Overview of Available Energy Storage Technologies . . . . . . . . . . . . . . . . . . . . 23
3.2 Classification of the Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3 Selection of Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.4 Configurations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.5 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.6 Technical Parameters of the Assets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.7 Economic Parameters of the Assets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.8 Emission Parameters of the Assets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.9 Land Usage Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4 Results 47
4.1 LCOE and Dimensions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2 Environmental Impact and Land Usage . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.3 Sensitivity Analyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5 Discussion 63
5.1 Broader Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.2 Renewable Energy Scenarios for a Data Center . . . . . . . . . . . . . . . . . . . . . . 64
5.3 Policy Implications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.4 Technology Implications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.5 Evaluation of Results from Similar Research . . . . . . . . . . . . . . . . . . . . . . . . 66
5.6 Improvements and Critique of the Methodology . . . . . . . . . . . . . . . . . . . . . . . 67
5.7 Further Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

6 Conclusion 70

References 72

A Cost overview 83

B Model validation 85

iii



List of Figures

2.1 Overview of the Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Overview of the Energy Flows Between the Assets . . . . . . . . . . . . . . . . . . . . . 8
2.3 Decision Tree of Energy Flow Between Assets During Surplus and Shortage Conditions 10

3.1 Energy Generation Profiles for Wind and Solar in the Netherlands . . . . . . . . . . . . 32
3.2 Energy Profile of a 100 MW Data Center in the Netherlands . . . . . . . . . . . . . . . . 32
3.3 Efficiencies of the Alkaline and PEM Electrolyzers Versus Normalized Load (HHV) . . . 34
3.4 Efficiencies of the PEM Fuel Versus Normalized Load (LHV) . . . . . . . . . . . . . . . 36
3.5 Schematic Overview of the Storage Tank, Showing Both Top and Side Views of the

Container Dimensions and Placement . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.1 SOC of the Storage Tank for Configuration 1 During the First Year of the 10-Year
Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.2 Overview of the Total Cost and Asset Share in the Total Cost for Configurations 1 to 8 . 51
4.3 CO2e by Each Asset with Min-Max Range for Configurations 1 and 5, and Total

Emissions for the Configurations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.4 Land Usage by Each Asset for Configurations 1 and 5, and Total Land Usage for the

Configurations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.5 Sensitivity Analysis of Constraints on Percentage Renewable Energy . . . . . . . . . . 54
4.6 CO2 Emissions Comparison with 100% and 80% RES by Each Asset and the Total for

Configurations 1 and 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.7 Land Usage by Each Component for Configurations 1 and 5 . . . . . . . . . . . . . . . . 57
4.8 Configuration 1 and 5 with a Current and NewWind Energy Profile in a 100%Renewable

Scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.9 Sensitivity of Efficiency and Degradation Parameters in the Model for Configuration 1

and 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.10 Sensitivity of CAPEX, OPEX, and Discount Rate for Configuration 1 and 5 . . . . . . . . 62

B.1 Comparison of Battery Replacement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
B.2 Comparison of Battery SOH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
B.3 Comparison of Battery Cycles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
B.4 Comparison of Electrolyzer Runtime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
B.5 Comparison of Electrolyzer Replacement . . . . . . . . . . . . . . . . . . . . . . . . . . 88
B.6 Comparison of Electrolyzer SOH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
B.7 Comparison of FC Runtime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
B.8 Comparison of FC Degradation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
B.9 Comparison of Fuel Cell Replacement . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
B.10 Heatmap of the LCOE for Configuration 5 When the Variables Are Decremented . . . . 91
B.11 Heatmap of the Percentage of Renewable Energy for Configuration 5When the Variables

Are Incremented . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

iv



List of Tables v

List of Tables

2.1 Technology Readiness Level Descriptions for Selection Storage Technologies [25] . . . 7
2.2 Variables of the Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3 Annual Indices and Exchange Rates for Converting Values from Different Years and

Currencies to €2023 [38][39] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4 General Economic Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.5 Units for CO2 Emissions and Capacity Densities of the Assets . . . . . . . . . . . . . . 22

3.1 Energy Storage Technologies and Their Characteristics . . . . . . . . . . . . . . . . . . 30
3.2 8 Configurations of the Selected Technologies . . . . . . . . . . . . . . . . . . . . . . . 31
3.3 Battery Model Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.4 Technical Parameters of Alkaline and PEM Electrolyzers . . . . . . . . . . . . . . . . . . 35
3.5 Technical Parameters of the Hydrogen Storage Tank . . . . . . . . . . . . . . . . . . . 35
3.6 Technical Parameters of the PEM Fuel Cell . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.7 Overview of the Investment Cost of VRFB for Different C-Rates . . . . . . . . . . . . . . 38
3.8 Monthly Prices of Contracted Power and Maximum Power for the Three Largest Network

Operators in the Netherlands . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.9 Overview of the Economic Parameters of Assets . . . . . . . . . . . . . . . . . . . . . . 39
3.10 Overview of CO2 Emission Ranges for Configuration 1 and Configuration 5 Assets or

Replacement per Unit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.11 Overview of capacity density Ranges for Configuration 1 and Configuration 5 Assets per

m2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.1 Overview of Dimensions and Results for Optimized Asset Configurations 1 to 8 . . . . . 48
4.2 Overview of Capacity Factor, Curtailment, Direct Use, Battery Use, and Fuel Cell Use

for Configurations 1 to 8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.3 Overview of Asset Behavior and Performance for Optimized Configurations 1 to 8 of a

10-Year Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.4 LCOE, Dimensions, and Energy Use of Configurations 1 and 5, Constrained by 80% and

100% Renewable Energy Use . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.5 Characteristics of Current and New Wind Profiles . . . . . . . . . . . . . . . . . . . . . . 57

A.1 Costs for Configurations 1 to 4, Represented as the NPV of the 10-Year Simulation . . . 83
A.2 Costs for Configurations 5 to 8, Represented as the NPV of the 10-Year Simulation . . . 84

B.1 Discounted CAPEX and OPEX of Configuration 1 Over a 10-Year Simulation . . . . . . 90
B.2 Discounted Replacement and Residuals of Configuration 1 Over a 10-Year Simulation . 90
B.3 Summary of Discounted CAPEX, OPEX, Replacement Costs, Residual System Values,

and Total Costs Over a 10-Year Simulation for Configuration 1 . . . . . . . . . . . . . . 91



vi



List of Tables vii

Nomenclature

Abbreviations
AEM Anion Exchange Membrane
BMS Battery Management System
BOP Balance of Plant
CAES Compressed Air Energy Storage
CAPEX Capital Expenditure
CBS Centraal Bureau voor de Statistiek
CO2 Carbon Dioxide
CRF Capital Recovery Factor
DATAZERO Data Center with Zero Carbon Emission
DC Direct Current
EOL End of Life
ESS Energy Storage System
FC Fuel Cell
FES Flywheel Energy Storage
GA Genetic Algorithm
GW Gigawatt
GWP Global Warming Potential
HHV Higher Heating Value
IEA International Energy Agency
IEEE Institute of Electrical and Electronics Engineers
LCA Life Cycle Assessment
LCOE Levelized Cost of Electricity
LFP Lithium Iron Phosphate
LHV Lower Heating Value
NAS Sodium-Sulfur
NMC Nickel Manganese Cobalt
NREL National Renewable Energy Laboratory
OPEX Operational Expenditure
PB Lead
PCM Phase Change Material
PEM Proton Exchange Membrane
PEMFC Proton Exchange Membrane Fuel Cell
PHES Pumped Hydro Energy Storage
PP Power Plant
PPA Power Purchase Agreement
PSO Particle Swarm Optimization
PV Photovoltaic
RES Renewable Energy System
RFB Redox Flow Battery
SC Supercapacitor
SET Sustainable Energy Technology
SMES Superconducting Magnetic Energy Storage
SOC State of Charge
ST Solar Thermal
STES Seasonal Thermal Energy Storage
TCS Thermo-Chemical Storage
TES Thermal Energy Storage
TRL Technology Readiness Level
VRFB Vanadium Redox Flow Battery
ZBFB Zinc-Bromine Flow Battery



List of Tables viii

Symbols
Symbol Description Unit
C capacity [kWh]
Cinvest Investment cost [€/kW]
CO&M Operation and maintenance cost [€/kW]
Creplacement Replacement cost [€/kW]
Echar,max Maximum energy that can be charged into the battery at time [kWh]
Echar,avail Available energy for storage in the battery [kWh]
Echarge Energy available for charging the battery from renewable sources [kWh]
Edisc,max Maximum energy that can be discharged from the battery [kWh]
Edisc,avail Available energy for discharge from the battery [kWh]
Edisc Energy required to meet demand [kWh]
Ein Energy input into the battery [kWh]
Eout Energy output from the battery [kWh]
Lsystem System lifetime [years]
Lproject Project duration [years]
Pbattery Power supplied or absorbed by the battery [kW]
Pchar,max Maximum charging power of the battery [kW]
Pdisc,max Maximum discharging power of the battery [kW]
Pel,max Maximum operational power of the electrolyzer [kW]
Pel,min Minimum operational power of the electrolyzer [kW]
Pfc,max Maximum operational power of the fuel cell [kW]
Pfc,min Minimum operational power of the fuel cell [kW]
Pgen Power generated from renewable sources [kW]
Pload Power load of the data center [kW]
Pinstalled Installed capacity [kW]
Pcompressor Power used by the hydrogen compressor [kW]
r Discount rate [-]
∆t Time step [hours]
ηcharge Charging efficiency of the battery [%]
ηdisc Discharging efficiency of the battery [%]
ηel Efficiency of the electrolyzer [%]
ηfc Efficiency of the fuel cell [%]
ηdegradation Degradation rate of efficiency [%]
mH2 Mass of hydrogen produced [kg]
HHVH2 Higher heating value of hydrogen [kWh/kg]
LHVH2 Lower heating value of hydrogen [kWh/kg]
SoCmax Maximum state of charge of the battery [%]
SoCmin Minimum state of charge of the battery [%]
V Velocity [m/s]
ρ Density [kg/m3]



1
Introduction

The Paris Agreement, approved by 196 parties at COP21 in Paris on December 12, 2015, and
effective from November 4, 2016, aims to limit global warming to 2 degrees Celsius to reduce climate
change risks as highlighted by the Intergovernmental Panel on Climate Change [1]. This commitment
addresses the acute need to counteract the rapid increase in carbon dioxide (CO2) emissions, which
reached 410 million tonnes in 2023 Globally [2]. The increase in CO2 emissions is primarily due to
industrialization, which heavily relies on fossil fuels and energy consumption. To reach the goal of
the Paris Agreement, international collaboration across industry, transportation, and energy sectors
is essential. The Agreement emphasizes adopting sustainable solutions and reducing emissions to
secure the planet’s future [3]. Data centers, which are important in our increasingly digitalized world,
are a prime example. Despite their importance, the environmental impact of these centers is becoming
a growing concern. The International Energy Agency (IEA) reported that data centers were responsible
for approximately 1% of global electricity consumption in 2022 [4]. While 1% may seem like a small
fraction, it represents a considerable amount. The electricity requirement for data centers is estimated
to expand from 290 terawatt-hours (TWh) in 2022 to approximately 321 TWh by 2030 [4][5]. This
consumption growth is primarily attributed to the rapid expansion of digital services. Key drivers are
the rising reliance on cloud computing, the importance of big data analytics, and Internet of Things
utilization. As these technologies become increasingly integral to daily life and business processes,
the largest technology companies, such as Amazon, Microsoft, Google, and Meta, have become large
contributors to global electricity consumption. For example, between 2017 and 2021, their combined
electricity usage more than doubled, reaching approximately 72 TWh in 2021 [4]. For countries like
the Netherlands, which serve as digital hubs, the increase in electricity consumption is even more
pronounced. According to a report by the Centraal Bureau voor de Statistiek (CBS), data centers
in the Netherlands consumed 1.65 TWh of electricity from the public grid in 2017 [6]. By 2021, this
consumption had more than doubled, reaching 3.73 TWh. The report also showed that these data
centers accounted for 3.3% of the total national electricity consumption in the Netherlands. The CBS
based its findings on data provided by network operators.

There are multiple solutions for decreasing the energy consumption of data centers and increasing
their reliance on renewable energy. The first approach focuses on minimizing energy consumption
and maximizing efficiency to make data centers more environmentally sustainable. There are
three strategies for improving the energy use of renewables. Firstly, technological advancements
in specialized scheduling algorithms can reduce energy usage by 5% to 25%, thereby decreasing
CO2 emissions and contributing to climate goals [7]. Secondly, the GreenSlot system, which
increases renewable energy consumption and reduces reliance on non-renewable sources, predicts
the upcoming availability of solar energy and schedules tasks to maximize the use of renewable energy
while meeting job deadlines. Additionally, the GreenSlot system helps to reduce associated costs
[8]. Thirdly, Crisan et al. presents a method to align data center energy use with local renewable
energy availability. This method includes adjustments in electrical cooling systems, IT workloads, and
energy storage [9]. Despite advancements in efficiency and scheduling leading to decreased energy
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consumption in individual data centers, overall energy consumption in the sector has increased in
recent years due to the growing demand for data centers.

The second approach focuses on contracts to increase the use of renewable energy. One of the
most common methods to achieve this is through Power Purchase Agreements (PPAs). A PPA is
a contract between a producer and a consumer, where the consumer agrees to buy electricity directly
from the producer, often at predetermined prices, and typically involving renewable energy sources.
In 2017, Google achieved a milestone by matching its annual electricity usage with an equivalent
amount of renewable energy through a PPA [10]. Companies like Google claim to be fully powered
by green sources. However, this does not mean that they use renewable energy exclusively. These
companies utilize PPAs to contract an amount of renewable energy equivalent to their yearly electricity
use. Because the consumption and purchase are balanced annually through the contract, they can
claim to be 100% renewable. For example, during daylight hours, more solar power is often generated
than needed, which is then sold back to the grid. At night, they purchase electricity from the traditional
power grid, which may include fossil-fuel-generated electricity [11]. This system does not completely
eliminate the use of electricity generated from fossil fuels. Therefore, while PPAs are a good step
towards sustainable energy, they do not entirely eliminate reliance on fossil fuels [12].

In line with this, the Long Duration Energy Storage (LDES) Council report focuses on 24/7 clean energy
power purchase agreements. It highlights that these PPAs are an improvement over traditional models.
The traditional ”pay-as-produced” model, where energy is purchased as it is produced, often relies on
fossil fuels for backup. In contrast, current PPAs, as described in the section above, achieve only 40
to 70 percent decarbonization of electricity consumption and expose buyers to market risks due to the
variability of renewable energy sources. The report underscores the need for new PPA structures that
providemore reliable clean energy. For example, PPAs could be structured to level energy consumption
on amonthly or daily basis, which would necessitate the use of energy storage solutions. This approach
would enhance the transition to a fully decarbonized energy grid [13].

In response to the challenges of energy consumption and renewable integration in data centers, various
research groups and studies have explored multiple solutions.

Firstly, the DATAZERO research group, led by Pierson et al., has been dedicated to researching data
centers that operate on renewable energy sources such as solar energy and wind energy. The research
group also focuses on integrating energy storage solutions like batteries and hydrogen, alongside
optimizing IT and energy management algorithms to adjust to energy supply and demand changes
[14]. However, their research lacks details on the cost of storage solutions, their sizes, and capacities,
which are essential for assessing economic viability and scalability [14].

Multiple studies have focused on the size and energy requirements of a combination of hydrogen, wind,
solar energy, and batteries to address these gaps. For instance, a study by Haddad, Nicod, and Marion-
Péra within the DATAZERO project calculates the specific energy requirements for a data center and
10 hybrid cars, emphasizing the important role of hydrogen for the data center’s power supply, as well
as the necessary hydrogen storage and the utilization of solar and wind energy [15].

Furthermore, another paper by Haddad et al. explores the combination of wind turbines, solar panels,
batteries, and hydrogen to achieve 100% reliance on renewable energy through simulation. However,
this study does not account for the impact of aging on storage capacities or the associated costs of the
system [16].

Additionally, Rostirolla et al. highlights the role of batteries for short-term energy needs and hydrogen
for long-term storage, despite the high costs associated with these storage solutions [17].

Moreover, a paper by Iverson et al. focuses on optimizing the size of a hybrid power system
incorporating wind, solar, and hydrogen to minimize energy costs and prevent power shortages. This
paper demonstrates that a substantial portion of the total cost of the energy system is attributed to the
hydrogen system, suggesting that integrating batteries could reduce overall expenses [18].

Furthermore, some studies focus on the costs and use of solar energy and batteries, emphasizing sizing
and energy needs. For example, in the report by Vasconcelos et al., the research focuses on reducing a
data center’s carbon footprint. This is performed by combining solar panels for electricity generation and
batteries for storage, analyzing yearly weather patterns and energy needs. This study provides precise
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sizing for solar panels and batteries and concludes that the best way to minimize carbon emissions is
by using a hybrid approach that combines solar panels and batteries with conventional electricity from
the grid. It also highlights that solar panels and batteries contribute to carbon emissions [19].

Lastly, an economic analysis by Gnibga, Blavette, and Orgerie of an energy storage system consisting
of photovoltaic panels, lithium-ion batteries, solid polymer electrolyzers, and PEM fuel cells assesses
the costs and economic feasibility of 100% renewable data centers across various sizes and workload
types [20].

Research Question
The existing literature shows substantial research on renewable energy solutions for data centers. It
is suggested that battery-hydrogen solutions could be a feasible option for achieving 100% renewable
energy on an hourly basis. However, while most studies describe the operational aspects of these
energy systems, only the work of Vasconcelos et al. provides a comprehensive analysis of a renewable
battery-hydrogen system, and only Iverson et al. offers a detailed cost analysis of a hydrogen system.

To build on this foundation, it would be beneficial to model various technical configurations and evaluate
them based on the Levelized Cost of Electricity (LCOE) to facilitate comparison. Additionally, assessing
the carbon footprint of these configurations is essential, particularly since [19] highlights the carbon
emissions associated with solar panels and batteries. Addressing these aspects makes it easier to
understand the feasibility and environmental impact of battery-hydrogen solutions for data centers.

Therefore, the objective of this thesis is to identify a feasible and cost-effective configuration for a 100
MW data center that utilizes 100% renewable energy on an hourly basis and evaluate the associated
environmental impacts in terms of CO2 emissions from production and land use requirements of the
selected configuration. The cost-effective configuration is defined as one that achieves the LCOE.

Main Question:

What is the most feasible and cost-effective configuration for an energy system that enables a data
center to utilize 100% renewable energy on an hourly basis, and what are the associated environmental
impacts in terms of CO2 emissions from production and land use requirements?

This research question is answered through a case study in the Netherlands. In the Netherlands, the
high costs associated with connecting to the energy grid present a considerable challenge [21][22][23],
a detail not covered in the existing literature. This highlights an interesting gap in researching the
economic feasibility of scaling data centers to 100 MW to achieve 100% renewable energy utilization
on an hourly basis. Furthermore, existing literature often describes battery-hydrogen systems as a
feasible solution for making data centers 100% renewable on an hourly basis.

To answer the main question, five sub-questions are comprised. The first sub-question concerns
researching which assets are suitable for the data center. The second involves assessing the possible
configurations between these assets. The third and fourth sub-questions determine the dimensions
of the most feasible and cost-effective configurations and the LCOE. Lastly, based on the most cost-
effective and feasible configuration, an environmental impact assessment focuses on CO2 emissions
and land usage. An overview of the five sub-questions is shown below.

Subquestions:
1. Which energy system assets are most suitable for a 100 MW data center in the Netherlands?
2. What are the possible configurations for the storage system of a data center?
3. What are the feasible and most cost-effective dimensions of the system assets, considering a

100 MW data center?
4. What is the Levelized Cost of Electricity when integrating these energy systems assets into the

energy system of the 100 MW data center?
5. What is the environmental impact of the cost-effective configurations in terms of emission of CO2

and the land use requirement?



2
Methodology

In this chapter, the methodology of this research is described to answer the research questions and
subquestions. First, an overview of the methodology is provided in section 2.1. Then, the criteria for
storage technologies are detailed in section 2.2. Next, the model of the energy system and the formulas
used in the model are shown in section 2.3 and section 2.4. The optimization method, objective
functions, calculations, variables, and constraints are then explained in section 2.5, followed by the
methodology of the economic analysis in section 2.6. Lastly, the methodology of the environmental
assessment for CO2 emissions and land usage is described in section 2.7.

2.1. Overview of Methodology
This section provides an overview of the methodology, which is structured into seven steps to answer
the described research questions. These steps show a systematic approach to identifying the
storage components and optimizing the dimension of energy storage solutions for a data center’s
energy system, which consists of renewable energy sources combined with various energy storage
technologies. This structured approach provides an overview of the method process, resulting in the
selection of the most cost-effective and feasible configurations for a 100 MW data center that is 100%
renewable on an hourly basis. In Figure 2.1 is an overview of the corresponding steps provided.

1. Criteria for Technology Selection: The first step is determining and describing the criteria
for selecting suitable energy storage technologies. The six important criteria are scalability,
response time, self-discharge, (dis)charge at rated capacity, technology maturity (Technology
Readiness Level), and location independence. These criteria are important for selecting suitable
technologies for the data center. In section 2.2, the different criteria are described.

2. Overview of Energy Storage Technologies: The second step provides an overview of the main
energy storage technologies, including mechanical, electrochemical, electrical, and chemical
storage methods. This gives insight into possible solutions for the energy system. After a short
introduction to the classification of storage technologies, multiple technologies are described
for each classification. The technologies are described based on the criteria mentioned in the
previous step. The overview and the classification of different technologies are described in
section 3.1 and section 3.2.

3. Technology Selection and Configuration: In the third step, when all the technologies are
described, they are selected based on the criteria mentioned in the previous steps. During the
selection, a combination of different storage types, including short-term and long-term storage,
is taken into account. Based on this selection, configurations are then comprised of suitable
technologies. In section 3.3, the selection of the technology is shown, and in section 3.4, an
overview of the configuration is provided. The most suitable configuration for a data center can
be determined from these different configurations.

4. Data Collection: The fourth step is data collection. For the energy model, data on solar and wind
profiles need to be collected. These profiles are used as energy input in the model. Additionally,

4
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load profiles of a data center need to be collected. Based on this profile, the output of the energy
model can be determined. The collected data of the solar, wind, and load profiles are adjusted for
the model. The solar and wind profiles are normalized to a 1 kW installed capacity profile, and the
load is extrapolated to 100 MW. In section 3.5 are the energy profiles shown. For the technologies
in the configuration, now referred to as the assets, technical and economic parameters need to
be collected. The technical parameters are needed to model the performance, behaviors, and
constraints of the assets. Economic parameters are needed to calculate the costs associated
with the assets. Overviews of the collected technical and economic parameters are shown in
section 3.6 and section 3.7. Additionally, data on the CO2 emissions from cradle to grave of
the technologies are collected and determined. The CO2 emissions per installed capacity are
determined for these technologies. Moreover, the land usage requirement is determined based
on the dimensions of existing projects. The land usage requirement is specified per installed
capacity, similar to the CO2 emissions. The CO2 emissions and land usage requirements provide
insights into the impact of building a large storage system on the environment and land usage.
The collected data is shown in section 3.8 and in section 3.9 CO2

5. Development of the Energy Model: In step five, the model is created. This model is developed
using Python. First, all the assets are modeled and developed separately. Each asset has
different operational modes, and all modes need to be varied. Once the assets and their functions
are varied, the assets are combined to form an energy system. A decision tree determines
when assets need to be in specific operational modes. After modeling the system, a 10-year
simulation of the data center is executed. By executing a 10-year simulation, the degradation
of the assets can be analyzed, and replacements are included when their performance falls
below a certain threshold. After the complete system is modeled, a cost model is created to
calculate the system’s costs, considering the dimensions of the assets, the replacements during
the 10-year simulation, and the remaining lifetime to calculate the residual costs. The costs are
determined using parameters such as CAPEX, OPEX, replacement costs, and asset lifetime. The
methodology for modeling the assets is detailed in section 2.4.

6. Optimization: In step six, if all the data is collected and the model of the energy flow is completed,
the system is optimized. The system’s dimensions are optimized based on LCOE. First, the cost
needs to be modeled. This is done in section 2.5. This section shows how the cost of the system
is calculated based on CAPEX, OPEX, and the replacement cost of the assets. Also, the residual
costs of the assets are considered after the 10-year simulation. During the optimization, the
dimensions of the assets are variable. This optimization determines the most cost-effective and
feasible dimensions of the assets required to achieve 100% renewable energy on an hourly basis
throughout the 10-year simulation.

7. Results and Analysis: In the last step, the optimization outcomes are analyzed in chapter 4.
Then, the performance and behavior of the assets in the configuration are analyzed. The
two configurations with the lowest LCOE are further evaluated for their environmental impact,
including CO2 emissions and land usage. A sensitivity analysis is executed to investigate the
significance of uncertain parameters used in the model. First, the constraint of 100% renewable
energy is reduced to see its impact. Then, the energy profile used as input is assessed. Lastly,
the impact of the technical and cost parameters is evaluated. Based on these findings, the most
suitable techno-economic configuration is selected. This is the configuration with the lowest
LCOE and is 100% renewable.
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Figure 2.1: Overview of the Methodology

2.2. Criteria for Storage Technology Selection
This section evaluates and outlines the criteria used to select storage technologies for analysis in this
research. Multiple criteria have been defined to ensure the technologies.

Scalability
The first criterion is scalability. Scalability is a key factor for storage technology in those configurations.
A scalable technology can adjust its size and capacity to meet different needs. This means the system
can increase or decrease its size based on the amount of energy it needs to store. This flexibility is
important because it allows the technology to adapt to the results from the optimization without being
fixed at one size. Additionally, a technology is considered scalable if it can be used at a large scale
to meet global demand. Scalability is evaluated on a scale from 1 to 5, where a rating of 5 indicates
highly scalable technology, and a rating of 1 indicates that the size is fixed, with no scalability.

Response Time
The second criterion is the response time of the storage systems. The system needs to be 100%
renewable on an hourly basis. A quick response time is important to balance the fluctuations of wind
and solar energy, enabling the energy system to store excess energy or release it when the data centers
need it. In this model, the timestep is one hour, so a maximum response time of 15 minutes is chosen.

Self-Discharge
The third criterion is self-discharge, which refers to the rate at which storage assets lose energy when
unused. Some technologies can only store energy for a short term because the energy ”leaks” away. In
the energy system, solar and wind energy are the inputs, and any surplus needs to be stored for hours to
days to overcome periods with less energy due to unpredictable weather circumstances. When energy
is needed during a shortage, the energy in the storage assets needs to still be available. Otherwise,
the system’s efficiency will be very low, and much energy will be lost. This means that the dimensions
of the assets will need to be much larger. Therefore, the selected technologies should be capable of
storing energy for at least several days with minimal discharge.

(Dis)charge time at Rated Capacity
The fourth criterion is the ability to charge and discharge for a long period at the rated capacity. For the
energy model to ensure a 100% renewable energy supply, it needs to overcome shortages ranging from
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hours to days. Therefore, the selected storage technologies must support long charge and discharge
durations to handle fluctuations in energy availability and demand effectively. The discharge time at
rated capacity needs to be a minimum of an hour.

Technological Maturity
The fifth criterion assesses the technological maturity and reliability of the storage technologies.
Maturity is often indicated by the Technology Readiness Level (TRL), which helps determine the
current stage of development of the technology. This ensures that only well-developed and reliable
technologies are considered. A high TRL is crucial because it means the parameters of the technology
are well understood, and the system can be implemented in the short term [24].

The table below shows the Technology Readiness Level (TRL) scores ranging from 1 to 9, with
corresponding descriptions for each level.

Table 2.1: Technology Readiness Level Descriptions for Selection Storage Technologies [25]

TRL Description
1 Primary principles documented and observed
2 Development of the technology concept and its application.
3 Analytical and experimental validation of crucial functions and/or proof of concept.
4 Validation of components and/or systems in a laboratory environment.
5 Validation of a laboratory-scale, similar system in a relevant environment.
6 Engineering/pilot scale validation of a similar (prototypical) system in a relevant environment.
7 Full-scale demonstration of a similar (prototypical) system in a relevant environment.
8 Actual system completed and qualified through testing and demonstration.
9 Actual system operated across the full range of expected mission conditions.

Location Independence
The last criterion is location independence. Although the case study is based on a data center in
the Netherlands, the research should consider whether the optimal configuration could be applied
globally, regardless of geographical conditions. Moreover, the Netherlands does not have geographical
conditions that are advantageous for different types of storage.

2.3. Model Description of the Energy System
This section first provides an overview of the energy flows between the assets. Then, it describes the
decision tree of the assets during a shortage and a surplus of energy.

The data center’s energy system consists of energy input from solar and wind sources distributed
through the grid. The data center is connected to the grid via a connection with a maximum capacity.
Behind this connection lies the energy storage system, which consists of a battery, electrolyzer, fuel
cell, and hydrogen tank. If the input from the renewable energy sources is higher than the data center’s
load, the energy is stored via the battery or electrolyzer. If the data center’s load is higher than the input
from renewable energy sources, the energy is discharged from the battery or produced by the fuel cell.
A simplified overview of this energy system is provided in Figure 2.2.
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Figure 2.2: Overview of the Energy Flows Between the Assets

A decision tree manages the energy flow between the system’s assets, determining when each asset
needs to be active to deliver or store energy. First, the step to determine if there is a surplus or
a shortage is described. Then, two decision trees are described to handle energy surpluses and
shortages to ensure the data center is always powered. First, the decision tree for managing surpluses
is described, followed by the decision tree for handling shortages.

Here are the steps shown to determine whether there is a surplus or a shortage, denoted as ∆1:

1. Determination of ∆1

(a) Generation Profile Combination:

• Combine the power profiles from solar and wind farms to form the generation profile
(Pgen).

• If Pgen exceeds the maximum connection capacity (Pcon), a part of Pgen is curtailed:
• If Pgen > Pcon, then Pcurt = Pgen − Pcon and Pgen = Pcon.

(b) Power Distribution:

• The data center’s load (Pload) is subtracted from Pgen, ∆1 = Pgen -Pload

• If the result is positive, ∆1 is considered as a surplus and is directed to the energy
storage system as outlined in step 2. If the result is negative, ∆1 is considered as a
shortage, and energy is discharged from the energy storage system described in step
3.

2. Surpluss (∆1 > 0)

(a) Battery Charging:

• The maximum charging capacity of the battery (Pchar,max) is calculated, as detailed in
subsection 2.4.1.

• If the surplus is less than Pchar,max, all the energy is stored in the batteries.
• If the surplus exceeds Pchar,max:

– Batteries are charged at a power input Pchar,max.
– ∆2 = ∆1 - Pchar,max

– The remaining surplus (∆2) is directed to the electrolyzer and storage tank.
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(b) Electrolyzer Operation and Storage Tank:

• Before starting, the state of charge of the hydrogen tank (SoC) is checked against its
maximum capacity (SoCmax).

• If SoC is not at its limit:

– Check if ∆2 is within the electrolyzer’s operational range (Pel,min to Pel,max).
– If ∆2 is within this range, hydrogen is produced as detailed in subsection 2.4.2.
– If ∆2 < Pel,min, then ∆2 is curtailed.
– If ∆2 > Pel,max, then Pel = Pel,max and the excess of ∆2 is curtailed.

• When SoC reaches the limit SoCmax, then the remaining ∆2 is curtailed.

This energy management process during shortages is shown in Figure 2.3b. The figure describes the
step-by-step process of how shortages are managed.

3. Shortage (∆1 < 0)

(a) Battery Discharge:

• First, the batteries are discharged.
• If |∆1| ≤ Pdisc,max, the batteries fully balance the shortage.
• If |∆1| > Pdisc,max:

– The batteries discharge at their maximum capacity (Pdisc,max).
– ∆3 = ∆3 - Pdisc,max

– The remaining shortage, denoted as ∆3, is managed by the fuel cell system and
storage tank.

(b) Fuel Cell Operation and Storage Tank:

• First, the State of Charge of the hydrogen tank (SoC) is checked against its minimum
limit (SoCmin).

• If SoC > SoCmin:

– The fuel cell operates to supply power within its operational range, from its minimum
(Pfc,min) to maximum capacity (Pfc,max), as detailed in subsection 2.4.4.

– If ∆3 is within this range, the fuel cell produces energy to balance the shortage.
– If ∆3 < Pfc,min:

* The fuel cell operates at Pfc,min, generating a small surplus of energy.

* This surplus energy is directed to charge the batteries.
– If ∆3 exceeds Pfc,max:

* Additional energy is drawn from the grid to manage the remaining shortage.

This energy management process during shortages is illustrated in Figure 2.3b.
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Figure 2.3: Decision Tree of Energy Flow Between Assets During Surplus and Shortage Conditions
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2.4. Model description of the Assets
In this section, the formulas and constraints of the assets used in the model are described. First, the
model of the battery is detailed in subsection 2.4.1. Next, the operational modes and constraints of
the electrolyzer are explained in subsection 2.4.2. This is followed by describing the storage tank in
subsection 2.4.3. Lastly, the operational mode of the fuel cell is outlined in subsection 2.4.4.

2.4.1. Batteries
This section describes the battery model. The batteries receive a signal indicating either a surplus
or shortage of energy, measured in kilowatts (kW), along with the duration of this signal. This signal
determines how much energy needs to be either charged into or discharged from the battery. However,
batteries operate within specific limits, including maximum charge and discharge power and minimum
and maximum levels for storing and discharging energy. A battery’s maximum energy charge and
discharge rate depends on its C-rate, which is the ratio of the battery’s maximum power to its capacity.

A C-rate of 1 means the battery can be fully charged or discharged in one hour. For the battery model
used, lower C-rates are preferred. This is preferred because the battery needs to have enough capacity
to supply power for several hours when renewable energy sources are insufficient. In the battery model,
a C-rate of 1

4 is assumed. This selection is made because the batteries must compensate for energy
mismatches over several hours daily. Additionally, it is easier to compare different batteries if the ratio
between capacity and power is the same.

Charging
The steps of the battery charging process at each timestep (∆t) are outlined as follows:

1. Determine the Maximum Energy that can be Charged:
The maximum energy that can be charged, Echar,max(t), is calculated using Equation 2.1. Here,
Pcharge, max represents the initial capacity of the battery multiplied by the C-rate of the battery.

Echar,max(t) = Pcharge, max ·∆t (2.1)

2. Calculate the Available Energy for Storage:
The available capacity for storage in the battery, denoted as Echar,avail(t), is determined by
Equation 2.2. The difference between the maximum State of Charge, SoCmax, and the current
State of Charge, SoC(t), multiplied by the battery’s capacity, C(t), determines the available
capacity in the battery. Note that C(t) is time-dependent due to battery degradation, which is
further discussed in Equation 2.4.1.

Echar,avail(t) = (SoCmax − SoC(t)) · C(t) (2.2)

3. Determine the Chargeable Energy:
The chargeable energy, Echarge(t), is the surplus energy from renewable sources. By multiplying
this surplus by the battery’s charging efficiency, the amount of energy that can be stored is
calculated, as defined by Equation 2.3. This efficiency (ηcharge) indicates the proportion of energy
that is successfully stored.

Echarge(t) = Prenewable(t) ·∆t · ηcharge (2.3)

4. Energy Input into the Battery:
The energy input into the battery, denoted as Ein(t), is constrained by the minimum value among
the calculated chargeable energy, the maximum energy chargeable, and the energy available for
charge, represented by Equation 2.4. Here, Ein(t) represents the energy that is charged into the
battery.

Ein(t) = min(Echarge(t), Echar,max(t), Echar,avail(t)) (2.4)
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5. Update the State of Charge:
The updated state of charge for the next time period, SoC(t+1), is calculated based on the energy
input Ein(t) and the battery capacity C(t) at time t, as shown in Equation 2.5.

SoC(t+ 1) = SoC(t) +
Ein(t)

C(t)
(2.5)

Discharging
The steps for the battery discharging process are outlined below. The steps are really similar to the
charging process but the other way around.

1. Determine the Maximum Energy that Can Be Discharged:
The maximum energy that can be discharged, Edisc, max(t), is calculated using Equation 2.6. Here,
Pdisc, max represents the initial capacity of the battery multiplied by the C-rate of the battery.

Edisc, max(t) = Pdisc, max ·∆t (2.6)

2. Calculate the Available Energy for Discharge:
The available energy for discharge, denoted as Edisc, avail(t), is determined by Equation 2.7. It is
calculated as the difference between the current State of Charge, SoC(t), and the minimum State
of Charge,SoCmin, multiplied by the battery’s capacity, C(t). This value represents the capacity
available for discharge.

Edisc, avail(t) = (SoC(t)− SoCmin) · C(t) (2.7)

3. Determine the Dischargeable Energy:
The dischargeable energy, Edisc(t), is the amount of energy that is needed from the battery to
supply the demand. This amount of energy is divided by the battery’s discharging efficiency, as
described by Equation 2.8.

Edisc(t) =
Pdemand(t) ·∆t

ηdisc
(2.8)

4. Energy Output from the Battery:
The energy output from the battery, denoted as Eout(t), is constrained by the minimum value
among the calculated dischargeable energy, the battery’s maximum discharging capacity, and
the energy available for discharge, as shown in Equation 2.9. Here, Eout(t) represents the energy
that is discharged from the battery.

Eout(t) = min(Edisc(t), Edisc, max(t), Edisc, avail(t)) (2.9)

5. Update the State of Charge:
The SoC is updated for the next timestep, SoC(t + 1), is calculated based on the energy output
Eout(t) and the battery capacity C(t) at time t, as described by Equation 2.10.

SoC(t+ 1) = SoC(t)− Eout(t)

C(t)
(2.10)

Degradation of the batteries
In this section, the method of battery degradation is described. The battery consists of chemical
components that degrade over time due to battery cycles. Therefore, this model takes into account
the effect of cycling aging, which results from the battery’s charge and discharge operations. This
degradation leads to a reduction in capacity. Additionally, calendar aging, which occurs over time, is
also considered. Although calendar aging does not affect performance significantly, it increases the
chance of failure. The dominant aging effect depends on the type of battery. A model is developed



2.4. Model description of the Assets 13

where is assumed that the capacity of the battery decreases linearly with each charge and discharge
cycle. This linear decline in capacity is represented by the following equation (Equation 2.11), as
detailed in the study by Gnibga, Blavette, and Orgerie [20].

Define C(0) as the initial capacity of the battery and C(tEOL) as the capacity at the end of life (EOL).
The formula below calculates the remaining capacity of the battery (C(t)) at any given time t, taking
into account the number of cycles completed up to time t (cycles(t)) and the total expected cycle life of
the battery (Ncycle life). The capacity decrease is proportionally distributed across the battery’s lifecycle,
from its initial capacity to its defined end-of-life capacity.

C(t) = C(0)−
[
(1− C(tEOL)) ·

(
cycles(t)
Ncycle life

)]
(2.11)

2.4.2. Electrolyser
In this section, the operating modes of an electrolyzer are described. The operation mode depends
on the input power Pin. The performance of an electrolyzer is based on the efficiency (ηel), which is
also dependent on these conditions. The operating states are defined by whether the input power
is below the minimum threshold Pmin, within the optimal range, or above the electrolyzer’s maximum
capacity Pmax. Each operationmode has different values for the volume of hydrogen generated, system
efficiency, and the amount of energy that is used in operation.

In the first scenario, where the electrolyzer receives power less than the minimum capacity Pmin, it
does not operate. The electrolyzer is off. The conditions are as follows:

for Pin < Pmin :


Power Used = 0

Hydrogen Produced = 0

Efficiency = 0

Runtime = Unchanged

(2.12)

When Pin is within the operational range of the electrolyzer, the electrolyzer turns on and starts
producing hydrogen. Before it starts producing hydrogen, the SoC of the hydrogen tank is checked
to ensure there is available space. This process is described in subsection 2.4.3.

for Pmin ≤ Pin ≤ Pmax :


Power Used = Pin

Hydrogen Produced = H2produced

Efficiency = ηel

Runtime = Increased by operation duration

(2.13)

If Pin exceeds the maximum capacity Pmax, the electrolyzer operates at its maximum limit, and the
surplus power is redirected. Again, before producing hydrogen is the SoC for the storage tank checked.

for Pin > Pmax :


Power Used = Pmax

Hydrogen Produced = H2produced,max

Efficiency = ηel

Runtime = Increased by operation duration

(2.14)

The mass of hydrogen generated by the electrolyzer can be calculated using Equation Equation 2.15
[16]:

ṁH2
=

Pin ·∆t · ηel
HHVH2

+ Pcompressor
(2.15)

In this equation, ṁH2
represents themass of hydrogen produced in kilograms (kg), Pin is the input power

to the electrolyzer,∆t is the time interval over which the input power is applied, ηel is the efficiency of the
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electrolyzer, HHVH2 is the Higher Heating Value of hydrogen in kilowatt-hours per kilogram (kWh/kg),
and Pcompressor is the energy required to compress the produced hydrogen from 30 bar, the operational
pressure of the electrolyzer, to 300 bar, the pressure at which the hydrogen is stored in the tank. The
HHV of hydrogen is 39.4 kWh/kg [26], and the energy needed for compression is 1.7 kWh/kg [27].

Degradation of the electrolyzer
The performance of electrolyzers degrades over time with usage. The efficiency of the electrolyzer is
multiplied by the state of health ,SOHelec(t), of the electrolyzer. The state of health is the percentage
of the initial performance of the electrolyzer [28]. This is shown in Equation 2.16 and Equation 2.17.

SOHelec(t) = 100− (ηdegradation × Runtime) (2.16)

ηel(t) = (SOHelec(t)× ηinitial_el) (2.17)

Where ηel(t) denotes the efficiency of the electrolyzer, ηdegradation represents the fractional degradation
of efficiency over a specified operational period, and ηinitial_el is the initial efficiency of the electrolyzer.

In addition to the decrease in efficiency, electrolyzer manufacturers specify the operational lifetime in
terms of operational hours to ensure system performance [29]. Therefore, the electrolyzer stacks are
replaced when the SOH decreases to 90%. These parameters are detailed in Table 3.4.

2.4.3. Hydrogen Storage Tank
This section describes the equations and steps involved inmanaging the SoC of hydrogen in the storage
tank, considering the electrolyzer and fuel cell operations.

To model the dynamics of hydrogen storage, Equation 2.18 is used to model the SoC when hydrogen
is being produced, and Equation 2.19 is used to model the SoC when hydrogen is being consumed.

Before the electrolyzer starts producing hydrogen, it provides an input indicating how much hydrogen
can be produced with the energy surplus. Based on the current SoCH2

(t), the next updated SoCH2
(t+1)

is determined. If SoCH2(t+ 1) does not exceed SoCH2max, the electrolyzer obtains a signal that it can
start producing hydrogen. The hydrogen SoC is updated by adding the amount of hydrogen produced,
H2,produced(t), during the time step t divided by H2,max. This is shown in Equation 2.18:

SoCH2(t+ 1) = SoCH2(t) +
H2produced(t)

H2,max
(2.18)

Contrariwise, when the fuel cell wants to produce energy, the SoC of the hydrogen tank is checked first.
If SoCH2(t+1) is not below SoCH2min, the fuel cell obtains a signal and starts producing. The hydrogen
SoC is updated by subtracting the amount of hydrogen consumed, H2,consumed(t), during the time step
t divided by H2,max. This is shown in Equation 2.19:

SoCH2(t+ 1) = SoCH2(t)−
H2,consumed(t)

H2max
(2.19)

2.4.4. Fuel cell
In this section, the operating modes of a fuel cell are described. These modes are quite similar
to the operational modes of the electrolyzer. The operating conditions are defined by the power
demand (Pout). The performance of a fuel cell depends on its efficiency (ηfc), which is described
in subsection 3.6.4. The operational modes are characterized by whether the power demand is below
the minimum operational threshold (Pmin), within the optimal range, or above the fuel cell’s maximum
power output (Pmax). Each mode presents different outcomes regarding electricity production, system
efficiency, and hydrogen usage.

In scenarios where the power demand falls below the fuel cell’s minimum capacity (Pmin), the system
operates at Pmin. Since Pmin exceeds the demand, this operation generates a minor surplus of power,
which is directed toward charging the battery. At Pmin, the fuel cell’s efficiency is very low, making the
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process of charging the battery relatively inefficient. However, this step is essential to ensure that the
energy system relies only on renewable energy. Before the fuel cell starts generating, it is checked if
there is enough capacity left in the storage tank. This is described in subsection 3.8.3.

For Pout < Pmin :


Electricity Generated = Pmin

Fuel Consumption = H2 consumed,min

Efficiency = ηfc

Runtime = Increased by operation duration

(2.20)

When Pout is within the fuel cell’s operational range, it starts generating electricity to balance the
shortage.

for Pmin ≤ Pout ≤ Pmax :


Electricity Generated = Pout

Fuel Consumption = H2consumed

Efficiency = ηfc

Runtime = Increased by operation duration

(2.21)

If Pout exceeds the fuel cell’s maximum output capacity (Pmax), the fuel cell operates at its maximum
limit, and any additional demand must be met through alternative sources.

for Pout > Pmax :


Electricity Generated = Pmax,

Fuel Consumption = H2consumed,max

Efficiency = ηfc

Runtime = Increased by operation duration

(2.22)

To determine the mass of hydrogen consumed by the fuel cell, Equation 2.15 is used [16].

H2consumed =
Pout ·∆t

LHVH2
· ηfc

(2.23)

Here,H2consumed represents the amount of hydrogen used in kg, Pin the input power to the fuel cell,∆t
is the timestep over which the input power, ηez is the efficiency of the, and LHVH2

is the Lower Heating
Value of hydrogen in kWh/kg

The operation of the fuel cell is limited by its power range, defined as Pmin ≤ Pin ≤ Pmax, where Pmin
and Pmax are the minimum and maximum allowable power inputs for the fuel cell. The efficiency of the
fuel cell, ηfc, is thoroughly discussed in subsection 3.6.4. The lower heating value (LHV) of hydrogen
is 33.3 kWh/kg [26].

Degradation of the fuel cell
The performance of fuel cells degrades over time with usage. This degradation is proportional to the
initial efficiency of the fuel cell. This is similar to the electrolyzer degradation. Equation 2.24 calculates
the current efficiency of the fuel cell:

ηfc(t) = (100− ηdegradation × Runtime)× ηinitial_fc (2.24)

where ηfc(t) denotes the current efficiency of the fuel cell, ηdegradation represents the fractional
degradation of efficiency over a specified operational period, and ηinitial_fc is the initial efficiency of the
fuel cell.

In addition to efficiency degradation, fuel cell manufacturers specify the operational lifetime of
operational hours to ensure the device’s performance [29]. The fuel cell stacks are replaced when
they reach operational hours. This is when the state of health is decreased to 90%. These critical
parameters are detailed in Table 3.6.
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2.5. Optimization
This section first describes which optimization methods are suitable for this problem. Then, the steps of
the optimization method used in this research are explained in subsection 2.5.1. After the optimization
method is explained, subsection 2.5.2 describes how the objective function is determined based on
the cost calculations, which are described in subsection 2.5.3. Finally, subsection 2.5.4 describes the
variables and the constraints of the optimization problem.

Optimizing complex systems with many variables is challenging because these problems often have
multiple local minima due to the many degrees of freedom in the problem. There are two main types
of search algorithms for optimizations that are easy to implement in Python. The first type is Genetic
Algorithms (GA), where a group of solutions goes through random changes to create new solutions
one by one. Only the best solutions are kept for the next round [30]. The second type is Particle
Swarm Optimization (PSO). In the PSO group of particles, moves around the search area following the
best solution. In the report of Perrigot et al. was, the performance of the PSO algorithm and the GA
analyzed. From this report, it is concluded that PSO converges slower than GA, but it eventually comes
close to the optimum minia. PSO’s performance is assigned to find the global optimum in non-linear
problems, which often have many local minima [31] However, using PSO doesn’t always lead to the
mathematically best solution, it always converges close to the optimal minimum, which is beneficial for
complex problems because it saves computational time.

2.5.1. PSO
This section shows the steps involved in the PSO process [32][33][34]. From the PySwarms package,
the PSO class in Python is used [35]. The formulas used in the class are shown and described below.
The class is modified by adding a constraint and stepsize to save computational time.

1. Initialization of Particle Positions:

A swarm of particles (S) is randomly distributed within the problem space. Each particle is a set
of values of the variables of the objective function that is optimized. The default setting uses
100 particles. The initial position of each particle is determined based on the lower and upper
boundary variables. The position of each dimension of the optimization problem is initialized
using the following equation:

x
(0)
i,d = xmin,d + rand() · (xmax,d − xmin,d) (2.25)

Here, x(0)
i,d represents the starting position of particle i in dimension d, with xmin,d and xmax,d being

the minimum and maximum boundaries, respectively. The dimension represents the variable
in the optimization, and the minimum and maximum boundaries of this variable are input at the
beginning of the optimization. These boundaries are set to limit the problem space.

2. Initialization of Particle Velocities:

The velocities of the particles are initialized similarly to their positions. This determines their
subsequent movements. The equation that initializes the particle velocity is shown below:

v
(0)
i,d = vmin,d + rand() · (vmax,d − vmin,d) (2.26)

Here, v(0)i,d represents the initial velocity of particle i in dimension d, with vmin,d and vmax,d being
the minimum and maximum velocity boundaries, respectively. The initial minimum and maximum
velocity boundaries are equal to the minimum and maximum boundaries of the positions

3. Velocity Update:

From now on, the iteration process begins. For each iteration, the velocity of each particle is
updated based on its individual best position and the global best position. The individual best
position is the best position found by the particle, and the global best position is the best position
found by any particle in the swarm. The distance between the current position and the individual
and global best positions, scaled by the cognitive and social scaling factors (ϕp and ϕg), also
known as the acceleration factors, along with the inertia weight (ω), determines the new velocity.
These factors (ϕp, ϕg, and ω) determine how particles move from their individual best positions
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towards the global best position. For this optimization, the default setting for ϕp, ϕg, and ω is used,
which is 0.5:

v
(t+1)
i,d = ωv

(t)
i,d + ϕprand()(pi,d − x

(t)
i,d) + ϕgrand()(gd − x

(t)
i,d) (2.27)

In this equation, pi,d represents the best position found by particle i in dimension d, gd represents
the best position found by any particle in the swarm in dimension d. Each particle is a set of
values of the variables.

4. Position Update:

Based on the new velocity, the new position of each particle is determined:

x
(t+1)
i,d = x

(t)
i,d + v

(t)
i,d (2.28)

5. Position Update, Step Size, and Constraint Check: In this step, the updated position is
modified according to the step size used in the optimization to reduce computational time. The
new positions based on the step size are checked against the constraints. This is done by the
following steps:

x
(t+1)
i,d = NewPositions(x(t+1)

i,d , stepsize) (2.29)

The new position, modified by the step size function, can be defined as:

NewPositions(x(t+1)
i,d , stepsize) = round(x(t+1)

i,d /stepsize) · stepsize (2.30)

The positions are updated based on the step size. The position, consisting of values for each
variable, is then evaluated using the objective function. The objective function checks if a
constraint is met. If the constraint is unmet, a penalty value of 1000 is assigned to the objective
value at x(t+1)

i,d . In subsection 2.5.2 and subsection 2.5.4, the objective function and the constraint
are described.

6. Update of Individual Optimum:

Each particle updates its record of the best position (optimum) it has discovered based on its
performance:

p
(k)
i,d = [x

(k)
1,best,i, x

(k)
2,best,i, . . . , x

(k)
D,best,i] (2.31)

Here, p(k)i,d represents the best-known position of particle i up to iteration k. This is the position
where the objective function has the lowest value for that particle, considering all the dimensions.

7. Global Optimum Refresh:

The swarm updates its knowledge of the overall best position found by any particle. This collective
intelligence guides the swarm’s movement:

gd = [x
(k)
1,d, x

(k)
2,d, . . . , x

(k)
D,d] (2.32)

Here, g(k)d represents the best-known position of the entire swarm up to iteration k. This is the
lowest objective function of the whole swarm.

8. Termination Criterion:

The optimization process stops if the change in the global best position (gd) between subsequent
iterations is less than 0.0001. This threshold is set due to the step size. The objective values
change by approximately 1E-4 to 1E-5 when one variable changes with the stepsize, depending
on the influence of the variables on the objective value. This approach sometimes results in the
optimization converging to a local minimum close to the global minimum or stopping too soon.
However, these termination criteria is important to ensure this iteration process will not go on
infinity due to unmet criteria. However, this introduces a significance of 0.001 on the outcome of
the objective function.

g
(k+1)
d − g

(k)
d < 0.0001 (2.33)
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2.5.2. Objective Function
The objective of the function is to minimize the LCOE, as shown in Equation 2.34. The LCOE calculates
the electricity price on average over the project’s lifetime in €/kWh. This equation is based on the reports
by Hansen and Marocco et al.[36][29].

LCOE =
Cinvest, total + CO&M, total + Creplacement, total − Cresidual∑n

i=1
Et,i

(1+r)i

(2.34)

In this formula, Cinvest, total represents the initial investment costs, also known as Capital Expenditure
(CAPEX). This is calculated by Equation 2.35. This cost is the sum of the investment cost of all assets,
j=[PV; Wind; Batteries; Electrolyzers; Storage Tanks; Fuel Cells] in scenarios 1 to 8.

Cinvest, total =
∑
j

Cinvest,0,j (2.35)

Here, Cinvest,0,j is the sum of the investment cost for all assets j in year i = 0.

The total operation and maintenance costs (CO&M, total) represent the costs of maintaining the asset.
These costs of each asset (j) (CO&M,j) are calculated annually and discounted at the rate for that year
and then summed. Additionally, the grid connection costs are included in this calculation because a
yearly fee needs to be paid. The details of the cost of connection are also explained in subsection 3.7.5.
This is shown in Equation 2.36.

CO&M, total =

n∑
i=1

CO&M,i,j

(1 + r)i
(2.36)

Assets may degrade due to frequent use and aging. When the performance of an asset decreases
significantly or the risk of failure becomes high, the Asset is (partially) replaced. The total Replacement
Costs (Creplacement, total) of the assets during the project’s lifetime are calculated by summing the costs
of each replacement, discounted by the rate of the year of replacement, as shown in Equation 2.37:

Creplacement, total =

n∑
i=1

Creplacement,i,j

(1 + r)i
(2.37)

In this equation, Creplacement,i,j represents the cost in year i of replacing asset j, adjusted to its Net
Present Value (NPV) using the discount rate r.

The residual value, represented as Cresidual, quantifies the economic value of a component after the
analysis period. The residual value of assets is associated with two lifetimes: the overall Assets lifetime
and the assets storage block’s lifetime. Components of the asset, such as the balance of the system,
power equations, control, and system integration, are assigned to the asset’s lifetime. The entire asset
will be replaced once this lifetime is exceeded. The storage block’s lifetime is especially relevant for
assets that degrade over time or are frequently used within the system, contributing to degradation
[37].

The Capital Recovery Factor (CRF) is used to determine the annual equivalent cost of each asset over
its lifetime and is defined as in Equation 2.38:

CRF =
r

1− (1 + r)−L
(2.38)

Here, r represents the discount rate, and L signifies the lifespan of the Asset. The investment cost of
the asset is then the initial cost times the CRF and is discounted every year till the end of its lifetime.
This spreads the investment cost across each year of the asset’s life based on the NPV.
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The total investment cost is equivalent to the sum of the NPV of the annual spread investment cost.
This is calculated as the initial investment cost in year 0 minus the residual value of the asset. To
compute the residual value of the asset at the end of a project, the years remaining from the end of
the project (Lproject) to the end of the asset’s lifetime (Lasset) are considered. The replacement costs,
which are the value of the asset’s storage block components, are subtracted from the investment costs,
as the storage block components have different lifespans and costs. This calculation is presented in
Equation 2.39:

Cresidual, system =

Lsystem∑
i=Lproject

CRF × (Cinvest,j − Creplacement,j)

(1 + r)i
(2.39)

The calculation for the residual value of the replaced components of the asset is similar. The residual
value is adjusted by multiplying by the CRF and discounting for the years remaining after the project to
calculate the NPV. The remaining lifetime of the replacement components (Lreplacement) is determined
by the time when each component is first replaced. The first replacement calculates the average
lifetime, and the last replacement year plus the first replacement year determines when (Lreplacement)
the next replacement will be. This calculation for the residual cost of replaced components is outlined
in Equation 2.40:

Cresidual, replacement =

Lreplacement∑
i=Lproject

CRF × Creplacement,j

(1 + r)i
(2.40)

2.5.3. Cost calculation
This section describes the general formulas used to calculate each asset’s investment cost, O&M cost,
and replacement cost.

The investment cost for each asset j is calculated using the Equation 2.41.

Cinvest, total,j = Pinstalled,j × Cinvest,j (2.41)

In Equation 2.41, Cinvest_total,j is the total investment cost for asset j, Pinstalled,j represents the installed
capacity of asset j (in kWh, kW, or kg), and Cinvest,j is the cost per unit of capacity for the asset.

The annual O&M costs for asset j can be calculated by using Equation 2.42

CO&M, total,j = Pinstalled,j × CO&M,j (2.42)

In Equation 2.42, CO&M_total,j represents the total O&M cost for asset j . Pinstalled,j refers to the installed
capacity, and CO&M,j denotes the cost that is annually required for operation and maintenance.

In Equation 2.43 is the O&M costs associated with the connection calculated. This is based on the
contracted power CContract and the maximum power CMax of the connection. The coefficients CContract
and CMax are specified in subsection 3.7.5.

These costs are multiplied by 12 to calculate the annual O&M costs. It is assumed that the contracted
power and the maximum power are equal, which is a suitable approximation given that the load profile
of data centers is relatively constant and often operates close to or at the maximum capacity.

O&Mconnection = Pconnection × (CContract + CMax)× 12 (2.43)

The monthly maximum power (Pconnection) is limited by the maximum capacity of the data center plus the
maximum capacity of the electrolyzer or battery, which directly influences these costs. This is calculated
by Equation 2.44.

Pconnection = (Pdata center, max +max(Pbattery, Pelectrolyzer)) (2.44)
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The investment cost of the connection in year 0 is considered negligible and is excluded from the cost
analyses.

Creplacement_total,j = Pinstalled,j ×Rreplacement,j (2.45)

In Equation 2.45, the cost associated with replacing an asset is determined. Creplacement_total,j represents
the total replacement cost for asset j. Here, Rreplacement,j denotes the replacement cost. The total cost
is calculated by multiplying this replacement cost by the installed capacity.

2.5.4. Variables and constraints
This section describes the variables and constraints used in the optimization method.

The dimensions described in the optimization steps in subsection 2.5.1 are the variables of the objective
function. The objective function includes 6 variables that influence the LCOE of energy over a 10-
year simulation. For the wind and solar assets, the installed capacities (Pinstalled,j) are the variables
measured in kilowatts (kW). The battery capacity is measured in kilowatt-hours (kWh). The capacities
of the electrolyzer and fuel cell, both measured in kilowatts (kW), represent the input of the electrolyzer
and the output of the fuel cell, respectively. The capacity of the hydrogen storage tank is quantified in
kilograms (kg). The table below provides an overview of the variables optimized for each configuration.

Table 2.2: Variables of the Optimization

Variable Unit
Wind kW
Solar kW

Battery kWh
Electrolyzer kW
H2 Storage kg
Fuel Cell kW

The main constraint of this model is that the data center operates on 100% renewable energy on an
hourly basis. This implies that no energy is sourced from the grid. The constraint ensures that all the
energy demand of the data center is met exclusively through renewable sources. This requirement is
mathematically expressed by Equation 2.46.

∑
i(Edemand,i − Egrid,i)∑

i Edemand,i
× 100% = 100% (2.46)

To conclude, this research uses the PSO method to optimize the dimensions of the energy system.
The dimensions of the energy system are the variables of the optimization. Initially, random values
are chosen for the variables within the set boundaries. Based on these values, the model simulates
the system for 10 years, and subsequently, the LCOE is determined using the economic model of the
energy system.

The best solution for each particle is saved, along with the best solution among all particles. New
values are then determined based on the steps described in subsection 2.5.1, and the new LCOE is
calculated. If the constraint is met and the LCOE is lower than the previously lowest LCOE, the values
of the variables are saved. If the constraint is not met, a value of 1000 is assigned to the LCOE. These
iterations continue until the difference between the new and current objective functions is less than
0.0001. The values of the optimized dimensions are then presented.

2.6. Economic Analysis
For the economic analysis, different prices are collected from existing literature. All the numbers that
are used in this paper are indexed to the end of 2023. To index the numbers, Table 2.3 shows the
factor required to convert values from different years and currencies to the equivalent value in euros
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at the end of 2023. For conversions from euro prices of different years to the 2023 euro value, the
data of Eurostat is utilized [38]. This data has been adjusted by the annual exchange rate from dollars
to euros to establish the dollar-to-euro index for 2023. The exchange rates used are based on the
average prices reported by the Board of Governors of the Federal Reserve System [39].

Table 2.3: Annual Indices and Exchange Rates for Converting Values from Different Years and Currencies
to €2023 [38][39]

Year (i) 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023
€i to €2023 Index 1.270 1.269 1.266 1.245 1.222 1.204 1.195 1.161 1.064 1.000
$i to €2023 Index 0.955 1.144 1.143 1.101 1.034 1.075 1.047 0.982 1.010 0.924
€ to $ 0.752 0.875 0.901 0.885 0.846 0.893 0.876 0.849 0.948 0.924

It is important to consider different values to provide a cost analysis of the different configurations.
One important factor is the project duration, which is often determined based on the lifespan of the
components [40]. For this study, a fixed project duration of 10 years is selected to compare the different
configurations. This approach aims to maintain consistency and reliability in the evaluation process.
The economic parameters used for this analysis are shown in Table 2.4.

Table 2.4: General Economic Parameters

Parameter Abbreviation Value
Project Duration Lproject 10 years
Discount Rate r 8%

2.7. Environmental Impact and Land Lsage Described
This section describes the methods used for assessing environmental impact and land usage. After
presenting the results, the two configurations with the best outcomes are compared based on their CO2

emissions during manufacturing and their land usage.

For the environmental impact, the emissions during manufacturing are assessed using the global
warming contribution index, whichmeasures the impact of a substance released into the atmosphere on
global warming. This index is primarily influenced by greenhouse gas emissions, such as methane and
carbon dioxide. It is expressed over a time horizon of 100 years in terms of kilograms of CO2 equivalent
per kilogram of emission (kg CO2e) [41]. Since burning different fuels for material production contributes
to global warming, this impact category is essential for any relevant study. The functional unit for
emissions indicates the amount of CO2 equivalent produced by the materials used in the system’s
production, from the cradle to the grave. First, the range of CO2 emissions per installed capacity of the
components is determined.

These values are multiplied by the installed capacity of the assets. However, not all assets are at
the end of their lifetime. Additionally, some assets are replaced, and the CO2 emissions from these
replacements are also considered. Based on the replacements during the 10-year simulation, the
replacements for the total lifetime of the assets are determined. Thus, the total emissions for the assets
are the sum of the total emissions from replacements during their lifetimes and the initial emissions.
These values are then added up and multiplied by the fraction of the lifetime that the assets are
used after the 10-year simulations. By applying these multipliers, the total CO2 emissions for each
component can be estimated, accounting for the components’ lifetimes and replacements over the
10-year period.

The same methodology is applied to determine the system size. The capacity density of the assets
is determined. For all assets, the size per square meter is considered. When the capacities are
determined, the installed capacity of the assets is divided by the capacity density to estimate the
potential size of the energy storage technology.
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Table 2.5: Units for CO2 Emissions and Capacity Densities of the Assets

Component Emissions Capacity Density
Solar PV kg CO2e/kWp kWp/m2

Wind Turbine kg CO2e/kW kW/m2

Li-ion Battery kg CO2e/kWh kWh/m2

Vanadium Redox Flow Battery kg CO2e/kWh kWh/m2

Alkaline Electrolyzer kg CO2e/kW kW/m2

Hydrogen Storage Tank (300 bar) kg CO2e/kg kg/m2

Fuel Cell kg CO2e/kW kW/m2



3
Data Collection

This chapter outlines all the data that is collected as input for the model. First, an overview of the
possible energy storage technologies is provided in section 3.1. Second, a detailed description of the
main technologies for each category is discussed in section 3.2. Then, based on the dissection criteria,
the technologies selected are presented in section 3.3. Consequently, the different configurations are
comprised of the selected technologies, as detailed in section 3.4. Then, the data collection of the
renewable energy sources and the data center’s load, which are inputs for the model, are described in
section 3.5. In the following sections, the technical and economic parameters, which serve as input for
the model, are described in section 3.6 and section 3.7. Lastly, the parameters for the environmental
assessment, based on CO2e emissions from production and land usage, are outlined.

3.1. Overview of Available Energy Storage Technologies
In this section, an overview of various energy storage technologies is provided. The energy storage
technologies that are described are Mechanical, Electrochemical, Electrical, and Chemical storage
[42].

Mechanical energy storage systems store gravitational potential energy, kinetic energy, or compression
potential energy. This category contains technologies like pumped hydro energy storage (PHES),
gravitational energy storage (GES), compressed air energy storage (CAES), and flywheel energy
storage (FES) technologies [43]

Electrochemical storage, commonly known as batteries, involves storing energy in chemical
compounds and releasing it through electrochemical reactions. A battery consists of two or more cells
connected in series or parallel to achieve the desired voltage and capacity for a specific application.
The recharging frequency of a battery depends on its usage pattern and discharge depth. Charge
times can range from one to twelve hours, influenced by the battery’s condition and external factors
[44]. The most commonly used electrochemical batteries for utility-scale applications include lead-acid,
lithium-ion (Li-ion), sodium-sulfur (NaS), nickel-cadmium (Ni-Cd), and flow batteries [45].

The primary technologies for electrical energy storage are Superconducting Magnetic Energy Storage
(SMES) systems and Supercapacitors (SC). These systems store electricity efficiently in electric and
electromagnetic fields, respectively, with minimal energy loss [43].

Chemical storage involves storing energy in chemical bonds, which can be released through chemical
reactions. Among various methods, hydrogen storage stands out due to its high energy density and
potential for clean energy applications. Hydrogen energy storage uses an electrolyzer to produce
hydrogen by converting electricity into chemical energy. This stored energy can be released by burning
the hydrogen in a fuel cell when needed. Hydrogen storage offers benefits such as the ability to
transport and store energy and produce water as a non-toxic combustion product [46].

23
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3.2. Classification of the Technologies
In this section, the main technologies of each classification are explained and described based on
the criteria outlined in section 2.2. First, mechanical energy storage is discussed in subsection 3.2.1,
followed by electrochemical storage in subsection 3.2.2. Subsequent, electrical energy storage in
subsection 3.2.3. Finally, chemical storage is described in subsection 3.2.4.

3.2.1. Mechanical energy storage
Pumped Hydro Energy Storage (PHES)
PHES systems convert electrical energy into potential energy by pumping water from lower to higher
reservoirs. This conversion typically takes place when electricity prices are low and surplus energy
is available, using pumps to transfer water to the upper reservoir. During periods of high energy
demand, the stored water is released down through a hydraulic turbine to generate electricity [46].
PHES systems are highly scalable, allowing the size to be adjusted according to needs. They have
a medium response time ranging from seconds to minutes [47][45]. This means it responds quickly
to changes in the energy demand. The self-discharge rate of these systems is very low, ensuring
minimal energy loss over time [48]. The charge and discharge cycle ranges from several hours to days,
depending on the specific system and size [47][45]. Despite the relatively high initial investment, PHES
is considered an economical solution for long-term energy storage. The technology for PHES is mature
and has been commercialized, demonstrating a high level of reliability and efficiency [46][47]. The
technology maturity level is rated at 9 [47][25][49]. However, PHES systems need specific geographical
conditions to operate well. It depends on having suitable water reservoirs. These reservoirs, ideally at
different heights, are essential for the system’s energy storage. Without these geographical features,
the efficiency of PHES technology is reduced. Additionally, the costs increase because the height
difference would need to be artificially created.

Gravity Energy Storage (GES)
GES systems store and release energy using a heavy mass instead of water. The use of solid materials
results in higher energy density compared to PHES. GES systems are scalable, but they encounter
significant challenges in management and construction as their size increases beyond a certain point
[43]. Therefore, the scaling score is lower than the PHES score. GES also have a medium response
time ranging from seconds to minutes and a very low self-discharge rate, ensuring minimal energy
loss [48][47][45]. The charge and discharge cycles can last from hours to days [47][45]. Despite high
initial costs, they are cost-effective for long-term storage. The technology maturity of GES is rated at 8,
indicating advanced but less mature and commercialized technology compared to PHES [47][25][49].
GES systems also depend on specific geographical conditions, similar to PHES.

Compressed Air Energy Storage (CAES)
CAES systems capture surplus electricity by powering a compressor to store air in confined spaces,
such as underground caverns. When there is a demand for electricity, the stored air is released to
drive a turbine and produce power. CAES systems are highly scalable, allowing for size adjustments.
They have a medium response time of a few minutes and a low self-discharge rate, ensuring minimal
energy loss [48][47][45]. The charge and discharge cycles range from hours to days [47][45], making
them flexible for various applications. Despite high initial costs, CAES is cost-effective for long-term
storage. The technology maturity is rated at 7.5, and implementation depends on specific geographical
conditions[25][49][47].

Flywheel Energy Storage (FES)
FES operates by accelerating a rotor to store energy and decelerating it to release energy. The
performance of FES technology depends significantly on the rotor’s characteristics, such as its
maximum rotational speed and mass. Flywheels are suited for short-term energy storage, typically
ranging from a few seconds to several minutes [46]. FES systems are scalable but technically limited
beyond a specific size. Therefore, FES andGES have the score on scalability. FES offers an immediate
response time [47][45]. However, FES has a high self-discharge rate, with energy typically dissipating
within an hour, sometimes within minutes [48]. The charge and discharge cycles occur in seconds to
minutes [47][45]. While the initial cost is high, the technology is mature, rated at 9, and it is location
independent[25][49][47].
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3.2.2. Electrochemical
Lead-Acid Batteries
Lead-acid batteries are one of the oldest energy storage technologies used since the nineteenth century.
There are two main types: flooded and sealed. Flooded lead-acid batteries are cheaper, have a longer
lifetime, and are available in various configurations, making them more commonly used in stationary
applications due to their cost-effectiveness and longevity. Conversely, sealed lead-acid batteries
are designed to be safer and require less maintenance. In sealed batteries, the liquid electrolyte is
transformed into a gel, allowing the battery casing to be sealed, which is preferable for applications
where safety and low maintenance are essential [50].

Lead-acid batteries are characterized by their low cost, easy manufacturing process, and high
recyclability, with more than 97% of the lead being recyclable. However, they have a limited lifetime
of approximately 500 cycles and low energy density due to the high density of lead [51]. Lead-acid
batteries are highly scalable, as they can easily be connected in containers. They have a rapid response
time ranging from milliseconds to seconds and exhibit a self-discharge rate of 0.1-0.3% per day.y
[48][47][45]. The charge and discharge cycles range from minutes to hours [47][45]. Despite their
limitations, lead-acid batteries are a feasible option for various applications due to their maturity, rated
at a technology maturity level of 9 [25][49][47].

Lithium-Ion Batteries
Li-ion batteries dominate the energy storage market, with a market share capacity of 1.66 GW. Their
success is attributed to high efficiency, long lifecycle, and high power and energy density, driving their
rapid growth [42]. Most commercial Li-ion batteries are made of a graphite anode, a cathode made
of a lithium-containing transition metal oxide or phosphate, and a nonaqueous liquid electrolyte that
conducts Li-ions. The main types used in stationary energy storage are lithium iron phosphate (LFP)
and lithium nickel manganese cobalt oxide (NMC), with LFP being approximately 10% less expensive
[50]. Li-ion batteries are highly scalable, easily bundled into containers and connected, similar to
lead-acid batteries. Li-ion offers a fast response time of milliseconds to second and has a low self-
discharge rate of 0.1-0.3% per day [48][47]. The charge and discharge cycles range from minutes to
hours [47][45]. Despite high initial costs, the technology is mature, rated at a TRL of 9 [25][49][47].
However, challenges include the need for an advanced Battery Management System (BMS), thermal
runaway risks, material scarcity, and recycling difficulties [52].

Sodium-Sulfur Batteries
Conventional secondary batteries, like lead-acid and Li-ion batteries, use a solid electrode and a liquid
electrolyte. In contrast, the NaS battery employs a molten liquid electrode and a solid electrolyte. NaS
batteries offer advantages such as a high specific energy, which is comparable to lead-acid batteries,
and a very high discharge current density. However, NaS batteries also have significant disadvantages.
NaS batteries operate at high temperatures between 300-350°C, where sodium and sulfur are liquid.
A short circuit due to damaged ceramic electrolytes can cause sodium and sulfur to react violently,
producing temperatures up to 2000°C and leading to severe safety issues. Additionally, these batteries
have a low working rate, making them unsuitable for high power and fast charging and discharging [48].
NaS batteries are highly scalable and have a fast to medium response time [47]. NaS batteries have
a high self-discharge rate of around 20% per day, which is really high and therefore not suitable for
medium to long-term storage [48][47]. The charge and discharge cycles range from minutes to hours
[45]. Although NaS has medium costs, their technology maturity is rated at 8 [25][49][47].

Nickel-Cadmium Batteries
The Ni-Cd battery comprises a positive electrode made of nickel oxyhydroxide and a negative electrode
made of metallic cadmium, separated by a nylon divider. The electrolyte is aqueous potassium
hydroxide, which remains stable during operation. During discharging, the nickel oxyhydroxide reacts
with water to form nickel hydroxide and a hydroxide ion, while cadmium hydroxide forms at the negative
electrode [45]. Ni-Cd batteries are relatively affordable and robust, offering the lowest cost per cycle.
However, Ni-Cd has several drawbacks, including the memory effect, the harmful environmental impact
of cadmium, and a high initial cost. Consequently, Ni-Cd technology is not highly recommended for
renewable energy systems [53]. Ni-Cd batteries are highly scalable, like all the other electrochemical
batteries. Ni-Cd has a fast response time ranging from milliseconds to seconds and a self-discharge
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rate of 0.2-0.6% per day [47]. The charge and discharge cycles range from minutes to hours [45].
Despite their high initial costs, Ni-Cd batteries are a mature technology, rated at a technology maturity
level of 9 [25][49][47].

Redox Flow Batteries
A Redox Flow Battery (RFB) functions as an electrochemical energy storage system with a unique
design that separates the energy storage and conversion components. Unlike traditional batteries that
use solid metals for the cathode and anode, RFBs utilize electrolyte solutions (catholytes and anolytes)
to store energy. Electrical energy is stored in large-volume liquid electrolytes contained in separate
tanks and converted to electricity in a stack of multiple cells, similar to fuel cells. The electrolytes are
pumped through porous electrodes, with an ion-exchange membrane or porous separator preventing
mixing. Electron-exchange chemical reactions occur on the electrode surfaces [54][55].

The separation between the components that manage power and those that store energy is a distinctive
feature of RFBs, offering a significant advantage and making them an excellent option for energy
storage across different scenarios [56]. RFBs can release energy over durations ranging from a
few minutes to several hours and are designed to withstand both overload conditions and complete
discharges without sustaining damage [57]. Due to their advantages, such as separate energy and
power capacities, high safety, good efficiency, and extended cycle life, RFBs are highly suitable for
incorporating renewable energy into the electrical grid. They are particularly effective for energy storage
systems of up to 100 megawatts, capable of storing energy for 4 hours or more, making them ideal for
data centers [58].

The two main types of flow batteries are the vanadium redox flow battery (VRFB) and the zinc-bromine
hybrid flow battery (ZBFB) [43][42]. The main difference between them is that in VRFBs, energy is
linked to the electrolyte volume and power to the electrode area, whereas in hybrid flow batteries,
energy is limited by the size of the battery electrode [45].

Vanadium Redox Flow Batteries
VRFBs are a leading technology for large-scale energy storage among metal-based flow batteries and
have been in commercial use in recent years [58]. VRFBs offer multiple advantages: they can last up
to 20 years, their electrolytes can be reused, and their capacity can be increased, making them ideal
for building energy storage stations ranging from a few kilowatts to 100 megawatts. VRFBs are also
safe, less likely to catch fire, and can withstand complete discharge without harm. They are particularly
efficient for storing energy in renewable sectors like solar and wind power. However, their high cost
remains a significant barrier to widespread commercial use [59].

VRFBs are highly scalable, with adjustable sizes of the tank with electrolyte. Also, VRFBs have a fast
response time of seconds and a very low self-discharge rate [48][47]. The charge and discharge cycles
are multiple hours [47][45]. Despite moderate costs, VRFBs are considered mature technology with a
technology maturity level of 8 [25][49].

Zinc-bromide Flow Batteries (ZBFB)
A key advantage of ZBFB is the abundance and low cost of the materials used, making them suitable for
sustainable and economical energy storage solutions [60]. Multiple companies around the world, are
developing and commercializing ZBFB, indicating growing interest and investment in this technology
[60].

ZBFB is highly scalable, like the VRFB. ZBFB has a fast response time of seconds and a small self-
discharge rate [48][47]. The charge and discharge cycles are also multiple hours [47][45]. The cost of
a ZBFB is moderate costs, and their technology maturity is rated at 7 [25][49][47].

3.2.3. Electrical Energy Storage
Supercapacitors and Superconducting Magnetic Energy Storage
SC and SMES systems efficiently store electricity in electric and electromagnetic fields, respectively,
with minimal energy loss. These technologies are particularly advantageous for the storage and rapid
release of high energy levels in short bursts [43].



3.2. Classification of the Technologies 27

Both SC and SMES are scalable but are technologically and economically limited due to their low energy
density. Therefore, the scalability score is set for both on 3. Their charge and discharge cycles range
from seconds to minutes [47][45]. SC has a fast response time, with a self-discharge rate of 5-40%
[48][47]. Although they are moderately costly, supercapacitors are a mature technology, rated at 8 in
terms of maturity [25][49][47]. SMES have a self-discharge rate of 10-15% [47][48][45]. Despite their
higher costs, SMES systems are considered a moderately mature technology, with a maturity level of
7. A limited number of small-scale SMES systems are now commercially available, primarily employed
for power quality control in manufacturing settings, including microchip fabrication facilities [25][49][47].

3.2.4. Chemical storage
The main chemical storage technology is hydrogen energy storage. This is a process where energy is
stored in the chemical bonds of molecules. An electrolyzer produces hydrogen by converting electricity
into chemical energy. This produced hydrogen is stored under pressure in a hydrogen tank. This stored
energy can be released by burning the hydrogen in a fuel cell when needed. Despite its benefits, such
as the ability to transport and store energy and its non-toxic combustion product, hydrogen gas storage
remains costly due to its expensive infrastructure [46]. However, hydrogen has no self-discharge and
leakage from hydrogen tanks is minimal, so it is negligible. Moreover, the scalability of hydrogen is high.
The size of the electrolyzer, storage, and fuel cell is easily adjustable to the requirements of the energy
system. This makes it suitable for long-term storage. In the section below are the different types of
electrolyzers described

Electroylzer
This section describes the different types of electrolyzers. The discharge time and self-discharge are
not relevant parameters for electrolyzers, as they are conversion components instead of a storage
components.

Alkaline Electrolyzer
Alkaline water electrolysis (AWE) dates back to 1789, credited to Troostwijk and Diemann, marking it
as the pioneering technology in water electrolysis. Its longevity, non-reliance on expensive materials,
and modular design have established alkaline electrolysis as the most mature and widely implemented
technology for water electrolysis worldwide [61]. It currently represents nearly two-thirds of the global
electrolyzer capacity [62]. This technology operates at low temperatures, typically between 60 to 80°C,
using a 20%–30% KOH or NaOH solution as the electrolyte. Alkaline electrolyzers are noted for their
durability, cost-effectiveness, and the absence of precious metal requirements in their components,
making them a preferred choice in industrial applications. They can operate under near-atmospheric
or increased pressures, up to 1.5 MPa [63]. The response time of the alkaline electrolyzer is medium.
This electrolyzer technology is, compared to the other technologies, the cheapest technology. However,
it is still expensive. Due to its maturity, the TRL is set to 9.

Proton exchange membrane Electrolyzer
Even though Proton exchangemembranewater electrolyzers (PEMWE) are a relatively new technology,
they account for 20% of the global capacity [62].PEM electrolyzers operate within a temperature range
of 50–80 degrees Celsius and can reach current densities of up to 1 A/cm² [61]. In PEM electrolysis,
water decomposes at the anode to produce protons, electrons, and oxygen. These protons and
electrons traverse through the proton exchangemembrane to the cathode, where hydrogen is produced.
The core components of PEM electrolyzers include electrodes separated by a solid polymer electrolyte.
This technology is known for its high efficiency, compact design, and fast response time to changing
power inputs, making it suitable for dynamic applications such as energy storage in renewable power
systems. The technology is more expensive than the alkaline electrolyzer [63]. Due to its wide usage
and implementation, the TRL is set at 9.

Anion Exchange Membrane
Anion Exchange Membrane (AEMWE) water electrolysis offers several advantages, such as the use of
cost-effective transition metal catalysts instead of noble metal catalysts, making it a high-performance
yet low-cost alternative to conventional electrolysis technologies. Also, it has a high response time but
not as fast as the PEM electrolyzer. Despite these advantages, AEMWE requires further investigation
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and improvements in membrane stability and cell efficiency [63]. Moreover, the technology is still in
developmental status, which makes it expensive to implement. Therefore, the TRL is set to 7 [64].

Solid Oxide Electrolyzer
Solid Oxide Ectrolyzer cells (SOEC) are unique because they use heat to generate hydrogen from
steam. This makes them perfect for places with a heat source, like nuclear plants or industrial
sites. They work at high temperatures, typically between 500 and 850 degrees Celsius, because
they operate at higher temperatures, and the response time is slow [62]. This technology does not
require noblemetal electrocatalysts and provides high conversion efficiency. Despite these advantages,
insufficient long-term stability has hindered the commercialization of solid oxide water electrolysis [63].
Consequently, the technology is still in the research and development phase, which makes it expensive.
Therefore, the TRL is set to 7.

Fuel Cell
A fuel cell is essential for converting hydrogen produced by the electrolyzer and stored in the storage
tank into usable power. There are different types of fuel cells, including Alkaline Fuel Cells, Polymer
Electrolyte Membrane Fuel Cells (PEMFC), Phosphoric Acid Fuel Cells, Molten Carbonate Fuel Cells,
and Solid Oxide Fuel Cells [65]. However, if hydrogen technology is to be applied in data centers, the
PEM fuel cell should be considered. This is because data centers are already planning to use PEM
fuel cells integrated for backup power [66]. Thus, analyzing other types of fuel cells is out of the scope
of this research.

PEM Fuel Cell
PEM fuel cells are primarily used in transportation and stationary applications, such as backup power
[67][65]. PEM fuel cells are highly popular because they use hydrogen as fuel and oxygen as the
oxidant. These cells provide high power density and are lightweight and compact compared to other
types of fuel cells. They utilize a solid polymer electrolyte and porous carbon electrodes that contain a
platinum or platinum alloy catalyst. The advantages of the PEM fuel cell include quick response time.
However, the catalyst of the fuel cell is expensive, which makes the overall cost high[68]. Due to the
widely used application, the TRL of the PEM Fuel Cell is set to 9.

3.3. Selection of Technologies
This section is based on all the technologies described in section 3.2 technologies selected to comprise
different configurations for data to be 100% renewable on an hourly basis. An overview of all the
described technologies is shown in Table 3.1.

Mechanical storage components are highly scalable, except for FES. Technologies such as PHES,
GES, and CAES are easy to scale up by increasing the reservoir, mass, or cavern size. While flywheel
systems are modular, managing them on a large scale becomes technologically complex. Additionally,
flywheels are not completely scalable and have a discharge time that is too short for energy systems.
PHES, GES, and CAES depend on the geographical characteristics of the location, making them less
adaptable. This results in the mechanical storage components being unsuitable for the data center’s
energy storage system.

Electrochemical technologies are all scalable and have a discharge time at the rated capacity ranging
from minutes to hours, meeting the necessary requirements [47]. Both lead-acid and Li-ion batteries
have a fast response time and a minimal self-discharge rate, and they are well-developed with a TRL of
9. Moreover, Poullikkas describes in their report that lead-acid batteries are currently used to stabilize
wind farm power generation [45]. Therefore, it is interesting to research how lead-acid batteries would
function in this energy system. The same applies to Li-ion batteries, which are already used in multiple
energy storage systems.

Ni-Cd batteries, when assessed against the criteria, have approximately the same score as the Li-ion
battery and Lead-acid Batteries. Recently, Ni-CD batteries have become popular for solar generation
storage due to their ability to withstand high temperatures. However, they perform poorly during peak
shaving applications, making them generally unsuitable for energy management systems. Moreover,
cadmium is really harmful to the environment [47][45].
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On the other hand, the NaS batteries have a very high self-discharge rate of around 20% per day, which
is too high since the battery needs to store energy for days to weeks [47].

To strengthen this research, the number of technologies that are focused on is limited. Therefore, lead-
acid and Li-ion batteries are chosen over Ni-Cd batteries. Besides, NaS batteries are unsuitable for
this system due to their high discharge rate.

The VRFB and the ZBFB offer advantages such as flexible layout, long cycle life, quick response
times, and no harmful emissions. They also offer low maintenance and tolerance to overcharge and/or
over-discharge [45]. Therefore, they score high in scalability and response time. Moreover, the self-
discharge is neglectable, and the discharge time at rated capacity can go up to hours. The most mature
flow battery is the VRFB, which can operate efficiently on a large grid scale. VRFB also has a long cycle
life. Zinc bromide batteries, which are hybrid flow batteries, are also commercially available. Although
the cycle life of zinc bromide hybrid flow batteries is much shorter than that of vanadium, the materials
cost is considerably lower [50]. Therefore, researching the VRFB and ZBFB is interesting.

Electrical components store energy with high power but for a short duration, with a high daily discharge
rate. While this is beneficial for balancing an energy system, it is unsuitable for addressing daily or
seasonal shortages.

Hydrogen storage is ideal for long-term storage with no energy losses over time due to neglectable
leakage in the hydrogen tank. Moreover, the technology is highly scalable. The size of the electrolyzer
storage tank and fuel cell is easily adjustable. Based on the TRL, the two most promising electrolyzer
technologies are Alkaline and PEM. As a fuel cell, the PEM fuel cell has been selected for this system
because it has already been implemented by data centers and, therefore, is not a choice in this
research.

It can be concluded that the Li-ion, Lead-acid, VRFB, ZBFB, and hydrogen systems of an Alkaline and
PEM electrolyzer with storage tank and PEM fuel cell are suitable technologies for the energy storage
system of a data center, which can be renewable on an hourly basis.
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Table 3.1: Energy Storage Technologies and Their Characteristics

Technology Classification Scalability Response
time

Self-discharge
%/day

Discharge time at
rated capacity

TRL Location
independence

PHS Mechanical 5 Medium Very small hours to days 9 No
GES Mechanical 3 Medium Very small hours to days 8 No
CAES Mechanical 5 Medium Small hours to days 8 No
FES Mechanical 3 immediately 100 Seconds to minutes 9 Yes
Lead-Acid Electrochemical 5 Fast 0.1-0.3 Minutes to hours 9 Yes
Li-ion Electrochemical 5 Fast 0.1-0.3 Minutes to hours 9 Yes
NaS Electrochemical 5 Fast-Medium 20 Minutes to hours 8 Yes
Ni–Cd Electrochemical 5 Fast 0.2-0.6 Minutes to hours 9 Yes
VRFB Electrochemical 5 Fast Very small Hours 8 Yes
ZBFB Electrochemical 5 Fast Small Hours 7 Yes
SC Electrical 3 Fast 5-40 Seconds to minutes 8 Yes
SMES Electrical 3 Fast 10-15 Seconds to minutes 7 Yes
AWE* Chemical 5 Medium - - 9 -
PEMWE* Chemical 5 Fast - - 9 -
SOEC* Chemical 5 Slow - - 7 -
AEM * Chemical 5 Medium-Fast - - 7 -
PEMFC * Chemical 5 Fast - - 9 -

*indicates technologies that are used for energy conversion.
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3.4. Configurations
The technologies described and selected in section 3.3 include Li-ion, lead-acid, VRFB, ZBFB, alkaline
electrolyzers, PEMelectrolyzers, storage tanks, and PEM fuel cells. With these technologies, 8 different
configurations are made. These technologies are classified into two distinguished groups: batteries
and hydrogen. The batteries are suitable for short-term storage and supply, while the hydrogen is used
for long-term storage because of the lack of energy losses over time and the easily scalable size of
the system’s required storage system. Therefore, different configurations could be comprised. Each
configuration integrates different types of batteries and electrolyzers. For every configuration, energy
supply is consistently derived from wind and PV. A large tank is required to store the hydrogen produced
by the electrolyzer efficiently. This tank serves as a reservoir for hydrogen. The PEM fuel cell is used
to generate power during times of shortage, such as when batteries are empty during a long-term
shortage. Table 3.2 shows these configurations.

Table 3.2: 8 Configurations of the Selected Technologies

Configuration Energy Supply Battery Electrolyzer Storage Fuelcell
1 Wind + PV Li-ion Alkaline Tank PEM
2 Wind + PV Lead-acid Alkaline Tank PEM
3 Wind + PV Li-ion PEM Tank PEM
4 Wind + PV Lead-acid PEM Tank PEM
5 Wind + PV VRFB Alkaline Tank PEM
6 Wind + PV ZBFB Alkaline Tank PEM
7 Wind + PV VRFB PEM Tank PEM
8 Wind + PV ZBFB PEM Tank PEM

3.5. Data Collection
In this section, the energy profiles of solar, wind, and the data center are described based on their
characteristics. The solar and wind profiles are used as inputs for the energy system, while the load
profile represents the demand.

In Figure 3.1a and Figure 3.1b are the energy profiles of wind and solar energy shown. These profiles
are derived from the actual output of wind and solar farms for the year 2019. The same weather year
is chosen to take the correlation between solar irradiation and wind into account. the wind and solar
profile data may not be shared and are therefore anonymized; only the weekly output of the energy
profiles is presented. Additionally, the energy profiles are normalized by their installed capacity. So,
the energy profiles in the figures represent the output of 1 kW(p) installed capacity.

The capacity factors for solar and wind profiles used in this research are 0.12 and 0.48, respectively.
Figure 3.1b clearly shows the characteristics of a solar profile in the Netherlands, with a significant
difference in energy output between summer and winter due to the country’s high latitude. The wind
profiles in Figure 3.1b show that the Netherlands has a more constant output throughout the year,
although they show more weak fluctuations compared to the solar profile. Wind output is slightly lower
in the summer than in the winter months. Therefore, a combination of wind and solar as inputs for the
energy system is considered suitable.
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(a)Wind Energy Generation profile in the Netherlands
for 1 kW installed capacity

(b) Solar Energy Generation profile in the Netherlands
for 1 kWp installed capacity

Figure 3.1: Energy Generation Profiles for Wind and Solar in the Netherlands

The data of the energy profile of the data center has been provided by Repowered [40]. The energy
profile of the data center is shown in Figure 3.2. Also, the data of the energy profile may not be
shared, and therefore, the weekly average is presented. Moreover, the profile used is normalized by
the average output and scaled to represent a 100 MW data center. The energy profile of the data
centers shows that it consume more energy in the summer than in the winter due to the increased
cooling needs during warmer months. However, the average weekly load remains relatively constant
throughout the year.

Figure 3.2: Energy Profile of a 100 MW Data Center in the Netherlands
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3.6. Technical Parameters of the Assets
In this section, the technical parameters and limitations of each asset in the energy system are
described. These parameters and limitations are used as input in the model. First, in subsection 3.6.1,
the parameters of the Li-ion, Lead-acid, VRFB, and ZBFB batteries are detailed. Next, in
subsection 3.6.2, the parameters of the Alkaline and PEM electrolyzers are provided, followed by the
parameters of the storage tank in subsection 3.6.3. Lastly, in subsection 3.6.4, the parameters of the
PEM fuel cell are described.

3.6.1. Batteries
This section describes the parameters of the batteries used in the model. The parameters considered
for the batteries are efficiency, minimum and maximum SoC, cycle life, and end-of-life (EOL) capacity,
which determines the degradation during the battery’s lifetime.

Lithium-ion and Lead-Acid Battery
This section discusses the technical characteristics of Li-ion and lead-acid batteries. Li-ion batteries
have a higher efficiency than lead-acid batteries. The round-trip efficiency for Li-ion batteries is 85%,
while it is 72% for lead-acid batteries [69][29]. The depth of discharge (DoD) of the battery impacts
degradation over time. Therefore, it is important to consider DoD as a parameter. The DoD is the
range between the max and min SOC of the battery. Li-ion battery parameters are set at DoD of 0.7,
resulting in a minimum and maximum SoC at 0.2 and 0.9 [40]. Considering these limits, the battery’s
capacity will decrease to 0.8 of the initial capacity of approximately 2000 cycles [20]. Based on the
analysis of various datasheets for lead-acid batteries, it has been determined that at a DoD of 0.5, the
battery’s capacity reduces to 60% after 500 cycles [70][71][72]. This sets the minimum and maximum
state of charge at 0.4 and 0.9.

For the Li-ion battery, it is chosen to replace the battery when the capacity decreases to 80% of its initial
value. In contrast, for the lead-acid battery, replacement occurs when the capacity decreases to 60%.
The higher EOL capacity for the Li-ion battery is selected due to its lower degradation rate of 0.01%
per cycle compared to 0.08% per cycle for the lead-acid battery. Furthermore, the usable capacity of
the lead-acid battery is limited by its lower DoD. Consequently, with the same installed capacity, the
lead-acid battery will cycle more frequently. Therefore, an EOL capacity of 60% is considered for the
lead-acid battery to reduce the frequency of replacements. In Table 3.3 are the discussed parameters
summarized.

Vanadium Redox Flow Battery and Zinc Bromide Flow Battery
In this section, the technical parameters of VRFB and ZBFB are discussed. The round-trip efficiency
of VRFB is approximately 75%, while ZBFB achieves a similar efficiency of 74% [37]. The VRFB
has a long lifetime and cycle life compared to most other battery technologies, such as Li-ion and
lead-acid batteries [54]. According to Doetsch and Pohlig, these batteries have negligible electrolyte
degradation, allowing them to last for decades without replacement. ZBFB has a shorter cycle life,
around 4,500-5,000 cycles. Both battery types have good circulation performance, and a 100% DoD
does not damage them. The state of charge for both VRFB and ZBFB is set between 0% and 100%
[48]. For both batteries, it is assumed that there is no degradation, and the EOL is set to 100%. This
means that the performance of the battery remains constant. However, the battery is replaced when
the cycle life is exceeded. The parameters discussed are summarized in Table 3.3.
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Table 3.3: Battery Model Parameters

Li-ion and Lead-acid Battery Model Parameters
Parameter Abbreviation Unit Li-ion Lead-acid Source
Capacity C kWh Variable Variable
Efficiency η % 85 72 [69]
Minimum SoC SoCmin % 20 40 [69][37]
Maximum SoC SoCmax % 90 90 [69][37]
Cycle Life Ncycle life - 2000 500 [20][37]
Capacity End Of Life CEOL % 80 60 [20][37]

Vanadium and Zinc-Bromide Flow Battery Model Parameters
Parameter Abbreviation Unit Vanadium Flow Zinc-Bromide Flow Source
Capacity C kWh Variable Variable
Efficiency* η % 74 75 [73][37]
Minimum SoC SoCmin % 0 0 [74][37]
Maximum SoC SoCmax % 100 100 [74][37]
Cycle Life Ncycles - 10000 4750 [74][37]
Capacity End Of Life CEOL % - - [74][37]

* In the models, ηdischarge and ηcharge are used.This is equal to η0.5.

3.6.2. Electrolyzer
This section describes the parameters of Alkaline and PEM electrolyzers. First, the efficiency curves
are detailed. Then, the other key parameters, such as peak efficiency, efficiency degradation, and
operation hours, are discussed.

Efficiency of electrolysers
The Faraday efficiency, or current efficiency, measures the actual hydrogen output of an electrolyzer
against its theoretical potential, accounting for losses due to parasitic currents [75][76]. Voltage
efficiency, distinct from DC efficiency, evaluates energy utilization by comparing the thermoneutral
voltage (typically 1.48 V) to the actual cell voltage [76]. Besides the intrinsic losses within the
electrolyzer cell, there are additional losses in the electrolyzer system and auxiliary components. The
efficiency curves for alkaline and PEM electrolyzers, as detailed in the report by Marocco et al., are used
for in this model [29]. These curves are fitted and adjusted based on the High Heating Values (HHV). In
this model, the efficiency of the HHV is used, while in the report of Marocco et al. is, the Lower Heating
Value (LHV) used. The efficiency of the electrolyzer is displayed in a Figure 3.3, where efficiency is
plotted on the y-axis against the normalized load on the x-axis. The normalized load extends from
the minimal operational load to 1, representing the maximum capacity of the electrolyzer. Below the
minimal operational is no efficiency because the electrolyzers are turned off.

Figure 3.3: Efficiencies of the Alkaline and PEM Electrolyzers Versus Normalized Load (HHV)
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Parameters of the Electrolyzer
This section describes the parameters of Alkaline and PEM electrolyzers, outlined by Marocco et al.
PEM electrolyzers can operate at a lower minimum capacity of 10%, compared to 15% for Alkaline,
offering operational flexibility. Alkaline electrolyzers have a higher peak efficiency of 72%, whereas
PEM electrolyzers have a lower peak efficiency of 65%. Additionally, PEM electrolyzers have a higher
efficiency degradation rate of 0.25% compared to 0.13% for Alkaline per 1,000 hours. Alkaline systems
also have a higher operational lifetime than the PEM electrolyzer, approximately 80.000 hours against
40,000 hours [29]. This means that when the peak efficiency decreases to 90% of the initial peak
efficiency, the stacks of the electrolyzer are replaced to maintain high performance. In Table 3.4 are
the key parameters of the electrolyzer summarized

Table 3.4: Technical Parameters of Alkaline and PEM Electrolyzers

Parameter Abbreviation Alkaline PEM Reference
Maximum Capacity Cmax variable variable -
Minimum Capacity (% of Max) Cmin 15% 10% [29]
Efficiency at Peak ηpeak 72% 65% [29]
Efficiency Degradation (%/1,000h) ∆η1,000h 0.13% 0.25% [29]
Total Operating Hours Nh,tot,EL 80,000 h 30,000 h [29]

3.6.3. Storage Tank
This section describes the technical parameters of the hydrogen storage tank. These parameters
include the tank’s maximum capacity, maximum pressure, and minimum and maximum SoC. The SoC
ranges from 0 to 1, indicating the tank’s full usable capacity. Hydrogen is stored at a maximum pressure
of 300 bar to minimize the required storage volume.

Storing hydrogen is challenging due to its low density. At room temperature and atmospheric pressure,
hydrogen gas occupies over 11 m³ per kilogram. To make storage economically viable, hydrogen must
be compressed to increase its density [77]. The parameters used in the model are summarized in
Table 3.5.

Table 3.5: Technical Parameters of the Hydrogen Storage Tank

Parameter Symbol Value Unit
Maximum Capacity Cmax Variable tonne
Maximum Pressure Pmax 300 bar
Minimum State of Charge (SoC) SoCmin 0 -
Maximum State of Charge (SoC) SoCmax 1 -

3.6.4. Fuel Cell
This section describes the parameters of the PEM Fuel Cell. First, the efficiency curves is shown.
Then, other key parameters, such as peak efficiency, efficiency degradation, and operation hours, are
discussed.

Efficiency of the Fuel Cell
The model describes the efficiency curve for the PEM fuel cell as outlined in the report by Marocco et al.
These curves are fitted similarly to the electrolyzer’s, described in subsection 3.6.2. The model uses
efficiency considering the Lower Heating Value (LHV), similar to the methodology used by Marocco et
al. The fuel cell’s efficiency is shown in Figure 3.4, plotting efficiency on the y-axis against normalized
load on the x-axis.
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Figure 3.4: Efficiencies of the PEM Fuel Versus Normalized Load (LHV)

Parameters of the Fuel Cell
The range of normalized load begins at a minimal operational load of 6%, extending to 1, denoting
the fuel cell’s full capacity [29]. This shows that the fuel cell has a wider operation range compared to
the electrolyzer. The report by Stropnik et al. investigates the degradation of the PEM fuel cell. The
report concludes that the dynamic operation of the PEM fuel cell results in an average degradation
rate of energy efficiency of 0.88% per 1000 hours of operation. In contrast, for steady-state operation,
the degradation rate of PEM fuel cell efficiency is 0.28% per 1000 hours. This finding establishes that
dynamic operations cause a higher degradation rate [78]. The stacks of the fuel cell are replaced when
the initial peak efficiency decreases to 90% of its initial efficiency. An overview of the parameters is
shown in Table 3.6.

Table 3.6: Technical Parameters of the PEM Fuel Cell

Parameter Abbreviation Value Reference
Minimum Capacity (% of Maximum) Cmin% 6% [29]
Efficiency at Peak ηpeak 60% [29]
Efficiency Degradation (%/1000 h) ∆η1000h 0.88 [78]
Operating Hours Nh,tot,FC 11300

3.7. Economic Parameters of the Assets
In this section, the costs associated with all assets within the system are described, which impact
the overall cost of the data center. The costs consist of investment and operating and maintenance
(O&M) costs. The O&M cost is cost per year (yr). For assets with degradation, replacement costs are
determined. The lifetime of the assets is also determined, which is important for calculating the residual
cost of the assets after the 10-year simulation. Initially, subsection 3.7.1 describes the parameters of
solar and wind energy. The parameters of different types of batteries are detailed in subsection 3.7.2,
while subsection 3.7.3 focuses on the parameters of electrolyzers. Then, subsection 3.7.4 outlines the
cost of the fuel cell and storage tanks. Lastly, subsection 3.7.5 looks into the cost of connection and
transport, which are considerable at this scale of connection.

3.7.1. PV and Wind powerplants
For onshore wind energy, the investment costs and O&M costs have decreased due to the scale of
economics, increased competitiveness, and the sector’s maturing nature [79]. PV technology has also
experienced a significant downward trend in module costs. This one has demonstrated the highest
learning rates among all renewable energy technologies. In Europe, the prices for crystalline silicon
modules dropped by 88% to 94% between December 2009 and December 2022 [79].
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The costs associated with renewable energy sources are detailed in a report by IRENA, which provides
estimates for the installation costs of wind energy. According to this report, the average installation
cost for onshore wind energy in Europe is approximately 1640 €/kW. In contrast, for PV technology,
the average price in the Netherlands is significantly lower, at about 730 €/kWp at the utility-scale, as
currently reported by Repowered [40].

Furthermore, a techno-economic analysis by Fabianek and Madlener suggests that the O&M costs for
wind energy are approximately 5% of the total investment cost, resulting in an 82 €/kW/yr. For PV
systems, it is estimated the total O&M costs are at about 2% of the investment cost. This results in an
O&M cost of 15 €/kWp/yr [40].

The lifetime of solar panels is typically 30 years [81], representing the average operational duration.
Wind turbines have a minimum lifetime of 20 years, extending up to 25 years. Due to improvements in
technology, the lifetime of newly installed turbines is considered to be 25 years [82].

3.7.2. Batteries
Lithium-ion and lead-acid batteries
In this section, the cost of the Li-ion and Lead-acid are determined. Li-ion battery systems costs
have been reduced over recent years, caused by declines in component costs, system integration
improvement, and distribution advancements. However, commodity prices for battery materials
surged in 2021 due to escalating demand for Li-ion battery systems in both the stationary and larger
vehicle markets [37]. Although the technology of stationary lead-acid batteries is well-established,
manufacturers continue to innovate and increase competition with other battery technologies. Efforts
are being made to enhance performance and further reduce costs [83].

Due to price reduction in Li-ion batteries, producers capable of delivering large-scale systems with
capacities exceeding 10 MWh can now offer prices of around 245 €/kWh [40]. This price is for a
battery with a C-rate of 1/4. In comparison, the cost of lead-acid batteries remains slightly higher,
at approximately 290 €/kWh [29]. The annual O&M costs for both Li-ion and lead-acid batteries are
estimated to be comparable, at 10 €/kWh/yr [24][29].

The cost breakdown for both Li-ion and lead-acid battery systems includes capital costs of the energy
storage system, power conversion, balance of plant, and construction. This is detailed in the report by
Mongird et al. Due to the frequent use and cycling of these batteries, they degrade over time and must
eventually be replaced. The replacement costs for these batteries account for approximately 50% of
the initial investment for both Li-ion and lead-acid batteries [29].

The system’s lifetime, so all the other components of the assets are assumed to have a lifetime of
20 years. Critical components like inverters and power conversion systems play significant roles in
the overall durability and performance of the battery systems, influencing operational efficiencies and
lifecycle costs.

Vanadium and Zinc-Bromide Redox Flow batteries
In this section, the costs of the VRFB and ZBFB are determined. The investment costs of redox
flow batteries vary significantly with increasing discharge time. This is because the components that
manage power and those that store energy are distinct[56]. Therefore, an initial analysis for the VRFB is
executed for different prices and discharge durations. Based on these analyses, the most cost-effective
and feasible C-rate for the battery configuration is determined.

The different prices for the different C-rates are shown in Table 3.7. During the test run, the installed
capacity of the battery increased up to a C-rate of 1/6. However, the price reduction and increased
installed capacity did not result in a LCOE. This is because the capacity of the electrolyzer and the
storage tank did not decrease sufficiently, and the fuel cell remained the same to compensate for long-
term shortages when the batteries were empty. As a result, the C-rate of the redox flow batteries is
also set at 1/4. Therefore, the price of the VRFB is set at 465 €/kWh [37].
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Table 3.7: Overview of the Investment Cost of VRFB for Different C-Rates

C-rate Vanadium (€/kWh ) [37]
1/4 465
1/6 420
1/8 395
1/10 380

The ZBFB is a promising technology due to the lower prices of the materials from which the battery
is made. Despite the lower cost of materials, the costs of these ZBFBs remain higher than those
of the VRFB [84]. This is because the VRFB is more developed and thus has experienced lower
manufacturing costs than the ZBFB. The price of the ZBFB with a C-rate of 1/4 is set at 560 €/kWh
[84].

Additionally, the O&M cost of VRFB and ZBFB is 10.5 €/kWh/yr, with a lifetime of 20 years. Notably,
there are no replacement costs associated with VRFB and ZBFB, as they degrade minimally over time
[37].

3.7.3. Alkaline and PEM Electrolyzer
In this section, the costs associated with the Alkaline and PEM electrolyzer are described. The alkaline
electrolyzer is amature and well-established technology that is scalable up to aMWcapacity. It is widely
used for industrial applications, offering lower costs compared to newer commercialized technologies
such as the PEM electrolyzer, which has higher component costs [85]. The cost drivers in these
systems include the stacks, power electronics, and gas conditioning [86].

The capital costs for alkaline and PEM electrolyzers are set at 765 €/kW and 1300 €/kW [86][40]. The
O&M costs for both types of electrolyzers are estimated at 2% of the initial investment annually, resulting
in O&M costs of 15 €/kW/yr for alkaline and 26 €/kW/yr for PEM electrolyzers [40]. The higher costs
associated with PEM electrolyzers are largely attributed to the use of expensive platinum-group metals
[86].

A cost breakdown for alkaline and PEM electrolyzers categorizes expenses into four main components:
the electrolyzer stacks, power electronics, gas conditioning, and balance of plant [86]. The power
electronics, which include rectifiers and transformers, convert AC to DC and manage voltage levels.
Gas conditioning involves compressing the gas to suitable storage pressures and purifying the
produced hydrogen by drying. The balance of the plant contains support components that do not directly
contribute to hydrogen production, such as heat management, control systems, safety measures, and
power distribution infrastructure. The stack is the primary cost driver in both alkaline and PEM systems.
In an electrolyzer with a scale of around 1 MW, the stack accounts for 40 to 60 percent of the total
costs for both alkaline and PEM electrolyzer systems. Additionally, a cost breakdown for a 100 MW
electrolyzer shows that as the scale increases, the proportion of costs attributed to the stack also rises,
accounting for 72% in alkaline and 82% in PEM systems [86]. This is because scaling the electrolyzer
necessitates scaling the stacks linearly, but this is not the case with their surrounding components.

As discussed in Equation 2.4.2, the degradation of electrolyzer performance is caused by operating
hours. This necessitates stack replacement when performance falls below a critical threshold to restore
efficiency to original levels. The replacement cost for stacks is 551 €/kW for alkaline and 1066 €/kW
for PEM electrolyzer. If the stacks are not replaced within 10 years. It is assumed that there is no
economic value left. The lifetimes of other system components are estimated at 20 years [86].

3.7.4. Fuel cell and hydrogen storage tank
This section describes the cost of the fuel cell and the hydrogen storage tank. Over the past decade,
significant advancements have been made in reducing the costs of PEM Fuel Cells [87].

The initial cost of the PEM fuel cell is slightly higher than that of the PEM electrolyzer, approximately
2000 €/kW [40]. The O&M costs are equal to those of the electrolyzer, at 2%. This results in an O&M
cost of 40 €/kW/yr.
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The costs associated with a PEM fuel cell are categorized into four parts: the stack, balance of plant,
system balancing, and water management. The stack, the core component where electrochemical
reactions generate electricity, is crucial. The balance of the plant includes air, fuel, and thermal
management systems, along with necessary assembly components that ensure optimal airflow, fuel
delivery, and temperature control for efficient operation. System balancing involves regulating the
equilibrium between different subsystems for stable operation. Lastly, water management is essential
for controlling water production and utilization. According to [87], the stack accounts for 50% of the
cost breakdown, similar to a 1 MW electrolyzer as described in subsection 3.7.3. It is assumed that
when the fuel cell is scaled to a 100 MW scale, the share of the stacks in the fuel cell increases to 80%,
based on the report by [79]. Consequently, the replacement cost of the stacks when they degrade is
80% of the investment cost of the fuel cell, set at 1600 €/kW. The lifetime of the other components of
the fuel cell is set at 20 years.

For the hydrogen tank capable of storing hydrogen at a pressure of 300 bar, it is assumed that the
investment cost is 700 €/kg, and the O&M costs are 3% of the investment cost [40]. This sets the O&M
cost at 21 €/kg/yr [40]. The lifetime of such a tank is approximately 30 years [20].

3.7.5. Connection and transport cost
The costs related to the electrical grid represent an important share of the total operational costs for
data centers. An annual fixed price is charged to maintain the connection. These fixed prices, known
as the periodic connection price, cover management, maintenance, and potential replacement of the
connection [21][22][23]. Although this annual fixed price costs several thousand euros per year and
looks high, it is relatively small in the context of total costs. Therefore, this cost is neglected. Besides,
data centers must pay a monthly fee for their connection to the electricity grid. This consists of two
fees. One fee is based on the amount of power that is contracted, and the other is the peak in power
consumption within a month. In Table 3.8 is an overview of the rates for the three largest network
operators in the Netherlands:

Table 3.8: Monthly Prices of Contracted Power and Maximum Power for the Three Largest Network
Operators in the Netherlands

Network Operator Contracted Power (€/kW/month) Max Power (€/kW/month) Source
Enexis 3.10 3.81 [21]
Liander 3.65 5.06 [22]
Stedin 3.54 4.72 [23]
Average 3.43 4.53

3.7.6. Overview of the Economic Parameters
This section provides an overview of the economic parameters of all the assets. In Table 3.9 are
the parameters such as investment cost, O&M costs, replacement cost, and the lifetime of systems
summarized.

Table 3.9: Overview of the Economic Parameters of Assets

Asset Cinvest CO&M Rreplacement Lsystem Reference
PV 730 €/kWp 15 €/kWp/yr - 30 years [40][79][80][81]
Wind 1640 €/kW 82 €/kW/yr - 25 years [40][79][80][82]
Li-ion Battery 245 €/kWh 10 €/kWh/yr 122.5 €/kWh 20 years [29][40][24][25]
Lead-acid Battery 290 €/kWh 10 €/kWh/yr 145 €/kWh 20 years [29][40][24][25]
VRFB 465 €/kWh 10.5 €/kWh/yr - 20 years [37][84][40]
ZBFB 560 €/kWh 10.5 €/kWh/yr - 20 years [37][84][40]
Alkaline Electrolyzer 765 €/kW 15.3 €/kW/yr 551 €/kW 20 years [86][40][88]
PEM Electrolyzer 1300 €/kW 26 €/kW/yr 1066 €/kW 20 years [86][40][88]
Hydrogen Tank 700 €/kg 21 €/kg/yr - 30 years [40]
PEM Fuel Cell 2000 €/kW 40 €/kW/yr 1600 €/kW 20 years [40][20]
Connection Cost - 95.5 €/kW/yr - - [21][22][23]
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3.8. Emission Parameters of the Assets
In this section, the parameters for the environmental assessment focusing on CO2 emissions (CO2e)
are described. This analysis evaluates the environmental impacts of these systems from cradle to grave.
The results for wind turbines and PV panels are detailed in subsection 3.8.1. In subsection 3.8.2, the
emissions of Li-ion batteries and VRFB are described. The hydrogen installation, consisting of alkaline
electrolyzers, storage tanks, and PEM fuel cells, is described in subsection 3.8.3. Lastly, an overview
of all the CO2e of the assets is provided in subsection 3.8.4.

3.8.1. Wind and PV
This section compares the emissions of wind turbines and solar panels based on different studies,
focusing on the different types and capacities of these renewable energy sources.

In the report by Besseau et al., the emissions of a wind turbine are compared with those in the study
by Burger, Bauer, and Scherrer [89][90]. The studies provide emission values for different types and
capacities of wind turbines as follows:

• For a 1-3 MW onshore wind turbine, the emissions are 609 and 730 kg CO2e/kW.
• For an onshore turbine of 3 MW or greater, the emissions are 833 and 962 kg CO2e/kW.
• For an offshore turbine of 1-3 MW, the emissions are 817 and 981 kg CO2e/kW.

Based on these values, a reasonable approximation for the emissions of an onshore wind turbine that
is used in the model can be estimated. A 3 MW onshore turbine has higher emissions than a 1-3
MW onshore turbine, and offshore turbines generally have higher emissions. An onshore wind turbine
that is now built has a higher capacity than 3 MW. Therefore, emissions would likely fall between the
higher capacity onshore 3 MW or greater. Therefore, it is estimated to be approximately 830 to 1000
kg CO2e/kW.

In the report byMüller et al., the emissions of solar panels are described based on the type of solar panel
and the country of production. The study highlights that production in China has higher emissions due
to an energy mix with higher CO2 rates. The report describes two types of panels: the glass-backsheet
models and the glass-glass modules [91]. The glass-glass modules have a lower CO2e/kWp. However,
in this research, data from the glass-backsheet models are used because they are cheaper and more
commonly used. The emission values for different types of glass-backsheet solar panels produced in
various locations are as follows:

• For glass-backsheet modules [91]:

– Produced in China: 810 kg CO2e/kWp.
– Produced in Germany: 580 kg CO2e/kWp.
– Produced in the EU: 480 kg CO2e/kWp.

Based on these values, a good approximation for the emissions of solar panels in my analysis should
consider the range between the minimum and maximum values observed. Therefore, an emissions
range of 480 to 810 kg CO2e/kWp is used for solar panel production.

3.8.2. Lithium-ion and Vanadium Redox Flow battery
The following section discusses the CO2e associated with Li-ion and VRFB battery production,
highlighting the impact of production location, battery type, and specific manufacturing processes on
the overall environmental footprint.

The CO2 emissions during the battery production stage mainly come from mining and transporting raw
materials [92]. Most Li-ion batteries are manufactured in China, where the grid mix is highly carbon
intensive. In 2020, China’s electricity mix consisted of 76.6% conventional sources, primarily coal, and
23.4% green power generation [93]. This carbon-intensive grid mix directly impacts the CO2e of battery
production [94]. In contrast, in countries with a low-carbon electricity mix, like Sweden, the CO2e impact
is mostly from materials production [92]. Therefore, the carbon footprint of Li-ion batteries can differ a
lot between countries because of different production methods and manufacturing processes.
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The report by Zhao et al. analyzes the CO2e of Li-ion batteries based on various factors, including
battery type and production location. The studies provide emission values for different types of Li-ion
batteries, ranging from 5.40 to 1,730 kg CO2e/kWh, with an average value of 187 kg CO2e/kWh [94].

Li-ion batteries based on lithium iron phosphate (LFP) cells are currently used for stationary applications
[95].LFP batteries are considered in the report by Komesse et al. In this report, a range of 6.16 to 340.0
kg CO2e/kWh is given for cradle-to-grave emissions [94].

Another report estimates cradle-to-grave emissions for Li-ion batteries to be 200–225 kg CO2e/kWh.
This report also describes the emissions per component, indicating the replacement emissions when it
degrades. It is concluded that 40-50% of the total CO2e are assigned to the battery, with the other half
due to the inverter module, assembly of the container, and Battery Mangement System [96].

In the report by Komesse et al., the cradle-to-grave CO2e/kWh emissions are also described. This
report assumes a 20-year lifetime with one replacement, resulting in total emissions of around 380 kg
CO2e/kWh with the replacement taken into account. The report states that around 140 kg CO2e is
attributed to the replacement. This results in CO2e without replacement of 240 kg CO2e/kWh is.which
means that a replacement results in approximately 50-60% additional CO2e,[95].

Overview of the numbers that are discussed:

• 187 kg CO2e/kWh on average, and for an LFP battery, 6.16–340.0 kg CO2e/kWh [94].
• 200–225 kg CO2e/kWh (replacement 40-50%)[96].
• 240 kg CO2e/kWh for the battery system and 140 kg CO2e/kWh for one replacement (replacement
50-60%) [95].

The values range from 6.16 to 340 kg CO2/kWh. An additional 40% to 60% of CO2e is added for a
replacement. Based on these studies, a reasonable range for the CO2e of Li-ion batteries from cradle-
to-grave can be estimated. A range of 190-240 kg CO2/kWh is taken with a 50% additional emission
for a replacement in a range of 95-120 kg CO2/kWh.

VRFBs contribute to CO2e through various processes, with the production of vanadium electrolytes
being a significant factor. The primary production of vanadium pentoxide (V2O5), a key electrolyte
component, is associated with the steelmaking process in South Africa. The extraction of V2O5 from
ore is inefficient and energy-intensive, leading to higher emissions. South Africa’s electricity mix is 71%
more kg CO2e/kWh intensive compared to Europe, primarily due to the coal-based ore preparation and
energy demand for the furnace in the pre-kiln stage [97].

The report by Weber et al. describes the cradle-to-gate analysis of a VRFB in terms of CO2e per used
capacity[98]. The emissions are 38.2 kg CO2e/MWh. The report assumes a battery cycle rate of 1.12
cycles per day over a 20-year lifetime with an efficiency of 75%. Using these parameters, the total
CO2e per installed capacity (kWh) is approximately 235 kg CO2/kWh.

In the report by Blume et al., a similar analysis is done. The cradle-to-gate CO2e per MWh discharge
energy is approximately 37 kg CO2e, similar to the previous study. However, this report assumes
a total of 20,000 cycles instead of 8,176 cycles. Additionally, the CO2 emissions for the electrolyte
are assumed to be twice as high compared to Weber et al. This report also includes an analysis of
energy losses due to efficiency and end-of-life emissions. The losses due to efficiency are excluded
because PV and wind are analyzed separately. The end-of-life emissions are included, which account
for an additional 3 kg CO2e/MWh. This represents approximately 7.5% of the total emissions of 40 kg
CO2e/MWh . With an efficiency of 75% and 20,000 cycles, the total emissions per installed capacity of
the battery during the entire life is estimated to be 600 kg CO2/kWh.

Two other reports, which are less detailed in their calculations, provide values of 173 kg CO2e/kWh for
cradle-to-cradle and 184 kg CO2e/kWh for cradle-to-gate emissions [99] [100].

Overview of the numbers that are discussed:

• 235 kg CO2e/kWh (cradle-to-gate) [98].
• 600 kg CO2e/kWh, including end-of-life (7.5%) (cradle-to-grave) [97].
• 173 kg CO2e/kWh (cradle-to-grave) [99].
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• 184 kg CO2e/kWh (cradle-to-gate) [100].

The values range from 173 to 600 kg CO2e/kWh. Based on these studies, a reasonable range for the
CO2e of VRFBs from cradle-to-grave can be estimated. The value of 600 kg CO2e/kWh appears to be
an outlier. However, it is important to consider end-of-life emissions. Excluding the outlier value of 600
kg CO2/kWh, the remaining values suggest a range from 173 to 235 kg CO2/kWh. Including end-of-life
emissions, a range of 220 to 280 is estimated.

3.8.3. Hydrogen
This section evaluates the carbon emissions of alkaline electrolyzers, storage tanks, and PEM fuel cells,
focusing on the environmental impacts of manufacturing of the assets and replacement of the stacks.

Electrolyzer
The report by Khan et al. describes the CO2e of an alkaline electrolyzer. The emissions are estimated
to be between 0.1 and 0.2 kg CO2e per kg of hydrogen produced. It is assumed in the paper that over
the lifetime of the alkaline electrolyzer, 1,000 tonnes of hydrogen are produced with a 1 MW electrolyzer.
This results in 100-200 kg CO2e per kW installed capacity of the electrolyzer [101].

The report by Tripathi and Subramanian calculates the CO2e for a 100 MW alkaline electrolyzer. The
CO2e are discussed regarding the balance of the plant and the stacks. From these numbers, it can be
determined that the stacks contribute approximately 80% of the total emissions. The total emission is
estimated to be between 200 and 240 kg CO2e per kW installed capacity [102].

Overview of the numbers that are discussed:

• 100-200 kg CO2e per kW installed capacity [101]
• 200-240 kg CO2e per kW installed capacity (80% from stacks) [102]

Based on these numbers, a range of 100-240 kg CO2 per kW installed capacity can be estimated. The
replacement of stacks contributing approximately 80% of the emissions sets the replacement emissions
between 80-190 kg CO2 per kW.

Storage Tank
Multiple large tanks are required to store the hydrogen at a high pressure of 300 bar. Limited literature
exists on the environmental analyses of hydrogen storage at this pressure. In the report by Bionaz
et al., a small tank with a capacity of 100 kg hydrogen at 45 bar is described, with emissions calculated
at 680 kg CO2e/kg H2 storage [103]. In the report by Mori et al., around 20% of the emissions are
attributed to the storage tank, amounting to 75 tonnes of CO2e. The storage tank has a capacity of 20
m³ at 25 bar, storing approximately 40 kg of hydrogen. This results in 1,875 kg CO2e/kg H2 storage
[104].

Different types of hydrogen tanks are considered for the safety of vehicles. In the report by Cheng et al.,
emissions are considered in terms of CO2 equivalent per kg of stored hydrogen. Type II hydrogen tanks,
which are all-metal cylinders with carbon fiber or glass fiber filament wrapped around their straight body
part, are used for stationary applications with a working pressure of around 300 bar [105]. In the report
by Kubilay Karayel, Javani, and Dincer, Type-III hydrogen tanks, which are similar to Type II tanks but
at a higher pressure of 350 bar, have been analyzed. The report concluded that the storage tank emits
14.2 kg CO2e per kg of H2 storage [106]. In the report by Agostini et al., three small tanks for cars are
analyzed, also Type III. Considering the largest tank with a capacity of 35 L at 350 bar, the emissions
are calculated to be 536 kg CO2e for 0.83 kg of hydrogen storage, resulting in approximately 645.7 kg
CO2e/kg H2 storage [107].

Overview of the numbers that are discussed:

• Small Tank (100 kg, 45 bar): 680 kg CO2e/kg H2 storage [103].
• Storage Tank (20 m³, 25 bar): 1,875 kg CO2e/kg H2 storage [104].
• Type-III Hydrogen Tanks (350 bar): 14.2 kg CO2e/kg H2 storage [106].
• Type-III Tanks for Cars (35 L, 350 bar): 645.7 kg CO2e/kg H2 storage [107].
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For this analysis, it can be concluded that the various tanks with different pressures and corresponding
CO2e/kg values are not directly comparable. The storage tank at 25 bar is an outlier due to its low
pressure, resulting in a high CO2e/kg value. In this report, the storage size is much larger than in these
studies, suggesting that CO2e/kg values will decrease due to the scale effect. However, due to the
uncertainty, a broad range of 200-600 kg CO2e/kg H2 storage is considered.

Fuelcell
In the report by Mori et al., a lifecycle assessment was conducted for a stack with a capacity of 48 kW.
The total emissions for the stacks alone are 1,160 kg CO2e. The Life Cycle Assessment results of a
PEMFuel Cell system by Stropnik et al. show that during themanufacturing phase, the stack contributes
60-90% of the total environmental impacts, while the Balance of Plant components contribute 10-20%.
Based on these numbers, the total emissions per kW and the emissions per kW for only the stacks are
determined [108][109]. In the environmental assessment, platinum was found to account for 63.5% of
the total emissions.

Based on the report of Tripathi and Subramanian, the average CO2 emissions per kg/kW are between
40-50 [102].

Overview of the numbers that are discussed:

• 1,160 kg CO2e for a 48 kW stack [108].
• Stack contributes 60-90% of total environmental impacts [109].
• 40-50 kg CO2e per kW [102].

Based on these values, the emission range of 40-50 kg CO2e/kW is considered. When stacks are
replaced, they contribute 60-90% of the total emissions, which is approximately between 24-45 kg
CO2e/kW. This is slightly above the stack emissions of 24.17 kg CO2e/kW, which are added to the total
emissions. Therefore, the replacement emissions are set to 25-35 kg CO2e/kW.

3.8.4. Overview of Emissions per Technology
Table 3.10 presents a summarized analysis of CO2 emissions associated with various energy
technologies. The table details the emission ranges per installed capacity or replacement for each
component.

Table 3.10: Overview of CO2 Emission Ranges for Configuration 1 and Configuration 5 Assets or
Replacement per Unit

Component CO2 Emission Range
Wind Turbine 880 - 1000 kg CO2e/kW
Solar PV 480 - 810 kg CO2e/kWp
Li-ion Battery (replacement) 190 - 240 (95-120) kg CO2e/kWh
VRFB 220 - 280 kg CO2e/kWh
Alkaline Electrolyzer (replacement) 100 - 200 (80-190) kg CO2e/kW
Hydrogen Storage Tank 200 - 600 CO2e/kg H2

PEM Fuel Cell (replacement) 24 - 45 (25 - 35) kg CO2e/kW

3.9. Land Usage Requirements
The section on land usage describes the land use requirements for the assets, expressed in installed
capacity per square meter (m²). In subsection 3.9.1, the land usage of wind and solar is described.
Then, in subsection 3.9.2, the land usage of Li-ion batteries and VRFB is described. This is followed
by the land usage of the hydrogen installation, including the alkaline electrolyzer, storage tank, and
PEM fuel cell, in subsection 3.9.3. Lastly, an overview of the land usage of all the assets is provided in
subsection 3.9.4.

3.9.1. PV and Wind
This section analyzes the capacity density for large-scale onshore wind and utility-scale solar
installations, highlighting recent trends and providing estimates for planning and optimizing renewable
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energy projects.

In the report by Enevoldsen and Jacobson, an analysis of 19 wind farms in Europe, consisting of 7 to
178 turbines each, is presented. The study concludes that the average capacity density onshore is 20
MW/km², with a standard error of 3.8 MW/km². Therefore, a range of 16 to 24 MW/km² is a reasonable
approximation. Additionally, the land required for onshore wind farms can be utilized for dual purposes.
In the Netherlands, wind turbines are often placed at the agricultural site

Overview of the numbers that are discussed:

• Average installed capacity of recent onshore wind turbines in Europe is 20 MW/km², with an error
of 3.8 MW/km² [110].

Based on these numbers, the average capacity per square meter is determined to be between 16 and
24 W/m².

For solar installations, although the capacity density of a single solar panel is very high at around 200
Wp/m², utility-scale installations require more space between panels for safety and maintenance. An
analysis of multiple solar parks in the Netherlands provides a more realistic estimate of capacity density
for utility-scale solar installations.

A solar park in the Netherlands, the 33 MWp solar park over 45 hectares, has a lower capacity due
surrounding of water, hedges, and roads [111]. Therefore, two other solar parks in the Netherlands are
also considered. A solar park in Emmen of 30 MWp over 38 hectares and a solar park in Budel of 44
MWp over 60 hectares [112].

Overview of the numbers that are discussed:

• 33 MWp solar park over 45 hectares [111].
• solar park in Emmen of 30 MWp over 38 hectares [112].
• Solar park in Budel of 44 MWp over 60 hectares [112].

These three solar parks have power densities of 73, 73, and 79 Wp/m², respectively. Based on this
analysis, an average capacity density of 70-80 Wp/m² is taken for utility-scale solar installations. Based
on these studies, the capacity density for utility-scale solar installations ranges from 70 to 80 Wp/m².

3.9.2. Lithium ion and Vanadium redox flow battery
This section provides an analysis of the energy densities and land usage requirements of Li-ion batteries
and VRFB. The energy density of Li-ion batteries ranges from 150 to 500 kWh/m³, while VRFBs have
an energy density between 10 and 70 kWh/m³. This indicates that Li-ion batteries’ energy density is
higher than VRFBs. Additionally, the specific energy of Li-ion batteries is around 200 Wh/kg, whereas,
for VRFBs, it is between 10 and 35 Wh/kg [47].

Both battery types have construction limitations due to the weight of Li-ion batteries and the size of
VRFBs. According to Reber, Jarvis, and Marshak [113], the required space for these battery systems
varies. The report analyzes 21 systems with capacities on the MWh scale. Li-ion battery installations,
such as Tesla Megapacks arranged in blocks, achieve an energy densities up to 62 kWh/m², with an
average value across the studied systems being 32 kWh/m² [113].

In Eemshaven, Netherlands, a large-scale Li-ion battery installation with a capacity of 41 MWh is under
construction [114]. The size required for the batteries is around 3,000 m².

Key Points for Li-ion Batteries:

• Tesla Megapacks arranged in blocks achieve energy densities up to 62 kWh/m² [113].
• Average value across the studied systems is 32 kWh/m² [113].
• Eemshaven installation: 41 MWh, 3,000 m² required, so average around 14 kWh/m² [114].

The capacity in kWh/m² in the installation in Eemshaven is much lower than that of the Tesla Megapack
block, because when multiple blocks are installed next to each other, space between them is required
for safety. Therefore, it is better to use the capacity density value of the Li-ion battery installation in
Eemshaven than the of the Tesla block. Hence, the range is 8 kWh/m² to 20 kWh/m².
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For VRFBs, the report by Reber, Jarvis, and Marshak indicates an average areal capacity density of
14 kWh/m² [113]. However, some VRFB systems demonstrate higher energy densities. For example,
the 2 MW/20 MWh battery at the Fraunhofer Institute für Chemische Technologie in Germany achieves
33 kWh/m², and the 100 MW/400 MWh Rongke Power battery in Dalian, China, achieves 46 kWh/m²,
which is currently the largest installed VRFB installation [113].

Key Points for VRFBs[113]:

• Average areal capacity density: 14 kWh/m² .
• Fraunhofer Institute, Germany: 2 MW/20 MWh, achieving 33 kWh/m².
• Rongke Power, China: 100 MW/400 MWh, achieving 46 kWh/m².

Based on these figures, the range for Vanadium Redox Flow Battery systems is determined to be 33
kWh/m² to 46 kWh/m². This analysis includes considerations for large-scale VRFB installations.

3.9.3. Hydrogen installation
This section determines the area requirements for large-scale hydrogen installations, including
electrolyzers, fuel cells, and storage components, based on various reference cases and reports.

The 100 MW Green Hydrogen Plant by SinoHyEnergy, the 100 MW HELA2000, covers an area of
3,600 m²[115]. In the report by Gasunie and Port of Rotterdam, possible large-scale hydrogen plants
for the hydrogen backbone in the Netherlands are analyzed [116][117]. The hydrogen backbone is a
network of electrolyzers and pipelines. For a potential 200 to 250 MW plant at the Maasvlakte, an
area of 11 hectares is available. The report by Arthur D. Little details the size requirements for an
alkaline electrolyzer. It specifies 4.5 hectares without safety and storage and 15.5 hectares with safety
considerations for a 1 GW electrolyzer. In the report by ISPT, it is noted that a 1 GW electrolyzer
requires 17 hectares.

Hydrogen is stored at 300 bar to increase its storage density. At this pressure, the density of hydrogen
is approximately 20 kg/m³ [120]. According to Arthur D. Little, hydrogen storage at 200 bar requires 0.3
hectares for 500 tons of hydrogen [118]. However, specific information on large-scale hydrogen storage
on land is limited. Often, large-scale storage considers salt caverns, which is outside the scope of this
project [77]. Therefore, a simple estimation is made to determine the size of the hydrogen storage and
compare it to other reports.

A tube trailer transports hydrogen at a pressure of 350 bar and carries 880 kg of hydrogen, roughly the
size of a standard container [40]. This container size is used as a reference for a potential storage tank.
The container dimensions are 12.2 m long, 2.5 m wide, and 2.5 m high [121]. For this analysis, the
tank (container) is assumed to be positioned vertically, giving it a height of 12.2 m. For safety reasons,
the container’s width is always maintained between containers in both directions. Consequently, it can
be concluded that 880 kg of hydrogen is stored in 25 m², resulting in an approximate storage density
of 35 kg/m². This setup is schematically illustrated in Figure 3.5.
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(a) Top view of the storage tank layout (b) Side view of the storage tank layout

Figure 3.5: Schematic Overview of the Storage Tank, Showing Both Top and Side Views of the
Container Dimensions and Placement

The same area requirements are applied to the PEM fuel cell installation as those for the electrolyzer
setup. This is because not many reports are written on large-scale fuel cell installations, which involve
the largest part: the hydrogen storage components.

Below are the key points for electrolyzers/fuel cellss:

• 100 MW HELA2000 system with a size of 3,600 m². This results in an average of 28 kW/m² [115].
• 1 GW electrolyzer with safety and storage with a size of 11 hectares (110,000 m²). This is around
9 kW/m² [118].

• 1 GW electrolyzer with a size of 17 hectares (170,000 m²). This is around 6 kW/m² [119].

Key Points for Storage:

• At 200 bar, 0.5 kton requires 0.3 hectares (3,000 m²), which is approximately 167 kg/m² [118].
• 880 kg is stored in 25 m², which is approximately 35 kg/m².

So, the average capacity density for hydrogen storage ranges from 35 kg/m² to 167 kg/m².

Based on these studies, the capacity density for electrolyzers and fuel cells ranges from 6 kW/m² to 28
kW/m². For hydrogen storage, the capacity density ranges from 35 kg/m² to 167 kg/m². These values
provide a basis for estimating the area required for large-scale hydrogen installations.

3.9.4. Overview of the capacity density
In Table 3.11 provides a summary of the energy densities for various energy assets, offering a
comparative understanding of their efficiency per unit area.

Table 3.11: Overview of capacity density Ranges for Configuration 1 and Configuration 5 Assets per m2

Component capacity density Unit
Solar PV 70 - 80 Wp/m2

Wind Turbine 14 - 24 W/m2

Li-ion Battery 8 - 20 kWh/m2

VRFB 33 - 46 kWh/m2

Alkaline Electrolyzer 6 - 28 kW/m2

Hydrogen Storage Tank (300 bar) 35 - 167 kg/m2

Fuel Cell 6 - 28 kW/m2



4
Results

This chapter presents the study’s results. In section 4.1, the LCOE and the corresponding dimensions
for each configuration are discussed. Themost cost-effective and feasible results for each configuration
are shown, with a detailed analysis of their performance, behavior, and costs. In section 2.7, the
environmental impact based on CO2 emissions and the land usage of the two configurations with the
lowest LCOE are described. Finally, in section 4.3, the sensitivity of the two configurations with the
lowest LCOE is tested, focusing on the constraint of renewable energy percentage and the most critical
financial and technical parameters.

4.1. LCOE and Dimensions.
This section presents the LCOE for different configurations of energy storage and electrolyzer
technologies, highlighting their cost differences.

Configurations 5 and 1, consisting of a VRFB and alkaline electrolyzer and Li-ion batteries and alkaline
electrolyzer, respectively, show the lowest LCOEs at 0.241 and 0.243 €/kWh. Following closely behind
were configuration 6, using a ZBFB with an alkaline electrolyzer, and configuration 2, using a lead-acid
battery with an alkaline electrolyzer, with LCOEs of 0.252 and 0.261 €/kWh, respectively.

Configuration 7, which combines a VRFB with a PEM electrolyzer, has an LCOE of 0.255 €/kWh.
Configurations 8, using a ZBFB with a PEM electrolyzer, and 3, using a Li-ion battery with a PEM
electrolyzer, show LCOEs of 0.258 and 0.254 €/kWh, respectively. The highest LCOE is seen
in configuration 4, which uses a lead-acid battery with a PEM electrolyzer at 0.273 €/kWh. The
configuration with the PEM electrolyzer shows the highest LCOE.

It is notable that configurations 2 and 4, which include lead-acid batteries, exclude the battery
completely. Furthermore, in configurations 3, 4, and 8, the PEM electrolyzer has a lower installed
capacity compared to configurations using the alkaline electrolyzer combined with the same battery
type.

The performance, behavior, and cost are analyzed in more detail in subsection 4.1.1 and
subsection 4.1.3 to explain these outcomes. The LCOE values across all configurations are relatively
close, indicating a competitive range of costs for different energy storage and electrolyzer setups. An
overview of the LCOE for each configuration and the associated dimensions is provided in Table 4.1.

47
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Table 4.1: Overview of Dimensions and Results for Optimized Asset Configurations 1 to 8

Config. LCOE
(€/kWh)

Solar
(MWp)

Wind
(MWp)

Battery
(MWh)

Electrolyzer
(MW)

Storage
(tons)

Fuel Cell
(MW)

Connection
(MW)

1 0.243 333 294 402 114 266 113 239
2 0.261 356 362 0 119 283 112 244
3 0.254 387 306 438 97 251 113 234
4 0.273 404 395 0 111 240 112 236
5 0.241 362 302 348 80 260 111 212
6 0.252 436 310 159 94 251 115 219
7 0.255 434 297 401 75 239 115 225
8 0.258 379 328 309 79 244 115 203

4.1.1. Model Performance and Component Behaviour
This section discusses the performance and behavior of different assets across different configurations.
First, the capacity factors (CF) for solar and wind energy, curtailment levels, and the percentage of
assets to load are discussed. Then, the performance of batteries, electrolyzers, storage tanks, and
fuel cells, as well as the state of these assets at the end of the simulation, are discussed. Analyzing
these factors clarifies why each configuration’s dimensions are the most cost-effective and feasible,
allowing conclusions to be drawn from the results.

The CF for solar and wind energy remain consistent across all configurations at 0.12 and 0.48,
respectively. This consistency is due to the same weather input data being used for all configurations.
Curtailment occurs when the generated renewable energy is not used because it exceeds the grid
connection or because storage systems are full. The percentage of the energy that is curtailed is
shown in Table 4.2. The amount of curtailment can vary based on the capacities of the assets. The
lowest curtailment percentages are observed in configuration 1 with 33%, which uses a Li-ion battery.
In this configuration, the sum of the installed capacities of the renewable energy sources is the least.
This indicates less over-dimensioning of renewable energy capacity, contributing to lower curtailment.

The Renewable Energy Source (RES) to load is the percentage of the load that comes directly from the
RES. The battery to load and the fuel cell to load are the percentages of the total load when it is powered
by the battery or fuel cell. The percentages are shown in Table 4.2. The RES to load percentage varies
between 82% and 86%. The highest percentages, 85%, and 86%, are seen in configurations 2 and
4, respectively. This is due to the overdimensions of the RES, because of the absence of batteries.
In these configurations, the fuel cell supplies all the power during a RES shortage. These numbers
indicate that only 14% to 18% of the data center’s energy load is supplied by the storage system.

Table 4.2: Overview of Capacity Factor, Curtailment, Direct Use, Battery Use, and Fuel Cell Use for
Configurations 1 to 8

Configuration 1 2 3 4 5 6 7 8
Renewable Energy Source:
Solar CF 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12
Wind CF 0.48 0.48 0.48 0.48 0.48 0.48 0.48 0.48
Curtailment 33% 41% 36% 45% 40% 38% 37% 39%
Energy Use to Load:
RES to Load 82% 85% 83% 86% 83% 84% 83% 84%
Battery to Load 7% - 7% - 8% 4% 8% 7%
Fuel Cell to Load 11% 15% 10% 14% 10% 12% 8% 9%

4.1.2. Battery, Electrolyzer, Storage Tank, and Fuel Cell Performance
This section discusses the performance of batteries, electrolyzers, fuel cells, and storage tanks during
the 10-year simulation, as well as their state of health (SOH) at the end of the simulation.

In configurations 1 and 3, battery replacements are needed during the 10-year simulation period due to
low curtailment percentages, which increase battery usage. Li-ion battery replacements are required in
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year 8 for configuration 1 and year 10 for configuration 3. The results further indicate that the lead-acid
battery was entirely excluded from configurations 3 and 4, primarily due to its high degradation rate
and associated costs. Therefore, a lead-acid battery is not suitable for these configurations. The state
of health (SOH) for the flow batteries in configurations 5 to 8 remains at 100% because no degradation
is assumed.

Electrolyzer replacements are only necessary in configuration 4 due to the absence of battery capacity,
which leads to degradation exceeding the 90% replacement threshold. In configuration 2, where
also no battery capacity is installed, the alkaline electrolyzer degrades less rapidly and, therefore,
does not require replacement. Other configurations maintain degradation below this threshold, with
electrolyzer SOH at the end of the 10-year simulation ranging from 92.7% to 97.9%. The electrolyzers
in all configurations, except for 2 and 4, experienced around 4000-5000 on/off events during the 10-
year simulation, averaging about 1.2 on/off per day. In configurations 2 and 4, the electrolyzer has
approximately 2 on/off events times per day.

Configurations 3, 4, 7, and 8 with PEM electrolyzers have slightly higher runtimes than those with the
same battery type and alkaline electrolyzers. This is due to the wider operation window of the PEM
electrolyzer, leading to more runtime and increased degradation. The storage tank cycles are higher
for configurations 2 and 4, due to the lack of installed battery capacity. For other configurations, there
are around 150 cycles during the simulation, averaging about 15 cycles per year. Figure 4.1 shows the
SOC of the storage tank for configuration 1. A cycle is when the complete capacity of the hydrogen tank
is used. The figure shows that the lowest peak occurs in March, and the system is dimensioned based
on this peak. However, there are multiple low peaks around the same level throughout the year. This
indicates that the capacity of the tank is efficiently used year-round. Moreover, no seasonal pattern is
shown in the figure. This is due to a slightly higher load of the data center during the summer. The
higher energy output from the solar profile is used for this increase in load. In winter, when there is no
wind, this results in a direct energy shortage because the solar profile has a low output. However, the
dimensions of the solar and wind systems result in around 30-40% curtailment. This overdimensioning
leads to a relatively constant load because the peaks are cut off, leveling the seasonal pattern.

Figure 4.1: SOC of the Storage Tank for Configuration 1 During the First Year of the 10-Year
Simulations

An overview of the performances of the battery, electrolyzer, fuel cell, and storage tank is shown in
Table 4.3.
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Table 4.3: Overview of Asset Behavior and Performance for Optimized Configurations 1 to 8 of a 10-Year
Simulation

Configuration 1 2 3 4 5 6 7 8
Battery:
Total Cycles 2,561 - 2,437 - 2,217 2,787 2,125 2,268
Total Replacement 1 - 1 - 0 0 0 0
SOH (%) 94% - 96% - 100% 100% 100% 100%
Electrolyzer:
Replacements 0 0 0 1 0 0 0 0
SOH (%) 96% 95% 94% 99% 95% 96% 91% 91%
FLH 23,628 31,988 27,672 35,674 29,984 31,583 31,558 32,924
Run time 28,374 39,147 32,042 42,866 33,608 36,258 32,150 37,353
on/off cycles 4,354 7,515 4,380 7,359 4,658 5,987 4,421 5,097
Fuel Cell:
Replacements 1 2 1 1 1 1 1 1
SOH (%) 96% 99% 98% 90% 96% 92% 98% 96%
FLH 8,427 12,020 7,535 11,125 7,580 9,233 6,468 7,132
Runtime 16,205 24,358 14,036 22,569 16,159 20,939 17,831 16,209
on/off cycles 2,756 7,170 2,436 6,870 3,370 5,560 3,020 3,830
Storage Tank:
Cycles 164 217 156 237 149 190 142 153

4.1.3. Cost Analysis
The cost analysis shows the costs of the 8 different configurations, focusing on different Assets,
including solar, wind, battery, electrolyzer, storage, fuel cell, and connection costs. All the described
costs are presented as NPV of a 10-year simulation. The total costs for each configuration range
from €1.43 billion (bln) for configuration 5 to €1.60 bln for configuration 4. This section highlights and
analyzes differences in these costs. A complete breakdown of the costs for each configuration is
provided in Appendix A

Renewable energy sources, wind and solar, form a notable share of the total costs across all
configurations. In configuration 1, this share is the lowest, with renewable sources accounting for 45.1%
or €643 million (mln) of the total cost. This share increases to 52.5% or €841 mln in configuration 4 due
to higher wind energy costs because more direct use of renewable energy is needed since no battery
is installed. This indicates the investment required for these sources.

Battery costs show differences among the configurations. Despite the energy sources being less
expensive in configuration 1, configuration 5 has the lowest LCOE. The total share of the battery cost
in configuration 1 is 8.3%, or €118 mln, whereas in configuration 5, battery costs rise to 9.5%, or €135
mln. Despite the lower installed capacity of the VRFB in configuration 5 compared to the Li-ion battery,
the operational capacity is higher because the VRFB has an operational range of 100% versus 70% for
the Li-ion battery. Additionally, the Li-ion battery requires replacement in year 8, adding further costs.
This results in a larger usable storage capacity, necessitating a smaller electrolyzer.

This is shown by the share of the electrolyzer in configurations 1 and 5. The cost of the alkaline
electrolyzer is €91 mln in configuration 1, while in configuration 5, it is lower at €64 mln due to the
reduced installed capacity needed. Moreover, in configurations 3, 4, 7, and 8, the share of the total
cost of the electrolyzer is higher. This is due to the higher CAPEX cost of the PEM electrolyzer and the
need for replacement in configuration 4, where the stacks of the PEM electrolyzer are replaced.

The storage tank costs vary from €136 mln in configuration 8 to €158 mln in configuration 2.
Configuration 2 has no battery, so all surpluses must be stored as hydrogen to overcome shortages.
Additionally, in all configurations with the PEM electrolyzer, the storage tank is smaller due to the
electrolyzer’s reduced installed capacity.

The cost of the fuel cell remains relatively consistent across configurations, with a CAPEX price varying
from €222 mln to €226 mln. However, due to degradation, the replacement cost can be notable.
In configuration 2, the stacks are replaced twice, resulting in a total cost of €362 mln. Similarly, in
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configuration 4, where the fuel cell is replaced once, the total cost is €321 mln. This is because the
SOH of the stack is 90.5%, indicating a need for replacement and, thus, a minimal residual stack cost.

Connection costs remain relatively stable across all configurations, accounting for 8.6% in configuration
8, which is €131 mln, to 10.7% in configuration 1, which is €153 mln. These costs are a constant factor
in the total cost of energy. Figure 4.2 provides an overview of each asset’s total cost and share.

Figure 4.2: Overview of the Total Cost and Asset Share in the Total Cost for Configurations 1 to 8

4.2. Environmental Impact and Land Usage
This section evaluates the environmental impact and land usage associated with configurations 1 and
5. It examines CO2e and land use requirements, providing an analysis of the emissions and land use
of different assets based on the dimension, including wind turbines, solar PV, batteries, electrolyzers,
hydrogen storage tanks, and fuel cells.

4.2.1. Environmental Impact
This section describes and discusses the results of the environmental impact. This analysis considers
the CO2e over the 10-year simulation period, including replacements due to degradation.

In Figure 4.3, it is shown that the wind turbines have slightly higher CO2e in configuration 5 compared
to configuration 1. Wind contributes the largest share of CO2e in both configurations, with 108 and 111
ktonnes of CO2e, respectively. PV is lower for both configurations, approximately 75 ktonnes CO2e.
In configuration 1, the battery share is higher than the PV emissions. Also, the emissions of the Li-ion
battery are twice as high as the VRFB, due to its shorter lifetime and higher installed capacity. The Li-ion
battery, with a shorter lifespan, needs replacement more frequently, leading to increased CO2e, with
respective values of 86.5 ktonnes and 43.5 ktonnes CO2e. In configuration 1, the battery is replaced
twice during the 20-year lifetime of the asset.



4.2. Environmental Impact and Land Usage 52

For the CO2e of the electrolyzer and fuel cell, one replacement during the 20-year lifetime is considered
for both configurations. Similarly, the PEM fuel cell is replaced twice during the lifetime in both
configurations. However, in both configurations, the contribution to the total emissions from the
electrolyzer and fuel cell is low. The electrolyzer and fuel cell contribute to 20 ktonnes CO2e.

The storage of hydrogen has more impact than the fuel cell and the electrolyzer due to the large amount
of hydrogen that needs to be stored. From the analysis, in both configurations, hydrogen storage
contributes 35 ktonnes of CO2e.

Due to the difference in batteries, configuration 1 has higher overall CO2e than configuration 5.
The frequent replacement of the Li-ion battery in configuration 1 contributes to the total CO2e. For
configuration 1, the total emission is equivalent to 322.5 ktonnes of CO2e, and for configuration 5, the
total CO2e is 283 ktonnes.

This results in an average CO2e per kWh:

• Configuration 1: 0.037 kg CO2e / kWh
• Configuration 5: 0.032 kg CO2e / kWh

Configuration 1 has a higher average CO2e per kWh primarily due to the larger contribution from
the Li-ion battery, which has a shorter lifespan and thus higher emissions over the simulation period.
Configuration 5 benefits from the longer lifespan of its components, particularly the VRFB, resulting in
lower average CO2e per kWh.

Figure 4.3: CO2e by Each Asset with Min-Max Range for Configurations 1 and 5, and Total
Emissions for the Configurations

4.2.2. Land usage
To determine the land usage of the energy system, the dimensions are derived from the numbers
described in section 3.9 and detailed in Table 3.11.

The wind turbine and the solar PV uses the most land, with configuration 1 requiring 15 km² and 4.6
km², respectively, and configuration 5 requiring even more at 16 km² and 5.0 km². This reflects the
large land usage, especially for wind energy.

The land usage for Li-ion and VRF batteries is relatively small compared to the renewable energy
sources, at 0.035 km² for configuration 1 and 0.009 km² for configuration 5. Batteries are essential for
energy storage, but their land usage requirements are minimal compared to generation components
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like wind turbines and solar panels. The electrolyzer requires 0.012 km² for configuration 1 and 0.008
km² for configuration 5. Fuel cells are around the same order of size, 0.011 km² in both configurations.

The hydrogen storage tank requires 0.005 km² for configuration 1 and 0.004 km² for configuration 5,
indicating minimal land usage for hydrogen storage compared to other components.

If you exclude the generation assets from the analysis, the required space for Configuration 1 is 63,000
m², and for Configuration 5, it is approximately 33,000 m².

In conclusion, the combined land usage for these assets is approximately 20 and 21 km² of
configurations 1 and 5, respectively. The generation components require a substantial amount of
space due to onshore wind installations, which could create conflicts when finding suitable locations for
onshore wind turbines. Therefore, in chapter 5, the offshore wind option is discussed. Despite having
a capacity density of 6-7 W/m², which is lower than onshore wind, onshore turbines are often placed
in long lines with the land used for multiple purposes. In contrast, offshore turbines are arranged in a
grid pattern with large distances between them to reduce wake effects. However, offshore wind offers
several advantages, including a higher capacity factor, more continuous output, and designated areas
for future projects are being proposed.[122][123].

Figure 4.4: Land Usage by Each Asset for Configurations 1 and 5, and Total Land Usage for the
Configurations

4.3. Sensitivity Analyse
This section discusses the sensitivity of parameters used in the model of configurations 1 and 5, as
these are the most cost-effective options. First, the constraint of 100% renewable energy is analyzed.
Then, the capacity factor of the wind is analyzed using a different profile. Following this, the sensitivity
of the technical and economic parameters used in the model is evaluated.

4.3.1. Constraint
The model’s main constraint is that the energy system must be 100% renewable on an hourly basis.
The model dimensions are based on a combination of the residual peak energy demand and periods of
insufficient renewable generation. Therefore, it is important to analyze the impact of this constraint on
the LCOE. Additionally, the impact on CO2e and land usage is analyzed when the constraint is reduced
to 80%.

The average EPEX price is currently around 0.09 €/kWh [124]. These prices are expected to decrease
in the coming year[40]. During periods of shortage, renewable energy production is insufficient, and
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energy is taken from the grid. These hours can be very expensive if they coincide with peak hours.
However, this often occurs at night when there is no solar production, making these hoursmuch cheaper.
Therefore, in this sensitivity analysis, it is assumed that the energy taken from the grid is priced at 0.10
€/kWh, which is approximately the average price. In Figure 4.5, it is shown how the LCOE decreases.
The solid bullet points are the data points from the optimization.

An exponential trendline is drawn through the points to make the trend more evident for configurations
1 and 5 as the renewable energy constraint is decreased from 100% to 80%. Both configurations follow
a similar exponential trendline.

Figure 4.5: Sensitivity Analysis of Constraints on Percentage Renewable Energy

In Table 4.4, the dimensions of the assets are shown for configurations 1 and 5. At 80% renewable
energy, both configurations exclude the hydrogen systems, consisting of the electrolyzer, hydrogen
tank, and fuel cell, and rely only on battery storage to balance the intermittency of renewable sources.
Configuration 1 has an installed capacity of 144 MWh for Li-ion batteries and 105 MWh for VRFB.
In Table 4.4, it is shown that the curtailment percentages are 38%, and the renewable energy source
(RES) directly to the load is high, above 76%. However, the energy supplied by the batteries decreases
to 3% and 4%. In this configuration, the energy from the grid is used 20% of the time.
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Table 4.4: LCOE, Dimensions, and Energy Use of Configurations 1 and 5, Constrained by 80% and 100%
Renewable Energy Use

Configuration 1 (80%) 5 (80%) 1 (100%) 5 (100%)
LCOE (€/kWh) 0.123 0.121 0.243 0.241
Solar (MWp) 166 196 333 362
Wind (MWp) 233 225 294 302
Battery (MWh) 144 105 402 348

Electrolyzer (MW) - - 114 80
Storage (tons) - - 266 260
Fuel Cell (MW) - - 113 111
Curtailment 38% 38% 33% 38%
RES to Load 76 77% 82% 83%
Grid to Load 20% 20% - -

Battery to Load 4% 3% 7% 8%
Fuel cell to load - - 11% 9%

When the renewable energy constraint is reduced from 100% to 80%, both configurations show
reductions in CO2e across all components.

In Configuration 1, CO2e from PV is reduced by 50%, from Wind by 21%, and from Li-ion batteries
by 55%. The emissions from the alkaline electrolyzer, hydrogen storage tank, and PEM fuel cell are
completely eliminated, leading to a total reduction of 57 ktonnes of CO2.

Similarly, Configuration 5 shows a 46% reduction in CO2e from PV, a 26% reduction from Wind, and
a 70% reduction from the vanadium redox flow battery. The emissions from the alkaline electrolyzer,
hydrogen storage tank, and PEM fuel cell are also completely eliminated, resulting in a total reduction
of 51 ktonnes of CO2.

These results highlight the substantial impact that reducing the renewable energy constraint from 100%
to 80% can have on lowering CO2e in both configurations. In both configurations, the CO2e of the assets
are reduced by 50% and 51%, respectively. However, in the configuration with 80% renewable energy,
energy is also taken from the grid, which contributes to CO2e. When energy from the grid is used, it
is assumed that the electricity is generated from gas power plants in the Netherlands, as this typically
occurs during periods when renewables are not available due to weather circumstances. The average
emissions of a kWh produced by a gas power plant are 0.30 to 0.32 kg CO2e [125][126].

This emission is added to the total tonnes of CO2e. This is shown in Figure 4.6. From this analysis, it
can be concluded that Configuration 1 results in 703 ktonnes of CO2e, and Configuration 5 results in
683 ktonnes of CO2e, which is more than twice as high as the 100% renewable configuration.

This results in an average CO2e per kWh of the 10-year simulation:

• Configuration 1: 0.080 kg CO2e / kWh
• Configuration 5: 0.078 kg CO2e / kWh
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Figure 4.6: CO2 Emissions Comparison with 100% and 80% RES by Each Asset and the Total for
Configurations 1 and 5

The impact of reducing the constraint to 80% of the land usage is now described. In Configuration
1, land usage for solar PV is reduced by 50%, from 4.6 km² to 2.3 km². The land usage of the wind
turbine decreases by 20%, from 15 km² to 12 km², and the land required for battery capacity decreases
by 64%, from 0.035 km² to 0.013 km². The land usage for the alkaline electrolyzer, hydrogen storage
tank, and PEM fuel cell is completely eliminated, leading to a total reduction of 0.028 km².

Similarly, Configuration 5 shows a 42% reduction in land usage for solar PV, from 5.0 km² to 2.9 km²,
and a 25% reduction for wind turbines, from 16 km² to 12 km². The land required for VRFB decreases
by 67%, from 0.009 km² to 0.003 km². As in Configuration 1, the land usage for the alkaline electrolyzer,
hydrogen storage tank, and PEM fuel cell is completely eliminated, resulting in a total reduction of 0.024
km².

These results are shown in Figure 4.7 and show the impact that reducing the renewable energy
constraint from 100% to 80% can have on lowering land usage in both configurations. In Configuration
1, the total land usage decreases from approximately 20 km² to 14 km², and in Configuration 5, the land
usage decreases from 21 km² to approximately 14 km². Moreover, if only the onsite assets, battery,
electrolyzer, storage, and fuel cell, are considered, the required land usage is reduced by 80% and
91%, respectively.
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Figure 4.7: Land Usage by Each Component for Configurations 1 and 5

4.3.2. Energy profile
This section analyzes the impact of different wind profiles on the LCOE. It examines the wake effect on
wind turbine performance by varying CF. Additionally, it compares two energy profiles, the current and
new wind profiles, to understand their influence on the LCOE.

The wind profile used in this study has a CF of 0.48, which is high for onshore wind. The CF of new
onshore wind farms now ranges from 30-48%, while new offshore wind farms mostly have a CF of 50%
[127]. This indicates that the wind profile is at the upper boundary for onshore wind. Additionally, when
multiple turbines are placed close to each other, the wake effect can cause a 10-20% loss in energy
production per year [128]. The wake effect is the influence a wind turbine has on others because it
changes the wind conditions. Furthermore, different types of wind turbines operate at rated capacity
at different wind speeds. Therefore, in this section, two parameters are tested: the wake effect, by
changing the capacity factor due to decreased wind farm output, and a different energy profile of the
same year from different turbines is analyzed.

Table 4.5: Characteristics of Current and New Wind Profiles

Wind Profile CF % Hours with Zero Output % Hours at Rated Output (%)
New 0.28 21 5
Current 0.48 13 20

In Table 4.5, it is shown that the new wind profile has a lower CF and operates less frequently at its
maximum capacity compared to the current wind profile used in the analysis. Additionally, the hours
with zero output, when the wind is below the cut-off profile, are higher. Both wind profiles have their
CF adjusted by multiplying them by a factor. The LCOE of the current wind profile and the new wind
profile are shown in Figure 4.8.
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Figure 4.8: Configuration 1 and 5 with a Current and New Wind Energy Profile in a 100% Renewable
Scenario

In configuration 1, comparing the current and new solutions shows a difference of 0.24 and 0.34,
respectively. For configuration 5, the difference is approximately the same. This is due to the need
for more installed capacity of both solar and wind because of the reduced output of the wind profile.
Therefore, Figure 4.8 shows what happens to the LCOE if the capacity factor increases. This indicates
a linear relationship between LCOE and the capacity factor. However, suppose the capacity factor is
increased to 0.45, close to the capacity factor of the current energy profile in the model. In that case, the
difference is 0.05 €/kWh. This is because the current profile operates more at its rated power, creating
a more stable energy profile.

4.3.3. Technical parameters
This section analyzes the sensitivity of technical parameters used in the model for configurations 1
and 5. This analysis focuses on understanding how variations in key parameters impact the LCOE.
The technical parameters that are examined include the efficiency and degradation coefficients of the
batteries, electrolyzers, and fuel cells. These parameters are crucial in the model, and their values
fluctuate in the literature. Thus, it is essential to investigate their influence on LCOE when varied within
realistic ranges. The optimization dimensions are generally close to the optimum but do not always
achieve it. This is due to the use of a step size of 1 MW(h) or kg. Additionally, because seven variables
are optimized, there are multiple configurations with similar LCOE. The differences in LCOE are small,
which makes the results not always immediately evident. Therefore, a trend line is used to visualize
the influence of the parameters more effectively.

Efficiency Analysis
This section described the impact of changing roundtrip efficiencies of Li-ion batteries and VRFB, as
well as the peak efficiency of alkaline electrolyzers and PEM fuel cells in configurations 1 and 5. The
analysis considers how changes in efficiency affect LCOE and the required installed capacities for these
energy storage and conversion technologies.

In configuration 1, the roundtrip efficiency of the Li-ion battery is 85%, while the VRFB in configuration
5 has a roundtrip efficiency of 75%. For Li-ion and VRFB, the efficiencies are varied from 65% to 90%.
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Increased efficiency positively impacts both configurations, as indicated by a linear trendline through
the data points. However, this impact is minimal. The maximum deviation from the base configuration
is within a range of 0.005 €/kWh, which is approximately 2%.

The peak efficiencies for the alkaline electrolyzer vary between 50% and 80%, and for the PEM fuel
cell, between 40% and 70%. The peak efficiencies of the electrolyzer and fuel cell are 72% and 60%,
respectively.

The data indicates that changes in electrolyzer peak efficiency have a greater impact than changes
in battery efficiency. The PEM fuel cell peak efficiency affects LCOE. An interesting result is that the
capacity and the cost of the fuel cell remain the same, but the storage capacity increases due to the
lower efficiency, which results in a higher cost. Higher efficiency results in reduced installed capacity,
thereby lowering the overall costs. The results are shown in Figure 4.9. If the efficiency of the fuel cell
decreases to 40%, the maximum increase in LCOE is within 10% relative to the base case with peak
efficiency of 60%

Degradation Analysis
The sensitivity analysis also considers the degradation components of the battery, electrolyzer, and
fuel cell. The degradation component of the battery is one of the main differences between Li-ion
and VRFB performance in this research. Additionally, integrating an electrolyzer into a system with
renewable energy can affect the performance and degradation of the electrolyzer due to frequent start-
stops [129][130]. Therefore, evaluating the influence on the LCOE when the degradation coefficient
increases is interesting.

For the VRFB, the model assumes a degradation coefficient of 0, so during the simulation, the usable
capacity remains the same. In this analysis, the degradation increases to 40% of the initial capacity after
10,000 cycles. This increase in the VRFB degradation coefficient shows a smaller impact compared
to the Li-ion battery. This is because the degradation coefficient of VRFB per cycle is still lower than
that of the Li-ion battery. Moreover, such an increase in degradation for VRFB is less likely than for the
Li-ion battery because the deviation from the model parameters is smaller for VRFB. An increase in the
degradation coefficient of the Li-ion battery results in higher costs due to more frequent replacements.

The efficiency degradation values of the alkaline electrolyzer are 0.13% and 0.25% per 1,000 hours,
while for the PEM fuel cell, it is 0.88% per 1,000 hours. Only higher degradation values are considered
for the electrolyzer, reflecting a potential higher degradation due to intermittent operation mode.

As shown in Figure 4.9, even if the degradation coefficient of the alkaline electrolyzer is three times
higher, the impact on LCOE remains small. This is due to two reasons: first, the electrolyzer stacks
are replaced only once within the 10-year period, and even with a three times higher degradation
coefficient, the performance remains acceptable due to the replacement. Second, the electrolyzer’s
cost share in both configurations 1 and 5 is small, thus minimally affecting LCOE. In contrast, the
PEM fuel cell impacts LCOE due to its high-cost share in the storage system. When the degradation
coefficient decreases, the replacement and the associated cost are excluded, which is 80% of the initial
investment.

The sensitivity analysis shows that technical parameters influence LCOE, with the degradation
coefficient of the PEM fuel cell having the most considerable impact. However, this coefficient is based
on intermittent energy sources and is, therefore, uncertainly lower than the degradation coefficient of
the alkaline electrolyzer. When analyzing the sensitivity of the technical parameters, the LCOE varies
between 0.232 and 0.264, which is within a range of 10% deviation from the base case.
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Figure 4.9: Sensitivity of Efficiency and Degradation Parameters in the Model for Configuration 1 and
5

4.3.4. Financial
This section analyzes the sensitivity of financial parameters, including the capital expenditure (CAPEX)
of each asset, the annual operational expenditure (OPEX) for the connection, and the discount rate.
Linear trendlines are used to make the impact more evident.

CAPEX
The CAPEX for solar and wind energy systems is analyzed, ranging from a 50% reduction to a 150%
increase in price. The linear trendline in Figure 4.10 indicates that an increase in the price of wind
energy has a greater impact on LCOE compared to solar energy. This is expected, as wind energy
costs include a larger share of the total system cost. However, the influence of price increases is
mitigated because when wind prices rise, the share of solar energy increases, and vice versa.

To analyze the effect of increasing the total energy price, the analysis considers a price increase from
0% to 200% for both solar and wind energy. This approach helps to understand the overall impact on
energy costs and estimate the LCOE. In a 10-year simulation of the model, the average prices for wind
and solar energy in configurations 1 and 5 are 0.05 €/kWh and 0.04 €/kWh, respectively. By doubling
the investment cost of both assets, the energy price in the simulations is approximately 0.10 €/kWh.
This is similar to the current PPA prices in the Dutch market [40]. This demonstrates how the LCOE
is influenced when energy is purchased via a PPA for 0.10 €/kWh instead of being generated within
the system. The analysis shows that a 200% increase in the price of wind and solar energy raises the
LCOE from 0.24 €/kWh to 0.39 €/kWh. This emphasizes how the price of solar and wind contributes
to the LCOE.

For the Li-ion battery, a price fluctuation range of -25% to 75% is considered to evaluate the impact on
LCOE. Despite the low price used in this study compared to other studies, the price is sourced directly
from a large-scale battery company, ensuring low uncertainty. However, it is important to examine
the impact of potential price increases due to fluctuations in lithium material costs. For the VRFB in
configuration 5, a range of -50% to 50% is used based on an average value from the literature. The
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results indicate that the impact on LCOE is relatively low. If the price of the Li-ion battery increases by
75%, this results in an LCOE increase of 5%.

The price of the alkaline electrolyzer shows influence, especially in configuration 1, where the installed
capacity and share of the electrolyzer contributes a larger portion to the total cost. In Figure 4.10, the
price is varied from -25% to 75%. In configuration 1, the LCOE increases by 10% if the price of the
electrolyzer increases by 75%.

The storage tank price fluctuates from -50% to 50%. In this research, an average value was used. Due
to a larger storage tank in configuration 1, the influence on LCOE is greater in this configuration. The
impact of a 50% price increase is an increase of 12% on the LCOE.

The impact on the LCOE of the PEM fuel cell is similar in both configurations because the installed
capacity is approximately the same. If the price of the fuel cell increases by 75%, the LCOE increases
by approximately 12%.

Overall, the sensitivity analysis of CAPEX indicates that energy price has a major impact on the LCOE
due to its large share in the overall cost. While other assets also influence the LCOE, their impact is
relatively minor. This is because a price increase in one asset typically results in a reduced installed
capacity of that asset, leading to an increase in the capacity of other assets, which balances out the
differences in LCOE. This interplay between assets helps to mitigate the impact of price fluctuations,
maintaining a more stable LCOE.

OPEX and Discount Rate
This section examines the sensitivity of the connection price of the OPEX and the discount rate.

The annual connection cost per kW is also analyzed, as it accounts for approximately 8.7% to 10.7%
of the total cost in every configuration. The connection cost is varied from -50% to 50%. The influence
on LCOE is similar in both configurations because the connection size is consistent. Moreover, the
connection prices of the different grid operators in the Netherlands are known. Therefore, the value is
certain. If the connection cost increases by 50%, the LCOE increases by approximately 5%.

Lastly, the discount rate used in the model is 8%. The analysis varies the discount rate from 4% to 12%.
The results show a major impact on LCOE, which was expected because the discount rate affects the
value of money. The LCOE increases by 20% if the discount rate is increased to 12%

The sensitivity analysis of financial parameters shows that a component’s influence on LCOE is directly
proportional to its share of the total cost. For components with the highest price uncertainty, such
as the battery, electrolyzer, storage tank, and fuel cell, the impact on LCOE is limited. Importantly,
this analysis also provides insights into the LCOE when energy prices are doubled, reflecting current
prices for energy purchased through a PPA. This finding underscores energy cost is the most influential
financial parameter in system cost variability analysis.
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Figure 4.10: Sensitivity of CAPEX, OPEX, and Discount Rate for Configuration 1 and 5



5
Discussion

In this research, the LCOE for a data center that is 100% renewable on an hourly basis was determined.
The main objective was to identify the most cost-efficient and feasible configuration for a data center in
the Netherlands. Amodel of the energy systemwas developed, and a 10-year simulation was executed.
During the 10-year simulation, the degradation of the components was analyzed. A cost analysis was
performed based on the CAPEX, OPEX, replacement costs, and the remaining lifetime of the assets
after the 10-year simulation. The cost analysis determined the LCOE of the energy systems. This
analysis found that the LCOE is 0.241 €/kWh in Configuration 5 and 0.243 €/kWh in Configuration 1,
making them the most cost-efficient and feasible configurations.

The environmental analysis of the two configurations with the lowest LCOE showed 0.037 kg CO2e/kWh
and 0.032 kg CO2e/kWh, respectively. Configuration 1 requires 20 km², and Configuration 5 requires
21 km² of land. The land usage required for the on-site storage system is 0.063 km² for Configuration
1 and 0.033 km² for Configuration 5.

The sensitivity analysis showed that lowering the constraint to 80% reduces the LCOE to 0.12 €/kWh.
The environmental analysis showed a 0.08 kg CO2e/kWh, and the land usage was reduced to
approximately 14 km². Additionally, using a different energy profile with a lower capacity factor has
a high impact on the LCOE, potentially increasing the LCOE to 0.34 €/kWh. The CAPEX for wind and
solar power and the discount rate influence the LCOE, which could increase to 0.39 €/kWh. In contrast,
assets with high price uncertainty, such as batteries, electrolyzers, storage tanks, and fuel cells, had a
limited impact on the LCOE. Moreover, the sensitivity of other efficiency and degradation parameters
had a minor impact on the LCOE, with the fuel cell causing a maximum increase to an LCOE of 0.26
€/kWh.

5.1. Broader Perspective
The findings indicate that integrating renewable energy sources into data center operations results in
an LCOE of 0.241 €/kWh. The price of 0.241 €/kWh closely aligns with the average EPEX price in
2022 of 0.242 €/kWh [124]. However, 2022 was an exceptional year for energy prices due to a rapid
post-pandemic economic recovery and the Russian invasion of Ukraine in February 2022 [131]. This
resulted in the highest oil prices since 2008. The price of 0.241 €/kWh was significantly higher than the
prices in 2021 and 2023, which were 0.103 €/kWh and 0.096 €/kWh, respectively.

Although a data center with a capacity of 100 MW does not purchase energy at EPEX prices, it aligns
closely with the LCOE when these prices increase due to global circumstances, such as in 2022.
Additionally, the LCOE includes connection costs, which are additional to the EPEX price. However, this
also shows that the price of a 100% renewable system is currently more than 2.5 times more expensive
than the EPEX, but if 80% of the energy comes from renewable sources, the price decreases to 0.12
€/kWh, which is close to current EPEX prices.

This outcome of the 80% scenarios shows a more feasible and realistic value to implement in the
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short term. Energy systems that manage 80% of the time using renewable energy for high-demand
industries like data centers with a continuous load are affordable. The LCOE in this scenario suggests
that other companies with continuous high energy demand, such as production companies, could
also benefit from adopting similar energy systems to reduce their carbon footprint. This broader
applicability highlights the potential for using more renewable energy for powering industries. However,
the influence of the local energy profile and CAPEX prices of renewables needs to be considered.
These factors can impact the overall LCOE.

The environmental analysis shows that the configuration emission is 0.037 kg CO2/kWh, and for
configuration 5, the emission is 0.032 kg CO2/kWh. The average emissions on the Dutch grid were 0.27
kg CO2/kWh in 2021 [132]. These values are much lower than the Dutch grid average, approximately
7 to 8 times less CO2 emissions. It is important to consider that many storage components are
manufactured or that the raw materials are mined in foreign countries such as South Africa and China,
where the electricity grid mix results in much higher CO2 emissions than in the Netherlands. The
electricity used in manufacturing often contributes to the overall carbon emissions of these assets
[93][97]. Despite this, the emissions from these configurations are still much lower than those from the
Dutch energy grid and the electricity grids in these countries.

5.2. Renewable Energy Scenarios for a Data Center
Based on the research, the following scenarios could be discussed regarding the cost and feasibility of
different renewable energy options compared to the current price for a data center:

Current Scenario: The current scenario uses a PPA. The price of the PPA is approximately 0.10
€/kWh, excluding the connection cost, which is an additional cost of approximately 0.01 €/kWh [40].
Because the PPA does not match hourly with renewable energy sources, only 60% of the time comes
the energy directly from renewable sources [13][40]. This means that 40% of the time, energy from
the grid is taken, which has high kg CO2e/kWh. For this scenario, no additional land usage at the data
center for an energy storage system is required, and no investment costs are required.

100% Renewable Scenario: For the 100% renewable scenario, configurations 1 and 5 are feasible
and the most cost-effective solutions, with an LCOE of 0.243 €/kWh and 0.241 €/kWh. However, this
cost is approximately 2.5 times higher than the current PPA. Moreover, for this scenario, a NPV of €1.4
bln is required over 10 years.

For both configurations, approximately 350-400 MWh of battery capacity, 80-110 MW of electrolyzer
capacity, 260 tonnes of hydrogen storage, and an approximately 112 MW fuel cell are needed.

For configuration 1, the emissions are 0.037 kg CO2e/kWh , and for configuration 5, they are 0.032 kg
CO2e/kWh. These values are 7-8 times lower than the average grid emissions, significantly reducing
the data center’s carbon footprint. The land usage requires more than 20 km² in addition to the size
of the data centers. Onsite storage system area ranges between 33,000-63,000 m², depending on
the battery type used. However, there are also some risks involved in this scenario. Implementing
technologies such as alkaline electrolyzers and VRFBs in combination with intermittent energy sources
poses a risk due to uncertain consequences of hydrogen systems in combination with renewables and
immature VRFB technology, as discussed in section 5.4.

80% Renewable Scenario: The 80% renewable scenario aims for renewable energy usage 80%
of the time. A suitable configuration for this scenario is configuration 1, with a Li-ion battery. The
LCOE for this configuration is 0.12 €/kWh. This is approximately the same as the current PPA and
the 0.01 €/kWh additional cost for the connection. However, for this scenario, an NPV of €725 mln
over 10 years is required. In this configuration, renewable energy technologies and Li-ion battery
technologies are reliable, and this will only improve, becoming cheaper and with less degradation. This
configuration excludes hydrogen installation, consisting of an electrolyzer, storage tank, and fuel cell,
or the VRFB, which excludes the risk of hydrogen system combined with renewables and the infancy
of VRFB technology compared to the 100% renewable scenario.

Only onsite Li-ion battery installation with a capacity of 144 MWh is required. The CO2 emissions are
around 0.08 kg CO2e/kWh, which is three times less than the emissions from the grid. Moreover, wind
energy usage is reduced by 20%, but still, 12 km² is needed, and for solar PV, it is reduced by 50% to
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2.4 km² compared to the 100% scenario of configuration 1. The onsite battery installation requires an
additional 10,000 m², which is less than a quarter of the size of a 100 MW data center, typically around
46,000 m² [133]. For this scenario, investing in offshore wind farms is also recommended due to the
higher capacity factor and a designated area to build large offshore wind farms, as further discussed
in section 5.3.

Therefore, for a data center, a good option is to start with the 80% renewable scenario of configuration 1.
This approach uses mature renewable sources and Li-ion battery technologies, which are reliable and
exclude technologies with uncertainties and potential risks to the project. The price is approximately
the same as the current PPA scenario. When prices of technologies decrease and the reliability of
the hydrogen technologies and VRFB increases, transitioning to a 100% renewable scenario would
become feasible and attractive for a data center. This transition is easy to implement because the
system only needs to expand.

However, the scenarios are compared to the current situation. In the coming year, the current situation
will change. The energy price is expected to decrease due to the increase in the availability of
renewable energy sources[40]. However, in the long term, prices will increase due to the expensive
storage technologies needed to stabilize the grid when conventional energy sources are excluded. This
uncertainty poses a risk for the business case of the data center. Therefore, further research on the
influence of a flexible grid price on the data center would be interesting.

5.3. Policy Implications
This section discusses the implications of various policies for wind energy and other key policies, such
as net metering and novel grid contracts like ATR85 and ATO. These policies are evaluated for their
effects on investment, stimulation of technology development, and grid management.

To power the data center, approximately 300 MW of installed capacity of onshore wind is needed,
around 15km2. However, the space for onshore wind can be used double. In the Netherlands,
for example, wind turbines are placed on agricultural land due to the higher windspeed and fewer
people living close to the turbines. However, the required space is still challenging onshore. Due to
high population density, horizon pollution, and the impact on the surrounding nature, there is much
resistance from local citizens. Therefore, permits and realization of the project take longer. To avoid
the long process and resistance from the surrounding people, Offshore wind is a better option for
several reasons. The first reason is that wind energy is expected to grow rapidly due to technical
improvements and high wind speeds at sea [134]. Second, new offshore wind farms have a high
capacity factor, resulting in a more continuous energy profile because the turbines operate more often
at rated capacity. Third, the energy density is between 7 and 8 W/m² [135] [123]. Fourth, many new
parks are planned or have designated locations reserved in the North Sea [122]. Therefore, focusing on
offshore wind would be a more feasible solution. However, offshore wind is almost twice as expensive
as onshore [136]. This could have a major impact on LCOE, up to a 50% increase. However, a higher
capacity factor results in less installed capacity needed for wind, and due to a more constant wind
output, a smaller storage system is required, which mitigates this increase.

Moreover, the main focus should be on supporting policies that incentivize energy storage systems. By
stimulating the investment in these systems, more investments will be realized, leading to an increase
in storage capacity and a reduction in technology costs. This reflects the recent decrease in renewable
energy prices caused by global governmental funding and support. Continuing this support is crucial
for sustained progress [137].

The first policy for energy storage systems is net metering, which allows households and small
businesses to offset their electricity costs by feeding excess renewable energy back into the grid
annually [138]. Although this policy is only for small businesses and households, it does not apply to
large consumers, such as data centers. This policy can have negative consequences on investments
in battery storage and energy storage markets. By not stimulating net metering, households, and small
businesses are encouraged to invest in storage systems, stimulatingmarket growth and reducing prices
for these technologies.

The second policy for energy storage systems involves special connection contracts, such as the
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nonfirm ATO and ATR 85 [139][140]. These novel contracts, introduced by the grid operators, provide
benefits for energy storage systems, including batteries and electrolyzers [141]. They offer a 100%
discount on contract capacity (CContract), as described in subsection 3.7.5. This offer is valid when the
grid operator ensures the availability of the connection for 85% of the time. Grid operators created
these innovations because they need to always reserve capacity to deliver the maximum capacity to
all connected off-takers. However, this simultaneous peak demand rarely occurs. When it does, a
day-ahead confirmation is provided that temporary off-take is not possible. This contract organizes
the grid efficiently and reduces local congestion. These contracts make investments in batteries and
electrolyzers more affordable, which stimulates the development of those technologies. This results in
a price decrease in the technologies in the long term, which is beneficial for investment in an energy
system for the data center. Moreover, it could save operational costs for the data center if the decision
tree is adjusted for this type of contract. This research shows that such costs is around 10% of total
costs, as described in subsection 3.7.5. Of this 10%, approximately 45% is CContract, which amounts to
more than €60 mln of NPV during the 10-year simulation.

5.4. Technology Implications
This section discusses the technological implications of the configurations analyzed in the study. The
focus is on evaluating the maturity, reliability, and performance of the assets.

Both wind and solar technologies are mature and reliable renewable energy sources. They are
widely deployed globally and have proven performance and efficiency. Onshore wind technology has
advanced to maximize electricity production per megawatt capacity, featuring larger turbines and rotor
diameters[134]. Similarly, Li-ion batteries are widely used in various applications, and their performance
and degradation are well understood due to the maturity of the technology [40]. In contrast, VRFB are
mostly in the pilot phase, with fewer large-scale implementations. Although promising for long-duration
energy storage, VRFBs require further development and long-term validation. The larger projects have
not yet researched their end-of-life, so their implementation carries certain risks. For example, a large
demonstration project of 10 MW/40 MWh in China went into operation in 2017 and has an expected
lifetime of 20 years [142].

Both electrolyzer technologies have been developed and used for a long period. However, integrating
intermittent renewable sources like wind and solar introduces new challenges, such as partial load
and start-stop cycles, which can affect performance and degradation [129]. Despite potential benefits,
start-stop operations in renewable energy plants are unavoidable due to the intermittent nature of
solar and wind power. This stress can lead to catalyst degradation each time the alkaline electrolyzer
system cycles [129][130]. As shown in subsection 4.1.1 and Table 4.3, the average stop-start cycle is
approximately 1.2 daily cycles. During the 10-year simulation, in all configurations except Configuration
2, the alkaline electrolyzer does not exceed 7,500 start-stops, and the PEM electrolyzer does not
exceed 10,000 start-stops, which are their maximum limits [29]. Only in Configuration 2 does the
alkaline electrolyzer reach 7,515 start-stops. However, the stacks are replaced after the 10-year
simulation. The PV andwind power plants often experience power fluctuations due to changing weather
conditions. Smoothing effects are methods used to stabilize these fluctuations for consistent power
output [129]. This aspect is not taken into account in this research. Moreover, the literature describes
the performance of the electrolyzer based on constant profiles. Therefore, the parameters used may be
optimistic. However, in the sensitivity analysis, increasing the degradation coefficient of the electrolyzer
to approximately 0.4%/1000h results in an LCOE difference within 0.01€/kWh for configurations 1 and
5. For fuel cells, the degradation coefficient used in this report is based on intermittent energy output,
in contrast with the electrolyzer coefficient [78].

5.5. Evaluation of Results from Similar Research
This section compares different studies on energy systems, focusing on LCOE and system
configurations. The findings highlight the differences in cost-effectiveness between various systems.

The study by Marocco et al. focuses on off-grid systems in remote areas, using solar energy, batteries,
and hydrogen, and finds an LCOE of 0.51 €/kWh with a system consisting of a Li-ion battery and
alkaline electrolyzer [29]. Their most cost-effective solution uses the same electrolyzer but a different
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battery type. The second configuration is identical. This study considers data centers with continuous
high energy demand and solar and wind energy input. Combining solar and wind energy with a
continuous load results in a much lower LCOE. The off-grid system has a less continuous load and
a more intermittent energy profile, leading to a higher LCOE.

The study by Gnibga, Blavette, and Orgerie investigates two configurations for an energy system of a
data center, one with only a battery energy storage system (BESS) and one with both a battery energy
storage system and a hydrogen energy storage system (HESS). The BESS shows an LCOE of 1.12
$2023/kWh, while the combined BESS + HESS system has an LCOE of 0.45$2023/kWh. Both systems
are solely powered by photovoltaic (PV) energy [20]. Despite the high energy losses in the HESS, the
results indicate that a system relying only on batteries is not feasible.

When comparing these results to this research, it is evident that the combination of wind and
PV provides a more stable and continuous energy profile, reducing the cost of storage systems.
Furthermore, the prices of PV, batteries, and electrolyzers used in this research are lower than those
in Gnibga, Blavette, and Orgerie, reflecting the ongoing decrease in the cost of these assets.

5.6. Improvements and Critique of the Methodology
This section highlights potential improvements and critiques of the methodology used in this research,
the use of a single weather profile, the reliance on up-to-date financial and technical data, and the
optimization approach. Potential limitations and areas for improvement are discussed to provide a
comprehensive evaluation of the research methods.

In this study, a weather profile from 2019 is used for both wind and solar data. The capacity factor of
the onshore wind profile is high because wake effects are not considered because the energy profile of
a single turbine is used. Sensitivity analysis shows that different weather profiles have a major effect
on the LCOE. Since only one weather profile is used, the entire system is optimized for the longest
periods without wind and solar during 2019.

Moreover, in this research, the storage system’s capacity is designed for the longest period with a
shortage of solar and wind energy. On April 30, 2018, there was a shortage in the market due
to insufficient wind and solar production [143]. The Dutch Weather Institute (KNMI) researched the
weather from 1991 to 2020 and concluded that there are, on average, 13 days per year with minimal
combined wind and solar energy [144]. They advise storing five times the daily load to prevent blackouts
[145]. In this system, the storage capacity is slightly over two days, which is significantly lower than their
recommendation. Therefore, it is interesting to investigate the influence of different weather profiles
on the model’s outcome. During periods without wind and solar, the grid operator buys energy from
neighboring countries because weather events are local [143]. However, in systems like this, this is
not feasible.

Regarding the difference in the advised storage capacity and the results from this research, the advice
assumes annual production equals annual consumption. However, in this research, energy production
is much higher than annual consumption. Therefore, the combination of solar and wind energy often
provides a consistent baseload to power the data center due to the over-dimensioned installed capacity,
resulting in a direct usage rate of over 80%. This reduces the needed storage capacity, making the
difference in the advised storage capacity less critical.

Besides, due to over-dimensioning, 30-40% of the energy is curtailed. This is because the total
generation exceeds the connection or storage capacities of batteries, or hydrogen storage is full.
Consequently, renewable energy sources are curtailed. However, this energy could be sold and
delivered back to the grid or to other industries, which is not considered. This could make the LCOE
even lower.

Moreover, most of the financial and technical data for Li-ion batteries, alkaline and PEM electrolyzers,
storage tanks, and PEM fuel cells are provided by the company Repowered [40]. Therefore, the prices
of these assets are up-to-date, and their parameters are better known because these technologies are
currently in use. In contrast, the data for other technologies are taken from existing literature, which
may be more outdated. Although the sensitivity analysis showed that the parameters have a minor
influence on the LCOE, it is important for the VRFB to further research technical parameters such as
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degradation, efficiency, and cost components. This will ensure accurate performance evaluation of the
model and decrease the chance of additional costs associated with unexpected failures. Additionally,
CAPEX prices do not account for land costs. However, compared to the overall prices, this represents
a minimal share. At the end of 2023, the average price for a hectare of land in the Netherlands was
€93,100 [146]. This means the additional cost of onsite storage assets for a configuration requiring 6.3
hectares is approximately € 0.5 mln. This amount is negligible relative to the total cost. For wind and
solar projects, the land can be double used, so that cost is not considered.

Furthermore, the optimization used in this study is designed to optimize the dimensions based on a step
size of 10 kW/kWp or kWh, to save computation time. However, this approach does not always identify
the most cost-effective option. This is due to two reasons. First, the objective function has multiple
local minima where the optimization converges. However, the local minima are close to each other.
Otherwise, it wouldn’t converge because a swarm of 100 particles is used. Second, the termination
criterion of a 0.0001 €/kWh difference between the objective function’s new and old best outcomes is
reached before finding the most cost-effective solution. Therefore, this approach sometimes results
in the optimization converging to a local minimum close to the global minimum or stopping too soon.
Multiple optimizations are run to mitigate this, and the results are compared. The multiple runs showed
a significance of 0.001 as a result of the step size and the termination criteria. If multiple optimizations
are close to the same minimum, the one with the lowest LCOE is chosen. Moreover, the variables are
manually checked to see if they are close to the constraints, enhancing the robustness and significance
of the optimization.

Lastly, in this research, the capacity density of the storage tank is self-determined based on simple
assumptions and existing tanks. However, this could make the results less certain, but interesting
for further investigation. Also, the capacity density of the wind chosen is much higher than in most
literature. Often, the energy density onshore is around 2 W/m², considering a capacity factor of 0.33
[147][148][149]. This results in a capacity density of 6 W/m². However, Enevoldsen and Jacobson
provides a more accurate method for determining the onshore capacity density [150].

5.7. Further Research
Based on the aspects discussed and the shortcomings identified in the literature, several
recommendations can be made to improve and extend the research. These recommendations focus
on areas where further research and development are needed.

Investigate the Impact of Intermittent Renewable Energy Input on Electrolyzer Performance:
Research how intermittent energy inputs from renewable sources affect electrolyzer performance.
Current literature mainly focuses on scenarios where electrolyzers operate under continuous
load. However, the energy input is highly variable in systems where renewables are integrated.
Understanding the effects of frequent on/off cycles and partial loads on electrolyzer performance and
efficiency is crucial for optimizing their use in renewable energy systems.

In-Depth Research on Vanadium Redox Flow Batteries: A study on VRFB is essential. This
research should focus on their technical parameters, limitations, degradation mechanisms, and cost
components. Such research will help assess the reliability and feasibility of VRFBs for large-scale
energy storage. This provides valuable and reliable data for potential investors and stakeholders
interested in implementing this technology in their energy storage system.

Perform an Environmental Analysis of 300 Bar Storage Tanks: A detailed life cycle assessment
of 300 bar storage tanks has not been conducted. Consequently, there is insufficient information on
the emissions generated during their manufacturing. Despite positive outcomes from prior research,
understanding the environmental impact of these tanks throughout their lifecycle is important for
assessing hydrogen systems. Moreover, large-scale on-land hydrogen storage is not well described
in the literature. It is interesting to investigate how a large-scale storage system should be set up,
considering land usage, safety, and transport of hydrogen to and from the electrolyzer and fuel cells.

Optimize Electrolyzer Utilization and Explore Hydrogen Production for Grid Stability:

From this research, it can be concluded that the electrolyzer only operates 30% of the time. The rest
of the time, the electrolyzer is turned off. An interesting research topic should be investigating the
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potential for using the inactive hours of the electrolyzers to produce hydrogen. During these hours,
additional hydrogen can be produced and transported to the future hydrogen backbone or surrounding
industry [116]. This would allow continuous operations and may improve performance and reduce
degradation. Additionally, producing hydrogen during inactive hours can reduce system costs and
increase economic feasibility. Moreover, examining the effects of large-scale energy storage systems
on local grids, focusing on congestion management, is important. Assess how these systems influence
grid stability, curtailment, and overall performance.

Test Different Types of Fuel Cells for Cost and Performance Optimization: The PEM fuel cells
significantly contribute to energy storage costs. Therefore, evaluating the performance of different types
of fuel cells is crucial. In this research, the choice of a PEM fuel cell was fixed. However, there are many
different types of fuel cells. An LCOE analysis can provide valuable insights for optimizing the assets
of energy storage systems, potentially leading to cost reductions and performance improvements.

Investigate the Impact of Data Center Location on LCOE:

In this research, the Netherlands was chosen as a case study to evaluate the influence of weather
conditions on the LCOE for data centers. It is recommended to further investigate how different
geographic locations affect the LCOE, particularly in the context of a 100% renewable energy scenario.
From the sensitivity analyses, it can be concluded that the influence of the weather profile has a major
impact on the LCOE.

Explore the Impact of Battolyser Technology on Energy Systems: Investigate the potential benefits
of Battolyser technology, which combines battery storage and electrolyzer functions. This dual-function
technology could improve efficiency and cost-effectiveness within energy systems. Analyzing its impact
on performance and LCOE can reveal significant advantages for energy storage solutions [151].



6
Conclusion

The main research question addressed in this thesis is: What is the most feasible and cost-effective
configuration for an energy system that enables a data center to utilize 100% renewable energy on
an hourly basis, and what are the associated environmental impacts in terms of CO2 emissions from
production and land use requirements?

To answer this question, eight configurations consisting of different combinations of storage
technologies, electrolyzers, and renewable energy sources were investigated. The study examined
Li-ion, lead-acid, VRFB, and zinc-bromide batteries, as well as alkaline and PEM electrolyzers, storage
tanks, and PEM fuel cells, with solar and wind power as renewable sources. A model was developed
to simulate the energy flow, performance, and financial and technical parameters of these components,
optimizing their dimensions based on LCOE.

The findings indicate that configurations 5 and 1, which include VRFB or Li-ion batteries with an
alkaline electrolyzer, storage tank, and PEM fuel cell, offer the most cost-effective solutions for a 100%
renewable energy use on an hourly basis, with LCOEs of 0.241 and €0.243 €/kWh, respectively. Key
insights from the research are summarized below:

• Performance of the Assets:

– Curtailment ranged from 33% to 45%, with renewable energy use consistently exceeding
80%. Oversizing energy sources is more cost-effective than expanding energy storage.

– Lead-acid batteries were unsuitable due to high degradation and costs. VRFBs
outperformed zinc-bromide batteries.

– Electrolyzers operated 2800-4300 hours per year, with no replacements needed except
in configuration 4, with the lead-acid battery and the PEM electrolyzer. Moreover,
Configurations Alkaline electrolyzers had a lower LCOE than PEM electrolyzers.

– One fuel cell replacement was needed in every scenario, with configura requiring two. Fuel
cells had the largest cost share among energy storage components.

• Cost:

– The NPV of the total cost ranged from €1.4 bln to €1.6 bln over the 10-year simulation.
– In configuration 1, the NPV of the total cost is €1.43 bln. The shares are: wind + solar 45.1%,
battery 8.3%, electrolyzer 6.4%, storage tank 10.4%, fuel cell 19.1%, and connection 10.7%.
Solar power dominated the energy share.

– In configuration 5, the NPV of the total cost is €1.42 bln. The shares are: wind + solar 47.4%,
battery 9.5%, electrolyzer 4.5%, storage tank 10.2%, fuel cell 18.9%, and connection 9.6%.

– The CAPEX of VRFB is nearly double that of Li-ion batteries, but their overall cost per usable
capacity is lower due to their longer lifespan and full capacity utilization.
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• Environmental Impact:

– Configurations 1 and 5 had CO2 emissions of 0.038 kg and 0.033 kg per kWh, respectively,
7-8 times lower than the Dutch grid average.

– Configuration 1 requires 20 km² and configuration 5 requires 21 km² of land. Onsite land
usage is around 0.063 km² in Configuration 1 and 0.033 km² in Configuration 5 for the storage
system.

• Scenarios for the Data Center:

– The 80% renewable scenario, Only the Li-ion battery and renewable energy sources, has
an LCOE of 0.12 €/kWh. However, it requires an NPV of €725 mln over 10 years.

– It utilizes reliable, mature technologies like renewable energy and Li-ion batteries, making
it more reliable with fewer potential risks compared to the 100% scenario. This is
because hydrogen installation, when integrated with intermittent renewable sources, raises
challenges such as partial load and start-stop cycles, which could affect performance.
Moreover, VRFBs are promising for long-duration energy storage. However, they require
further development and long-term validation.

– CO2 emissions are three times lower than grid emissions at around 0.08 kg CO2/kWh.
– The on-site land usage is reduced by 83%, and the total land usage required is 15 km², which
is a reduction of 20% compared to the 100% renewable scenario.

• Broader Applicability:

– The findings suggest that other high-energy-demand industries could also reduce their
carbon footprint, indicating broader applicability for renewable energy technologies.

– Expanding the use of renewable energy and storage technologies beyond the studied
scenarios could provide significant environmental and economic benefits across various
sectors.

• Policy Implications:

– Supporting policies that incentivize energy storage systems are crucial for reducing the cost
of these technologies.

– Offshore wind is recommended. Despite this technology having a high cost that significantly
influences the LCOE, its higher capacity factor and more constant wind supply reduce
the need for extensive storage systems, partially offsetting the cost. Additionally, offshore
designated locations make implementation more feasible by excluding the problems
associated with permitting and realization.

In conclusion, the most cost-effective configuration for a data center to use 100% renewable energy
on an hourly basis is a combination of Li-ion or VRFB batteries with an Alkaline Electrolyzer. Different
energy profiles, CAPEX of wind and solar, and the discount rate are sensitive factors affecting the
LCOE. However, the costs and technical parameters of other storage assets have a limited impact,
showing the robustness of the energy system.

It is recommended first to implement the 80% renewable scenario with Li-ion batteries to reduce risks
and uncertainties. This approach has a positive impact on CO2 emissions and achieves an LCOE
approximately the same as the current PPA. As technology prices decrease and reliability improves,
transitioning to the 100% renewable scenario is advised. This approach balances cost, environmental
impact, and technological reliability while paving the way for broader applications in other high-energy-
demand industries.
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A
Cost overview

Table A.1: Costs for Configurations 1 to 4, Represented as the NPV of the 10-Year Simulation

Configuration 1 2 3 4
Solar CAPEX € 244,089,000 € 260,948,000 € 283,671,000 € 296,132,000
Solar OPEX € 32,757,141 € 35,019,646 € 38,069,110 € 39,741,396
Solar Replacement € - € - € - € -
Solar Residual Replacement € -98,602,361 € -105,412,735 € -114,591,933 € -119,625,687
Solar Residual € - € - € - € -
Wind Capex € 482,160,000 € 593,680,000 € 501,840,000 € 647,800,000
Wind OPEX € 161,766,642 € 199,182,056 € 168,369,362 € 217,339,537
Wind Residual Replacement € - € - € - € -
Wind Replacement € -179,077,969 € -220,497,363 € -186,387,274 € -240,597,952
Wind Residual € - € - € - € -
Battery CAPEX € 98,490,000 € 0 € 107,310,000 -
Battery OPEX € 26,974,527 € 0 € 29,390,157 -
Battery Replacement € 26,605,541 € - € 24,852,647 -
Battery Residual € -15,589,164 € -0 € -16,985,209 -
Battery Residual Replacement € -18,349,459 € -0 € -24,852,647 -
Electrolyzer CAPEX € 87,210,000 € 91,035,000 € 126,100,000 € 144,300,000
Electrolyzer OPEX € 11,703,724 € 12,217,045 € 16,922,825 € 19,365,295
Electrolyzer Replacement € - € - € - € 54,807,833
Electrolyzer Residual € -7,730,098 € -8,069,137 € -7,185,356 € -8,222,417
Electrolyzer Residual € - € - € - € -54,807,833
Storage Tank CAPEX € 186,200,000 € 198,100,000 € 175,700,000 € 168,000,000
Storage Tank OPEX € 37,482,515 € 39,878,014 € 35,368,839 € 33,818,810
Storage Replacement € - € - € - € -
Storage Residual € -75,217,481 € -80,024,613 € -70,975,893 € -67,865,396
Storage Residual € - € - € - € -
Fuel Cell Capex € 226,000,000 € 224,000,000 € 226,000,000 € 224,000,000
Fuel Cell OPEX € 30,329,568 € 30,061,165 € 30,329,568 € 30,061,165
Fuel Replacement € 97,680,614 € 204,964,782 € 90,445,013 € 112,926,397
Fuelcell Residual € -14,308,665 € -14,182,040 € -14,308,665 € -14,182,040
Fuel Residual Replacement € -67,368,914 € -83,004,273 € -77,039,077 € -32,018,699
Connection Cost € 153,006,946 € 156,211,681 € 150,122,685 € 151,084,105
Total € 1,426,212,107 € 1,534,107,230 € 1,492,165,152 € 1,602,056,513
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Table A.2: Costs for Configurations 5 to 8, Represented as the NPV of the 10-Year Simulation

Configuration 5 6 7 8
Solar CAPEX € 265,346,000 € 319,588,000 € 318,122,000 € 277,807,000
Solar OPEX € 35,609,865 € 42,889,230 € 42,692,490 € 37,282,152
Solar Replacement € - € - € - € -
Solar Residual € -107,189,354 € -129,100,989 € -128,508,783 € -112,223,108
Solar Residual replacement € - € - € - € -
Wind CAPEX € 495,280,000 € 508,400,000 € 487,080,000 € 537,920,000
Wind OPEX € 166,168,456 € 170,570,269 € 163,417,322 € 180,474,349
Wind Residual € -183,950,839 € -188,823,709 € -180,905,295 € -199,787,666
Wind Replacement € - € - € - € -
Battery CAPEX € 161,820,000 € 89,040,000 € 186,465,000 € 173,040,000
Battery OPEX € 24,518,637 € 11,309,171 € 28,252,798 € 21,978,201
Battery Replacement € - € - € - € -
Battery Residual € -51,226,287 € -28,186,804 € -59,027,992 € -54,778,129
Battery Residual Replacement € - € - € - € -
Electrolyzer CAPEX € 61,200,000 € 71,910,000 € 97,500,000 € 102,700,000
Electrolyzer OPEX € 8,213,140 € 9,650,439 € 13,084,659 € 13,782,507
Electrolyzer Replacement € - € - € - € -
Electrolyzer Residual € -5,424,630 € -6,373,941 € -5,555,687 € -5,851,991
Electrolyzer Residual Replacement € - € - € - € -
Storage Tank CAPEX € 182,000,000 € 175,700,000 € 167,300,000 € 170,800,000
Storage Tank OPEX € 36,637,044 € 35,368,839 € 33,677,899 € 34,382,457
Storage Replacement € - € - € - € -
Storage Residual € -73,520,846 € -70,975,894 € -67,582,624 € -68,996,486
Storage Residual Replacement € - € - € - € -
Fuel Cell CAPEX € 222,000,000 € 230,000,000 € 230,000,000 € 230,000,000
Fuel Cell OPEX € 29,792,761 € 30,866,374 € 30,866,374 € 30,866,374
Fuel Replacement € 95,951,754 € 115,951,211 € 92,045,810 € 99,409,475
Fuel Cell Residual € -14,055,414 € -14,561,916 € -14,561,916 € -14,561,916
Fuel Residual Replacement € -66,176,544 € -32,876,343 € -78,402,600 € -68,561,284
Connection Cost € 135,701,378 € 140,188,007 € 144,193,925 € 130,573,802
Total € 723,679,268 € 1,480,531,945 € 1,500,153,380 € 1,516,255,737



B
Model validation

This chapter explains the steps to validate the model during its coding process. First, it explains the
process of building and testing the assets. Then, it elaborates on how the assets were combined. This
is followed by graphs and an explanation of how the degradation of components and their replacement
were tested. Finally, the economic model and optimization validation are discussed.

Step 1: Validation of functions, Assets, and the energy flows
• The first step was to model all the assets separately. The different operations were first identified
to model the assets. These are described in section 2.4.

• For the battery, these two operation modes were the discharge and charge operations. The two
operations were modeled according to the formulas. After the operation modes were modeled,
they were tested with different energy inputs and loads. The outcome of the model was checked
using the formulas that are described.

• The same validation process was applied to the electrolyzer, hydrogen tank, and fuel cell. For
the electrolyzer, there are three operational modes: off, partial load, and maximum load. The
hydrogen storage tank has two modes: storing hydrogen and using hydrogen. The fuel cell also
has threemodes: off, partial load, andmaximum load. Each of thesemodes is a separate function
in the modeled class. These modes were checked using different inputs and loads to ensure the
outcomes matched the formulas for different time steps.

• Once the assets were validated, they were combined into an energy system. Within this energy
system, there is a decision tree. Using an input and an output, the sequence and order of the
asset’s usage were tested and validated.

• After testing the modes of each asset and their combinations within the energy system, the code
was reviewed by employees of the company to ensure no mistakes were made.

Step 2: Validation of the Degradation and Replacement of the
Assets
The second step involved validating degradation of the battery, electrolyzer, and fuel cell. The
performance of these assets is modeled dynamically and decreases over time. Therefore, the model
includes degradation parameters and replacement when the state of health (SOH) falls below a certain
threshold.

Inputs and loads were applied to test the battery, electrolyzer, and fuel cell degradation. This time,
instead of testing formulas at specific time steps, the performance was evaluated over a 10-year
simulation period. Figures are made to show how the degradation coefficients (cycles/runtimes)
influence the degradation of the assets and when replacements occur. The 10-year simulation results
of the ”normal” degradation coefficient are displayed on the left, while the results with the degradation
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coefficient multiplied by a factor of three are shown on the right.

Battery Degradation and Replacement:

Figures B.1, B.2, and B.3 show the cycles, replacement, and SOH of the battery. Under normal
conditions, the battery is replaced after 2000 cycles when its SOH reaches 80%. The graph shows
that this is in year 7. By increasing the degradation coefficient by 3, the battery lasts approximately
667 cycles, leading to three replacements over 10 years. This is shown in the figures and validates the
dynamic model of battery degradation.

(a) Battery Replacement (normal) (b) Battery Replacement (degradation x 3)

Figure B.1: Comparison of Battery Replacement

(a) Battery SOH (Normal) (b) Battery SOH (degradation x 3)

Figure B.2: Comparison of Battery SOH
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(a) Battery Cycles (Normal) (b) Battery Cycles (degradation x 3)

Figure B.3: Comparison of Battery Cycles

Electrolyzer Degradation and Replacement:

Similar to the battery, the electrolyzer’s degradation was analyzed. Figures B.4, B.5, and B.6 show the
degradation when the coefficient is increased from 0.13%/1000h to 0.39%/1000h, and the replacement
occurs when SOH reaches 90%. In the standard case, the electrolyzer is not replaced within 10 years
as it does not exceed 76,923 run hours. With increased degradation, it is replaced after 25,641 run
hours, as shown in the figures.

(a) Electrolyzer Runtime (Normal) (b) Electrolyzer Runtime (degradation x 3)

Figure B.4: Comparison of Electrolyzer Runtime
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(a) Electrolyzer Replacement (Normal) (b) Electrolyzer Replacement (degradation x 3)

Figure B.5: Comparison of Electrolyzer Replacement

(a) Electrolyzer SOH (Normal) (b) Electrolyzer SOH (degradation x 3)

Figure B.6: Comparison of Electrolyzer SOH

Fuel Cell Degradation and Replacement:

The same method was applied to the fuel cell. The model uses a degradation coefficient of 0.88%
per 1000 hours. Figures B.7, B.8, and B.9 show that the fuel cell is replaced after 11,363 run hours,
occurring at the end of year 6. During the 10-year simulation, the fuel cell is replaced once. By
increasing the degradation coefficient to 2.64% per 1000 hours, the fuel cell is replaced after 3787
hours. This validation confirms the dynamic model’s accuracy for fuel cell degradation over time.
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(a) FC Runtime (Normal) (b) FC Runtime (degradation x 3)

Figure B.7: Comparison of FC Runtime

(a) FC Degradation (Normal) (b) FC Degradation (degradation x 3)

Figure B.8: Comparison of FC Degradation

(a) Fuel Cell Replacement (Normal) (b) Fuel Cell Replacement (degradation x 3)

Figure B.9: Comparison of Fuel Cell Replacement
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Step 3: Validation of the Economic Model
• First, the formulas for cost calculation were determined, as described in subsection 2.5.3.
• An Excel sheet was then created to calculate the costs based on these formulas. The Excel
calculations were used to develop a Python class that performs the cost calculations.

• The economic model created in Python provides an overview based on the capacities and input
parameters of CAPEX, OPEX, replacement costs, and lifetime.

• In Table B.1, the CAPEX costs assigned to year 0 and the discounted OPEX costs distributed
across years 1 to 10 are shown. These outputs for CAPEX and OPEX costs are generated in
Python.

• The discounted replacement costs of the assets in the respective years are shown in Table B.2. At
the end of the period, the discounted residual values of the assets and the replaced components
are calculated based on their remaining lifetime.

• Finally, Table B.3 provides a summary of the values in these tables. Based on these values, the
total cost is determined, and by dividing this by the discounted total energy usage of the data
center, the LCOE is calculated.

• The output files generated by Python matched the Excel sheet calculations, validating the model.

Table B.1: Discounted CAPEX and OPEX of Configuration 1 Over a 10-Year Simulation

Asset Solar Wind Battery Electrolyzer Storage Fuel Cell Connection
Year 0 € 244,089,000 € 482,160,000 € 98,490,000 € 87,210,000 € 186,200,000 € 226,000,000 -
Year 1 € 4,520,167 € 22,322,222 € 3,722,222 € 1,615,000 € 5,172,222 € 4,185,185 € 21,113,469
Year 2 € 4,185,340 € 20,668,724 € 3,446,502 € 1,495,370 € 4,789,095 € 3,875,171 € 19,549,509
Year 3 € 3,875,314 € 19,137,708 € 3,191,206 € 1,384,602 € 4,434,347 € 3,588,122 € 18,101,397
Year 4 € 3,588,254 € 17,720,100 € 2,954,820 € 1,282,039 € 4,105,877 € 3,322,335 € 16,760,553
Year 5 € 3,322,457 € 16,407,500 € 2,735,944 € 1,187,073 € 3,801,738 € 3,076,236 € 15,519,030
Year 6 € 3,076,349 € 15,192,129 € 2,533,282 € 1,099,142 € 3,520,128 € 2,848,367 € 14,369,473
Year 7 € 2,848,472 € 14,066,786 € 2,345,631 € 1,017,724 € 3,259,377 € 2,637,377 € 13,305,067
Year 8 € 2,637,474 € 13,024,802 € 2,171,881 € 942,337 € 3,017,942 € 2,442,015 € 12,319,507
Year 9 € 2,442,105 € 12,060,002 € 2,011,001 € 872,534 € 2,794,391 € 2,261,125 € 11,406,951
Year 10 € 2,261,209 € 11,166,669 € 1,862,038 € 807,902 € 2,587,399 € 2,093,635 € 10,561,991
Residual
System

-98,602,361 -179,077,969 -15,589,164 -7,730,098 -75,217,481 -14,308,665 -

Table B.2: Discounted Replacement and Residuals of Configuration 1 Over a 10-Year Simulation

Asset Solar Wind Battery Electrolyser Storage Fuel Cell Connection
Year 0 - - - - - - -
Year 1 - - - - - - -
Year 2 - - - - - - -
Year 3 - - - - - - -
Year 4 - - - - - - -
Year 5 - - - - - - -
Year 6 - - - - - - -
Year 7 - - - - - - -
Year 8 - - € 26,605,541 - - € 97,680,614 -
Year 9 - - - - - - -
Year 10 - - - - - - -
Residual replacement - - -18,349,459 - - -67,368,914 -
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Table B.3: Summary of Discounted CAPEX, OPEX, Replacement Costs, Residual System Values, and
Total Costs Over a 10-Year Simulation for Configuration 1

CAPEX OPEX Replacement Residual System Residual Replacement Total
Solar € 244,089,000 € 32,757,141 - -98,602,361 - € 178,243,780
Wind € 482,160,000 € 161,766,642 - -179,077,969 - € 464,848,673
Battery € 98,490,000 € 26,974,527 € 26,605,541 -15,589,164 -18,349,459 € 118,131,445
Electrolyzer € 87,210,000 € 11,703,724 - -7,730,098 - € 91,183,626
Storage € 186,200,000 € 37,482,515 - -75,217,481 - € 148,465,034
Fuel Cell € 226,000,000 € 30,329,568 € 97,680,614 -14,308,665 -67,368,914 € 272,332,603
Connection - € 153,006,946 - - - € 153,006,946
Total cost € 1,426,212,107

Step 4: Validation of the Optimization
• The objective function is the LCOE, which is calculated after simulating 10 years of the energy
model. The optimization executes a few hundred to a thousand iterations until the objective
function value is found and the termination criteria are met, as described in section 2.5. The
results of these optimizations were then validated by inputting the outcome of the optimization,
the most cost-effective dimensions of the assets, into the energy model to ensure the same input
and parameters were used. If the outcomes of the optimization and the model matched, the
optimization results were considered valid.

• Additionally, the outcome of the optimization value needs to be tested. By performing multiple
runs, the outcomes were compared. The results consistently fell within a 0.001 range of each
other, demonstrating the reliability of the optimization process.

• Moreover, the optimization needs to be tested to determine if it finds the optimal solution or is
close to the most cost-effective solution. By lowering the optimized dimensions one by one, it was
checked whether the LCOEwas lower than the optimization outcome and if the constraint of 100%
renewable energy was met. If the constraint was not met or the LCOE was within the significance
range, it indicated that the optimization had found the feasible boundary of the problem. This is
shown in Figure B.10. The heatmap shows the effect on the LCOE when the parameters are
decremented. In most cases, the LCOE is higher or equal to the optimized value. Moreover,
Figure B.11 shows if the constraint of 100% renewable is met if the variables are decremented.

Figure B.10: Heatmap of the LCOE for Configuration 5 When the Variables Are Decremented
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Figure B.11: Heatmap of the Percentage of Renewable Energy for Configuration 5 When the
Variables Are Incremented
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