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Accountable AI for Healthcare IoT Systems
Prachi Bagave, Marcus Westberg, Roel Dobbe, Marijn Janssen, and Aaron Yi Ding*

Department of Engineering Systems and Services
Delft University of Technology

Abstract—Various AI systems have taken a unique space in
our daily lives, helping us in decision-making in critical as well
as non-critical scenarios. Although these systems are widely
adopted across different sectors, they have not been used to
their full potential in critical domains such as the healthcare
sector enabled by the Internet of Things (IoT). One of the
important hindering factors for adoption is the implication for
accountability of decisions and outcomes affected by an AI
system, where the term accountability is understood as a means
to ensure the performance of a system. However, this term is
often interpreted differently in various sectors. Since the EU
GDPR regulations and the US congress have emphasised the
importance of enabling accountability in AI systems, there is a
strong demand to understand and conceptualise this term. It is
crucial to address various aspects integrated with accountability
and understand how it affects the adoption of AI systems. In
this paper, we conceptualise these factors affecting accountability
and how it contributes to a trustworthy healthcare AI system. By
focusing on healthcare IoT systems, our conceptual mapping will
help the readers understand what system aspects those factors are
contributing to and how they affect the system trustworthiness.
Besides illustrating accountability in detail, we also share our
vision towards causal interpretability as a means to enhance
accountability for healthcare AI systems. The insights of this
paper shall contribute to the knowledge of academic research on
accountability, and benefit AI developers and practitioners in the
healthcare sector.

Index Terms—Accountability, Trustworthiness, Healthcare AI,
Internet of Things (IoT)

I. INTRODUCTION

With the advent of AI, many industries are getting smarter
by monitoring the important factors and predicting events
before they may arise. This has been made possible by the
complex data modelling techniques like machine learning and
deep learning, which produce precise parameterized proba-
bilistic models based on the historic data [1]. AI has enabled
sensing of various activities, collecting their data, making
complex data models and using them for predicting events for
better management of the system. Such monitoring systems
have been implemented in various sectors of our society like
autonomous driving [2], judicial systems [3], recommendation
systems [4], and finance [5]. Thus, AI is now impacting vari-
ous aspects of our lives and has become an inseparable element
of our society. This has also called for the development of
these systems from a more socio-technical approach.

Healthcare, one of society’s critical industries, has also been
transformed by AI. This transformation has led to the creation
of huge electronic medical data sets at hospitals to enable data
modelling [6]. Some of the application areas in this industry

* Corresponding Author: Aaron Ding (aaron.ding@tudelft.nl)

are assistance in diagnosis and treatment, disease prevention,
drug research and healthcare management [7]. In addition to
hospital care, remote healthcare monitoring at home and social
welfare centres has also enabled the monitoring of patients
post hospitalization. This has proven helpful, especially for
chronic patients. Specifically, IoT-based AI systems may now
be used for the prevention and treatment of diseases like
physiological conditions, epidemic spread, Parkinson’s disease
and diabetes. These are done with the help of sensors like ECG
monitors, accelerometers, gyroscopes, microphones, heart rate
monitors, blood pressure monitors, or blood glucose monitors
[8]–[10]. The data collected by these sensors are used to create
models which are either located in a centralized fashion at the
cloud, or distributed within the network by performing edge or
fog computing [11]–[13]. The decision made by these models
are later used to communicate about a patient’s whereabouts to
various healthcare applications like emergency calls, hospitals,
or online help [14]. Figure 1 shows the high-level decision-
making workflow of such a system.

Fig. 1. Accountability issues in healthcare IoT systems

In spite of such development, the adoption of AI healthcare
assistance is limited due to a lack of trustworthiness in these
model based systems. Even though AI in healthcare has an
optimistic view in media, and people believe it is efficient,
they do not trust it due to accountability reasons. The most
common reason for distrust in the adoption of such systems is
due to the lack of the scrutiny it undergoes [15]–[17]. One of
the major reasons behind such problems is the opaque nature
of the deep learning systems. In the process of building a
precise data model, the deep learning models undergo multiple
iterations and generate a complex model [1]. These models
are so complex that it is difficult to comprehend, even for
the data engineers. Thus, when a decision is made by the AI
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system, it is very difficult to understand the reasoning behind
them and therefore realise if the decision was right or wrong.
Moreover, these models are inherently based on the data used
for training the model [18]. Thus, they may be prone to data
biases, unjustified reasoning, and unethical decision making
[19]. So, it is important that the models are able to justify
their decisions.

Currently, Explainable AI (XAI from here on), one of
the emerging fields of AI, has enabled the explanation of
the opaque nature of deep learning algorithms. It is also
assumed that XAI can inherently improve the transparency
and hence the accountability of the algorithms [20], [21].
However, current studies do not describe how this can be
achieved. Moreover, explaining does not necessarily mean
that the explanations are interpretable by the people. Thus,
using XAI methods to explain does not inherently make them
accountable. Nonetheless, having clear objectives may help us
create meaningful explanations. Since the EU ethics guidelines
[22] and the US commission [23] have also promoted the
development of accountability in algorithms, there is a need
to understand what accountability means as a socio-technical
element. Thus, in this paper, we specifically reflect on ac-
countability for healthcare IoT systems by conceptualizing the
different elements, present how it can enhance trustworthi-
ness, and put forward our vision to enable it using causal
interpretability as an AI design element. This paper provides
a good blend of social as well as technical factors for un-
derstanding these terms. Accountability may mean differently
from a social, legal, regulatory, or system point of view. In
this paper, accountability is the ability of an AI to justify
its algorithmic decision making. Moreover, since causality
has been in the discussions for providing interpretable ex-
planations, in this paper, we explain how it might also help
make more accountable explanations. Thus, Section II explains
the importance of different stakeholders for a healthcare IoT
system, section III describes how accountability contributes to
the trustworthiness of the system, Section IV conceptualizes
the factors of accountability, Section V outlines the different
trade-offs, and Section VI provides final conclusion remarks
and our outlook.

II. STAKE-HOLDER POSITIONING FOR ACCOUNTABILITY
IN HEALTHCARE IOT SYSTEMS

In this section, we analyse the various users and stake-
holders of the healthcare IoT system and map them on the
basis of their interest in the development of accountability
aspects of the system and the power they hold in the decision
making process. Figure 2 shows various stakeholders on the
power interest matrix. Naturally, healthcare professionals are
the people making critical decisions in a healthcare scenario.
This group of people consists of doctors, surgeons, and other
professionals directly involved in the care-taking of the pa-
tients. Thus these are the experts who understand the system
well, how AI assistance may help as well as how it may cause
troubles when deployed in the healthcare systems. So, these
people have the highest level of interest and may also take

decisions about whether to use the AI assistance system or
not. Healthcare assistants are people like nurses, who may
not have as much power as the doctors, but still assist them in
decision making. AI developers are the people who develop the
assistance systems. They have the power to design, implement
and evaluate various elements of the system. As a result,
they have direct control over the AI development process
and also might be the people to face questions when AI
faces accountability issues. System administrators and auditors
are the people making high stake decisions about whether
a particular AI system should be deployed in the healthcare
domain. They might not have much interest in the technical
details of how the accountability is being designed in the
system, but they still hold the power to pass or deny it from
use in professional environments based on their quality checks.
Academic researchers studying accountability, other socio-
technical aspects, as well as those working on AI systems other
than healthcare, may also be interested in this study as they
could use the knowledge created in this research to reflect on
their own systems. Vulnerable patients would also have a lot
at stake when using such an AI assistance tool. They may also
be highly interested in knowing if this system is accountable
in its decision making process or not. However, such users
only have a limited influence on the acceptability and usage
of the tools, as their decision primarily comes down to whether
they want to use the assistance tools or not. Non-vulnerable
users may be able to try on new types of monitoring devices
without increasing the stakes involved. Thus they would have
relatively lower interest and less power in the accountability
aspects of AI assistance tools in healthcare systems.

Fig. 2. Positioning stake-holders of healthcare IoT systems based on their
power and interest in the accountability of the system

III. ACCOUNTABILITY AS A TRUSTWORTHINESS FACTOR
FOR AI IN HEALTHCARE IOT SYSTEMS

In this section we discuss how accountability contributes to
trustworthiness in IoT based systems. This study was specifi-
cally performed for healthcare systems. Thus it is specifically
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oriented towards this field. But most of the elements of this
conceptual mapping are also true for other IoT based AI
systems and can be expanded to different fields. Here we
discuss various key terms that we came across while studying
trustworthiness in AI systems. Thus, we discuss the different
terms under this broad trustworthiness umbrella. However, this
is a very broad topic, and so the terms discussed here are non-
exhaustive.

A. Conceptualizing Trust and Trustworthiness

The most common definition of trust from interpersonal
studies is: the anticipation of someone’s behaviour in vul-
nerable situations [24], [25]. It was observed that trust was
only achieved in situations of vulnerability, where person A
anticipates if person B will act in their favour. Thus trusting
someone requires a sense of reliability on how well the task
can be performed based on one’s prior knowledge. This kind of
intuition used for trusting someone is known as intrinsic trust
[24]. However, for achieving trust in AI systems, some form
of performance evaluation and verification can be employed in
order to increase trust levels among users. Using these kinds
of external means for gaining trust is known as extrinsic trust
[24]. Along similar lines, the term trustworthiness is used as
a means of warranting trust by providing formal statements
on the quality of the systems [26]. Thus the two major factors
influencing the trustworthiness of an AI system are the perfor-
mance of the system and the verification mechanisms referred
to as accountability in our conceptual mapping depicted in
Figure 3 [27].

Since we define trust as a relationship between a system
and its users, we must consider the aspects that we can design
from a system perspective as well as the factors influenced
by the users. Thus, in Figure 3, we categorize the factors of
trustworthiness into the system aspects, user aspects, and the
interface properties used to communicate information between
the two.

Fig. 3. Trustworthiness factors for AI in healthcare IoT systems

B. Performance Aspects

Robustness:Robustness is commonly used as an attribute
to measure the performance of the system, not just based on
how precisely it performs but also on how well it can handle
unforeseen adverse conditions. However, there is no single
parameter to measure this. Under this large concept, various
other aspects of the system are measured, like accuracy, safety,
and reliability. The EU ethics guidelines describe robust AI as
a system that is safe, secure, reliable, and safeguards against
any unintended adverse impacts from technical as well as
social perspectives [22].

Accuracy: Performance is very commonly measured by
how accurately a system performs. In AI systems accuracy
is most commonly used as a measure of how accurately the
machine learning model predicts the value of test data sets.
For classification models, this is the mean of true predictions
over different classes. Additionally, the other commonly used
measures of performances for machine learning models are
also precision, recall, and F1 score [28].

Security: Security attributes of the system protect them
from external factors. These could be to develop mechanisms
to protect them from various attacks, protect the existing data
and models, or mechanisms to validate new members in an
IoT network. The term security is usually referred to when
detecting threats, attacks and malicious components in the IoT
network, and mechanisms to protect the existing systems from
such infiltration [29]–[31].

Privacy: Since healthcare data contains a lot of personal
information of an individual, this data may be considered as
privacy sensitive and needs to be encrypted in such a way
that the privacy of the individual is safeguarded when sent
over untrusted servers [32]. Thus, in addition to providing
secure data storage and data sharing, preserving the private
information in the data is also a key performance factor for
healthcare systems [29].

Data Credibility and Data Quality: Another method to
ensure the safety of the models is to use only credible data. The
existing methods use filtering methods to remove the outlier
data or use signal to noise ratio to remove the noisy data
[33], [34]. Although ensuring data quality in this way may
help to make stable and generalisable models, the data models
may still produce inaccurate results. Stacke, K. et al. [35]
uses representation shift as a method to quantify how actual
data in real time is shifted from the training data. The paper
shows how large shifts in data may cause the model to perform
unreliably and discuss methods to tackle this issue. Wickstrom,
K. et al. [36] use the relevance scores produced by the XAI
models to determine the certainty of the explanations. This
method is used to provide stabilisation for the generation of
explanations. It uses the ensemble method to choose between
the most certain XAI method.

Reputation: Humans quite often base their trust in organisa-
tions on reputation and personal experiences [37]. Reputation,
here refers to how well something is known in a community
of users. Similar methods are used to find the credibility of
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the source in crowd-sourced data [38]. Blockchain, one of the
highly successful methods in securing data for financial as
well as many other domains, runs along the similar line. It
has also been extended to provide security measures in the
IoT network for healthcare systems [39], [40].

Biases and Fairness: Data biases may be infused in the
models during the measurement or collection of the data.
These could be in the form of measurement bias, repre-
sentation bias, aggregation bias, omitted variable bias, or
sampling bias. These biases in the data may cause the model
to cause unfair advantages to certain groups of people, causing
discrimination [41]. Thus fairness has been used as a means
to ensure that people are not mistreated by the algorithmic
decision making due to their colour, ethnic background, gender
or other racial identities.

C. Accountability Aspects

Reviewability : Reviewability is the process which enables
the system to be auditable. Auditability refers to the process
of record keeping, logging and documenting of processes
in a system, which can be used for reviewing the system’s
behaviour for desirable attributes and legal compliance. Re-
viewability, in a similar vein, can be defined as a holistic and
systemic approach to accountability via an iterative process of
review, feedback, and revision [42].

Explainability and Interpretability : There is a growing
discussion on explainability and interpretability. Some papers
use these terms interchangeably, but a few distinguish between
them. According to R. Nassih et al. [43] explanations are
expressed as a collection of interpretations and contextual
information, used to understand decision making, whereas R.
Calegari et al. and M. Clinciu [44], [45] refer to explanations
as a tool which essentially helps user interpret the decisions
made by machine learning models.

For interpretability, we use the definitions provided in [44],
[45] as a cognitive effort required by humans to provide
meaning to the way they understand the working of the
algorithm. In addition, these sources define explanations as a
set of statements used to make something clear or to provide
justifications for the actions taken by the ML algorithms. In the
context of XAI, explainability is the ability of the methods to
provide explanations. Thus, in our conceptual map in Figure 3,
explainability in itself cannot provide accountability, unless it
is understood by the human observer trying to assign meaning
to the explanations.

Transparency and Interpretability : Since we accept the
definition of interpretability as the effort required to understand
the explanations [44], [45], in the context of opaque models,
this helps bring transparency to the working of the models.
Transparency as a term is often found accompanying inter-
pretability in XAI literature, but technical definitions are less
frequent. In Clinciu & Hastie [46], transparency is described
as a blanket concept to which intelligibility, interpretability
and explainability are facets. One should also bear in mind
that transparency is only relevant when put in the context of

the audience [47]. In addition, transparency is also identified
as a key component in improving user trust in a system [48].

D. Interface Properties

The field of Human-Computer Interaction (HCI) studies a
number of factors influencing human-to-AI trust, and how
the interface with the AI system plays a role in it. Along
with a number of visualization tools used in the HCI study,
we broadly classify three important factors responsible for
developing trust.

Interaction: Representation of information plays an im-
portant role in the cognition effort needed for people to
understand it. This could be in the form of static representation
like verbal, textual, or graphical, or even in the form of
dynamic interactions like in virtual and augmented reality
[14]. Although interactive systems are able to improve the
comprehension of a system, they come with a trade-off of more
time consumption [49]. Thus, in the context of explaining
AI decisions, where comprehension of the explanations is a
key element in developing trustworthiness, the time invest-
ment needed by healthcare professionals might be a critical
constraint in designing the interface for healthcare systems.

Heuristics: While interpersonal trust (human-to-human) has
been observed as a complex term, it was observed that humans
trust machines much more easily than other humans [50]. This
is because people think that the machines do not judge them.
Thus, they are more open to share their personal information
with them. For example, people are more comfortable sharing
their credit card details for online shopping, or sharing their
personal stories in online therapy sessions with chat-bots. This
information might be at risk of being used, tracked, traced,
sold or stored by the machines in some other ways. But people
usually ignore such possibilities. This is due to the nature
of humans to use heuristics (mental shortcuts), where they
avoid going into the details. The heuristic belief that machines
are objective and incapable of biases is also called machine
heuristics. In the context of XAI explanations, these heuristics
may cause confirmation biases, where the user only searches
for explanations that are consistent with his existing beliefs
[51].

Control: The control that people have on decision making in
an application domain, often has a role in how they might trust
the AI application. The higher the autonomy of AI decision
making is in an application, the more the user aspects play
a significant role. For example, in [49], the authors found
out that the users did not trust the system, even with the
interpretable models, since they did not want the autonomy
to be completely left at the hands of an AI algorithm. On the
other hand, in [52], for a recommendation system for healthy
diet options, even placebic explanations improved the trust of
the users. Thus, the users trusted the recommendation systems
more easily than the decision making in autonomous systems,
where the users had to give control to the AI systems.
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IV. CONCEPTUALIZING ACCOUNTABILITY FOR
HEALTHCARE IOT SYSTEMS

A. Conceptualizing Accountability

Accountability can be interpreted as ‘the obligation to ex-
plain and justify conduct’ [53], [54]. It is often necessary when
an entity in power does not behave as expected, causing a need
to understand the reason behind the actions and identify the re-
sponsible person or organisation. Thus, ensuring accountability
also inherently motivates actors to behave in a better way [55].
Boven [54] defines accountability as a relationship between an
actor and a forum, where he is obligated to explain and justify
his actions and also faces consequences of the judgement
from the forum. Thus Boven also relates ‘accountability’ as
‘answerability’. All these definitions emphasise accountabil-
ity as a socio-technical concern where the actor may also
face legal consequences. Since AI also has a high societal
impact, the accountability of AI should also be dealt from
a more socio-technical approach. The EU ethics guidelines
[22] emphasises that the AI should be accountable for its
decisions both before and after their development, deployment
and use. Additionally, it also mentions the requirements of
accountability to be the various performance parameters (like
robustness and non-discrimination), and provide auditability,
minimise negative impacts, address trade-offs, and provide
means to redress. From a system’s safety perspective, this
could mean providing prevention for hazards, and could be
achieved by process models [56]. In this paper, we see through
the lens of the AI perspective. Thus, we focus on the features
of AI that could help us achieve accountability and go a step
further by finding the design elements needed in AI to achieve
this.

From a regulatory perspective, accountability may further
relate to ‘auditability’ [54] or ‘reviewability’ [42]. Figure 4
depicts various features associated with accountability. Further,
it is also observed that causality, a study of causes and effects,
may be used for understanding the causes behind the events
detected by AI algorithms, and thus, may contribute to review
its decision making process. Since accountability in current
AI systems is hindered by their opaque nature, transparency
generated by interpretable methods is also an important factor.
Responsibility, the notion of commitment to a task, and the
ability to change the outcome of an event, helps define a
responsible person or organisation for the occurrence of an
event [53]. We discuss these aspects in detail in the next
section.

B. Accountability Features

Reviewability and Auditability: From the definition of
Boven [54], we understand accountability as an obligation to
justify conduct to a forum. Thus, in the context of algorithmic
decision making, the algorithms would be the actors making
the decision. Wieringa [55] mentions the three phases of
algorithmic accountability, the information phase, where the
information pertaining to the action (or event) is provided,
the discussion phase, where the forum discusses the answers

Fig. 4. Conceptualizing accountability factors for healthcare IoT systems

provided by the actor, and the concerns and consequences
phase, where the actor faces the consequences. Thus, the whole
process of accountability is a socio-technical process [42],
[55]. In fact, the process of understanding the information from
the XAI methods, in the case of algorithmic accountability, is
also a socio-technical process. Cobbe et al. [42] emphasise
on reviewability as an approach of improving accountability.
They define reviewability as a process of contextual record-
keeping to define the purposes and role of the whole decision
making process. They also define accountability as the process
of commissioning, designing, decision making and auditing.
Reviewability in this whole process may help in building
accountability. Specifically, it could help in providing answers
in the auditing phase.

Interpretability and Transparency: In the context of
algorithmic accountability for opaque machine learning algo-
rithms, Wieringa [55] defines accountability as the obligation
to justify the use, the design, and the decision made by the
algorithm. Thus, the XAI methods may justify this conduct
in various ways. Global explanations may help justify for
the use and design of the model, whereas local explanations
may provide justifications for particular decisions. This kind
of transparency in the system may be helpful, but in itself
does not provide accountability. Moreover, Wieringa contrasts
transparency with accountability, where the former is a passive
concept, and the latter is active.

Responsibility: Responsibility is referred to as the willing-
ness of an actor to act in a transparent, fair and equitable way.
This is a non-analytical factor, but can be used by the author-
ities for drawing conclusions while performing accountability
[54]. As in human decision making systems, AI decision
making systems can also face the problem of many hands
[57]. In this context, multiple inputs, data points, architectures,
and parties providing the data could be held accountable for
any given event. Thus, defining clear responsibility can help
resolve such issues.

Causality: Causality is referred to as the study of causes
and effects to understand the different causes behind particular
events [44]. Kacianka et al. [53] reflect on causality as a
retrospective approach to find out the causes for a given event
under scrutiny. Since, in accountability, we often use retrospec-
tive answers, causality could be very much suitable for such
methods. Moreover, since causality has ontological structures,
meaning that they imbibe the environmental constraints of the
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world, these might produce stable means of explanations for
achieving accountability. Kacianka et al. [53] also propose
structural causal models as suitable for this purpose.

C. Towards Causal Interpretability for Accountability

Properties of Explanations Generated by Causal Mod-
els: Since accountability is a socio-technical concept, the
interpretability of the explanations plays an important role in
making it accountable. We focus on interpretability by the
users having the most interest and power in decision making,
i.e. the group of people falling in quadrant II of the interest-
power matrix in Figure 2. According to the figure, we have two
groups of people for whom the explanations should be tailored,
the data scientists and the healthcare professionals. Since
the theories from psychology and cognitive science provide
evidence that humans are able to make causal inferences
[58], generating explanations from such models can help us
enhance the interpretability of the explanations. Moreover,
Miller [59] suggests that, to have interpretability, explanations
should also explain in terms of contrasting events (why event X
happened instead of Y). ‘What if’ statements and explanations
based on such contrasts are known as counterfactuals. Judea
Pearl [60] has also emphasised on causal models to generate
explanations, where associations being the first in the ladder,
intervention at the second stage, and counterfactual being at
the third stage. Investigating on how and when to use these
three kinds of explanations in the accountability process would
be a part of our future study.

Generation of causal models may be as a result of med-
ical study such as the WHO-UMC [61], or may even be
developed by using machine learning approach [62], [63].
In our research, we refer to the causal graphs generated by
experts representing their expertise and domain knowledge
in a cause-effect manner [64]. Thus, explanations generated
by such knowledge may be more consistent with the domain
knowledge, thereby making it more interpretable for healthcare
professionals. For enhancing accountability, such explanations
may also be used to verify the performance of the given model.
The explanations contrasting with the expert models may be
used to scrutinise the models. These are the events where
the model is either expected to be erroneous, or is able to
generate new knowledge. Thus, this method may be helpful
for understanding and predicting the behaviour of the model
as well as to understand under which circumstances the model
might need expert intervention. Since such causal models
imbibe the domain knowledge, the explanations created by
using them are also expected to be consistent and stable. Thus,
three properties of causal explanations that make them suitable
for accountability are interpretability by the high stake users,
stability in explanation generation, and consistency with the
domain knowledge.

Limitations and Challenges:
Causal models may induce selection bias, i.e. the bias

created while choosing the sample for the study. This bias
is induced due to the biases present in the population of the
study and in the process of choosing this group [64].

One of the reasons causal reasoning has gained so much
attention is due to its power to eliminate confounding bias.
Confounders are factors that confound the causality between
an intervention and its outcome. Since, in healthcare, there
are a number of identified variables, creating information on
confounders through real time experiments might be a tedious
task [64]. Thus the task of generating meaningful data is high.

Even with such limitations, the medical domain has been
studying causal reasoning for ontological and epistemological
studies. Causal reasoning is expected to answer the ”what”,
”how”, and ”why” questions. However, the current causal
models are created by real time experimental data either by
randomised or non-randomised control trials. Thus, they are
based mostly on ”what” is observed by the patients and ”what”
the experts think. Thus to the best of our knowledge, we can
answer these ”what” questions and try to map them to the
”how” and ”why” questions. In this process, individualistic
biases such as confirmation biases, observational biases, and
publication biases might also play a role. Therefore, realisti-
cally framing the healthcare causal models is one of the major
challenges faced by the experts [65].

Moreover, the explanations generated by the causal models
may face challenges to create real world examples. Specif-
ically, for counterfactuals, where the explanations may help
to provide interventions or recourse, creating a real-world
scenario is necessary for taking actions. For example, in a loan
application scenario, a recourse action item for a person cannot
be to lower their age, or to generate an unfeasible amount of
salary in a short time. Thus, generating meaningful explana-
tions is still a challenging task even with causal explanations
[66]–[68]. In the same vein, explaining for accountability
should also consider all plausible scenarios based on such real-
world constraints.

Our Vision: It is important to investigate how explanations
generated by causal models enhance the interpretability for
high stake users, and how these explanations can answer the
accountability questions by performing quantitative as well
as qualitative studies. For healthcare AI systems, we justify
that causal interpretability has a high potential to achieve this.
However, it is limited by the existence of expert models. Thus,
it is not a sufficient condition for achieving accountability, and
we plan to address this issue in our future studies.

Since we plan to use expert generated causal models,
we do not plan to induce them directly in the AI models,
but rather use them for the accountability studies with the
experts. Our vision is to enhance the accountability of the
model by having interpretability, to understand the different
scenarios where the model complies and diverges from the
expert understanding and to account model for such scenarios.
For healthcare IoT systems, this should also be extended to
understand the architecture of the model and its influence on
the decision making. Doing so might help us understand when
to trust the AI model. Thus, for accountability, we envision to
make the model answerable to such expert models. Moreover,
accountability of the AI decisions that are non-compliant with
the expert models would be an open area for future work.
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V. TRADE-OFFS

While using explanations for achieving accountability, there
are other aspects of the system that can be affected and need
careful considerations. We illustrate in this section various
trade-offs that are important for designing accountable AI.

A. Interpretability vs Accuracy

Post-hoc explanations may cause a drop in the complexity
of the models to make them interpretable and, in the process,
also negatively affect the accuracy of the models. Thus, it is
also observed that for complex systems, interpretability could
come at the cost of the performance of the AI models [69].
For healthcare systems, both interpretability and accuracy play
a very significant role as they work together to provide the
needed performance and avoid any mishaps. Thus, a well-
scrutinized model during the development process and an ante-
hoc explainability [21], [70] may help in such applications.
This trade-off further extends to other values for which inter-
pretability is key. For example, insights from system safety
show that too complex models may inject various safety
hazards in situations where operators should act based on
a model or are ultimately responsible, due to the limits of
human cognition. This “curse of flexibility” should be actively
prevented by taking a broader systems lens and asking what is
ultimately important and needed to assure safety in the context
of use, and designing the model and use of the model and
necessary failsafe mechanisms integrally [56], [71].

B. Soundness and Completeness vs User Comprehension

Generating explanations from complex machine learning
algorithms involves providing detailed information to users.
However, generating too much information can have the
drawback of reducing a user’s comprehension of the expla-
nation. For example, for some quantitative models, such as
Partially Observable Markov Decision Processes, the sheer
size and complexity of the model can become informationally
overwhelming [72]. This also aligns with the three principles
put forth by Kulesza et al. [73] - (1) be sound, (2) be complete
and (3) don’t overwhelm. There is a natural tension between
(3) and the other two principles. Soundness means that each
component of an explanation must be truthful to the underlying
system and, thus, should not be oversimplified or made out
to be less complex than it actually is. Completeness means
that an explanation cannot omit important information about
the model. But the more focus is put on the principles of
soundness and completeness, and the more strain is put on
user comprehension and attention. In other words, in addition
to the model, the curse of flexibility (the well-known challenge
from system safety mentioned for the previous trade-off) also
holds for the construction of explanations [71].

C. Expert Bias vs Autonomy

Machine learning models autonomously model the real
time data. Comparing their decisions with the experts for
accountability may result in introduction of expert biases like
the confirmation biases. In cases of non-compliance of the

explanations with the experts, a careful examination can help
determine the action plan for the usage and modifications of
the AI model. However, careful scrutiny is time consuming,
and the time needed from the experts is also quite expensive.
Thus, the design for accountability should consider these
constraints to determine an optimum solution for the trade-
off.

D. Accountability vs Resource Consumption

Answering the accountability questions after the deploy-
ment, especially on IoT devices, might introduce extra over-
heads. Since in healthcare applications, there is a high demand
for the deployment of AI algorithms in a distributed manner by
edge or fog computing, making such algorithms may introduce
even larger overheads. Thus, dealing with the processing con-
straints such as processing power and bandwidth requirements
for communications should also be considered in IoT based
systems [11]–[13].

VI. CONCLUDING REMARKS AND OUTLOOK

In this paper, we discussed how opaque models pose ac-
countability issues, and how critical decision making and trust
in healthcare are affected by those. We advocate accountability
as a key element contributing to the trustworthiness of an
AI system. Additionally, we put emphasis on accountability
through the socio-technical lens, where the explanations for
AI must be interpretable to the people developing it and
the domain experts capable of scrutinizing it. Therefore,
accountable AI can lead to a verifiable system for experts
with the domain knowledge. We envision to facilitate this
by using expert generated causal models as the knowledge
representation against which the AI model should justify
its decision making. We envision such explanations to be
interpretable for the experts. Moreover, such an approach could
also be used to detect if the model is compliant or non-
compliant with the expert knowledge. This will lead to either
improving the model in case of erroneous explanations, or
generating new knowledge for AI systems in the healthcare
IoT domain.
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