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Abstract

With distributed energy sources becoming prominent, it is expected that new market mechanisms would
become necessary to overcome the issues caused by the intermittency of those sources. This research de-
termines the effect of certain market mechanisms, which have been proposed to either incentivize the dis-
tributed generation or to reduce their undesirable effects, on power flow of a prosumer household. The pro-
sumer household was assumed to consist of PV generation system, an Electric Vehicle which was capable of
V2G and a household battery. The market mechanisms used were Feed-in tariffs, Capacity Mechanism and
Frequency Containment Reserve. An Energy Management System which determines both, the optimal sys-
tem size and the optimal power flow by minimizing the operational costs was used to achieve this. It was
observed that different level of feed in tariff affected the optimal system size and the power flow. At high
feed-in tariff, the system size was the largest and high grid peak power was observed. Furthermore, the in-
troduction of the capacity mechanism in the form of capacity tariffs per kW led to reduction in grid power
consumption and feeding in. Finally, it was observed that the energy management system was able to reserve
power for the frequency regulation market. Compared to an uncontrolled case, a reduction of 70.26% in total
costs was achieved when the EMS control was introduced. A cost reduction of 52.02% compared to the un-
controlled case was achieved when an additional capacity tariff was also introduced to the control. Finally,
introduction of the frequency regulation mechanism in the EMS control led to even further reduction in costs
with a drop of 1205.07% compared to the uncontrolled case.
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Introduction

1.1. Background and Motivation

Energy transition is a necessity for preventing further climate change. This requires more non-carbon based
energy sources. Examples are solar and wind energy. This has also led to interest in electric vehicles as an
alternative to conventional fossil fuel powered automobiles.

The introduction of intermittent renewable energy sources (RES) causes uncertainty of energy supply.
This happens because of the strong dependence of these sources on the local climate. Due to this reason, the
energy scheduling of the conventional power plants becomes difficult. Traditionally, the total supply was eas-
ily predictable, but now the supply is strongly dependent on external factors such as weather conditions. On
a day with abundant sunlight or wind, RES might be able to generate required energy to satisfy the demand,
but on other days, the scarcity is noticed. In the current distribution grid with increasing penetration of RES,
a decreasing number of controllable power plants and low storage penetration can lead to price spikes with
abnormally high and low prices. In the un-bundled energy markets of Europe, this leads to challenges which
pertain to the the stability of the electricity grid and new investment in renewable energy sources.

Because of the new dependencies, there occur gaps in the energy markets that did not exist before, such
as requirement of new actors who specialise in demand side response. Since the energy availability can also
become intermittent, it becomes interesting to schedule the usage based on the energy availability (though
this is also leading to investment in storage technologies). This has an advantage that the energy generated by
RES is consumed and since they are relatively cheaper compared to conventional plants, energy cost is also
lower. The gaps in the energy markets are being filled by Aggregrators who offer demand side response by
incentivizing consumption/changing consumption patterns. The current energy markets face the challenge
of accommodating aggregators due to lack of regulation.

Decentralised generation is also becoming popular in the form of having solar panels on rooftops and
having storage devices such as batteries and electric vehicles (EV). Such instruments can lead to a bi-directional
flow of current, which is either grid to household or household to grid. These operations can cause problems
in the grid at the distribution level such as congestion, lower voltage levels, issues related to active and re-
active power, overloading leading to heat dissipation etc. It is because the grid was not designed to allow
bi-directional power flow.

As mentioned, these issues are not prevalent yet in the grids, which is because the penetration of RES is
still comparatively lower. But the issues are predicted to play a bigger role in electricity grids in the coming
years. Various proposals have been put forward for solving these problems via mechanisms like demand side
management and smart charging of EV. Demand side management involves scheduling the consumption of
energy during off-peak hours or moving the consumption of energy from peak hours to off-peak hours to
reduce the consumption costs and to maintain the network stability. Smart charging of EV is also becoming
interesting because of the increasing number of EV. Smart charging involves charging the vehicle during the
times with low tariff but at the same time avoiding grid congestion and making sure that there are no new
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peaks formed due to the shifting of charging sessions.

These mechanisms suggest increasing roles for aggregators and a more pro-active roles for the Distri-
bution System Operators (DSO) and prosumers. This also means more close involvement of DSOs with the
Transmission System Operators (TSO). However, these market mechanisms are more focused on providing
an economic perspective and do not present the technical results. Research has to be done to further under-
stand their effects on the energy grid.

With the knowledge of such parameters, the DSO and TSO can determine which market policies are best
suited for the electricity grids and make the necessary modifications. This ensures the grid safety and energy
adequacy along with the grid stability. Also, it is intended to create benchmarks on different market mech-
anisms by evaluating different grid parameters. Such information can help governments and other entities
involved make an informed decision as to what market mechanism(s) can be used.

This research is necessary as it can be a good starting option to choose a specific market mechanism for
distribution grids. The aim of this research is to identify the different market mechanisms that have been
proposed for the energy markets of the future and try to quantify their effects on the distribution grids.

1.2. Research questions
To this end the objective of this thesis was:

Analyse the effects of certain market instruments that are proposed/in place for energy transition on power
flows of a prosumer household with Electric Vehicle (EV), Battery Energy Storage (BES) and Photvoltaic
power generation (PV).

This was done by answering the following questions:

¢ How are feed-in tariffs (FIT) affecting the energy consumption, energy feeding behaviour, system
sizing and costs to a prosumer household? What are the effects of different level of FIT on system
sizing and what are the optimal sizes for each level?

What are the different kind of FIT being considered in the current electricity regime? What are the
differences among them and what are their advantages and disadvantages?

How does different level of FIT affect the power flow within a household? How does the feeding in
and consumption behaviour change when there is a change in the FIT?

What is the optimal system size for each level of FIT? How does the system sizing vary when FIT
changes and how do the total energy costs change?

What are prospective challenges and opportunities that can be seen with the above effects of FIT
on power flow and system size?

¢ What Capacity Mechanisms (CM) are being discussed to ensure grid stability and reduce grid peak
power level on a distribution level and what effects would such a mechanism would have on power
flow of a prosumer household?

What are the different CM proposed? How are they different from each other?

What are the assumptions these mechanisms make for prosumer households? What are the draw-
backs of these assumptions?

What are different capacity tariffs (CT) being proposed for such a mechanism?

How does such a mechanism affect the power flow and consumption of a prosumer household?
Does such a mechanism increase the self-consumption and if so to what extent?

What are the different challenges to implement such a mechanism in the Netherlands?
* How can prosumers participate in the primary frequency regulation market (FCR) in the Nether-

lands and how would reserving the power for regulation affect the power flow of a prosumer house-
hold?
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What is frequency regulation and why is it necessary? What are the challenges for frequency regu-
lation when the share of renewables increase in the distribution grid?

How does the Frequency Containment Reserve (FCR) market in the Netherlands work? What are
the provisions provided by the TSO and what are the requirements?

How does reserving the power for FCR affect the power flow and the total costs for a household?

1.3. Methodology

The goal of the thesis was achieved by first performing a literature review of the electricity regime of the
Netherlands. Different market mechanisms which were relevant were identified and they were simulated to
determine their effects on power flow for a single household. Real prices were considered wherever available
and assumptions were made when the prices were not available.

An EMS designed as a part of the FlexGrids project at TU Delft was used to simulate the market mecha-
nism effects on the power flow of the household. The household was considered to have a V2G-capable EV,
PV and BES system available. Investment costs were considered for BES and PV system while EV was assumed
to be obtained independently of the study:.

This EMS was simulated in GAMS and relevant market mechanism equations along with their prices were
added in the smart control model. The results of the optimization to minimize the system cost under the
influence of the market mechanisms were studied. The plots were plotted on MATLAB and the results were
analysed. Discussions pertaining to the observed power flows and the current energy ecosystem were then
made.

The market mechanisms being considered are Feed-in tariff (FIT), Capacity Mechanism (CM), and Fre-
quency regulation. FIT have been proposed to increase the penetration of distributed energy sources such as
PV and Battery Energy Storage (BES). However, the increasing presence of renewable energy sources have re-
sulted in frequent power peaks in the distribution grid. As a result, Capacity Mechanism (CM) was proposed
to reduce these power peaks and increase the reliance on storage devices. Furthermore, the increasing pene-
tration of renewables also cause issues in grid frequency due to their intermittent behaviour. To this end, the
frequency regulation using energy sources present at a prosumer household have been investigated in this
work.



Literature Review

To prevent further damage from climate change, countries across the world have started to adapt to renew-
able energy sources to meet their energy demand. Moving from conventional power plants powered by fossil
fuels is difficult due to the fact that the solar and wind energy, which are predominant form of renewables, are
often available intermittently. In other words, they have a very strong dependence on the weather conditions
in a locality.

This change in the generation patterns inevitably affect the energy markets which are in place to ensure
the supply to customers from producers.

2.1. Retail electricity costs in the Netherlands.

In the Netherlands, energy utilities have been un-bundled since 2008[1]. The un-bundling has led to separa-
tion of various energy network related activities as transmission and distribution networks are considered as
monopoly activities. Thus, the production, transmission and distribution of energy was separated to incen-
tivize competition and to reduce prices.

The authors in [2] concluded that the authority for regulation of costs in the Netherlands, ACM regulates
the retail energy prices rather strictly and as a result, the energy suppliers are required to get their tariffs
approved before making changes in the retail tariffs. To this end, on analysing the current retail prices, the
following components were observed [3].

¢ Variable costs

¢ Fixed costs

¢ Network management costs
¢ Resident tax deduction

¢ Government taxes

¢ Contract end date and price differences

Variable costs

Variable costs included the costs of energy consumption. These costs depend on the energy consumption
and thus, larger the consumption, larger the costs. For energy acquired from wind parks, these prices include
the normal and the low rate and vary between 0.22 €/kWh and 0.20 €/kWh. These costs are inclusive of the
energy tax which the supplier had to pay to the government, which amount to 0.12 €/kWh.

Fixed costs
Fixed costs are the tariffs to be paid by the consumer regardless of the consumption. They can be at-

tributed to a cost similar to the network charges which are charged by the DSO to their consumers.

4
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Network management costs

These are the costs which were charged by the DSO to consumers for using the distribution network.
These costs depend on the connection size and vary based on the maximum power which can be drawn from
the grid at any instant. For a household with a connection of 3x25 A, the network costs were determined to
be €230.36.

Resident tax deduction

If the energy supply is used by the consumers for residential purposes, the consumers received tax bene-
fits by the government in the form of resident tax deduction. These were the costs which relate to the discount
amount set by the government and they amounted to €527.17.

Government taxes

Government taxes are the costs paid by the supplier to the government for the energy production and
supply operations. These costs included the government levies and VAT for an annual consumption of set
amount of energy and gas. Additionally, government taxes also included the energy tax and the energy storage
tax.

Contract end date and price differences

The contract end date also affected the retail price for energy as the fixed prices were calculated based on
the contract period. Furthermore, the costs were also rounded off to reflect even tariffs and that part of the
costs were reflected by the price differences component of the total cost.

From the above described costs, it was observed that the only the variable energy costs were dependent
on the energy usage. Additionally, it also reflected that regardless of time, only two different retail prices were
available. This showed that the price changes in the wholesale market were not reflected in the retail costs.
Additionally, the network component of the fixed costs also formed a significant portion of the costs. For
example, the total energy costs for a 3x25A connection was found to be €831.87 per year. Of this, €230.36 was
the capacity tariff. This amounted to 27.8% of the total costs. As noted, these costs are fixed as well and irre-
spective of time did not change. Thus, the network costs also did not reflect the conditions of the distribution
network at any instant. Finally, the reduction in energy costs for residential purposes were equal to €527.17
which reduced the total energy costs by 63%.

From the cost split up, it was observed that the suppliers charge only for the energy supplied. The variable
costs and the fixed cost for consumers are the revenue generating components for the suppliers. The network
management costs are the revenue obtained by the DSO, but due to regulation, the DSO is not allowed to de-
sign their own tariffs. As already mentioned in the literature, the retail prices needed to be approved by the
government which leads to significant involvement of the government in designing the tariffs. Thus, it was
observed that the governmental regulation affects the retail tariffs significantly. Changes in the regulation are
necessary for there to be changes in the retail price structure.

2.2. Issues caused by the presence of renewable energy source and addi-

tional loads in the current grid
Distributed energy generation has increased drastically in the last decade in the Netherlands [4] and as of
2018, the total installation of Photovoltaic (PV) systems on rooftops of houses amount to 2.3 GW [5]. As the
penetration of renewables in the grid increase, problems caused by them become more noticeable. Issues
which are relevant for this thesis are discussed in detail. It should be noted that issues presented here are not
exhaustive and there might also arise further market issues in the future.

In the current day-ahead energy markets, energy bids are placed by different suppliers for particular time
blocks of the day. These time blocks are usually fifteen minutes long and are called as Programme Time Units
(PTU). Currently, the energy markets only account for the energy at the start and at the end of the PTU. The
energy balance during the fifteen minute interval is not being addressed. This causes system imbalances due
to the fact that the demand can be stochastic [6]. Increasing number of the renewables leads to changes in
the supply as well. This additional stochasticity in the generation further causes more imbalance issues in
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the grid. To solve this problem of imbalance, ancillary service markets are operated. The imbalances caused
by the renewables in the system lead to more trading in the imbalance markets which can lead to larger elec-
tricity prices.

Currently, one of the main challenges faced by the electricity industry is how to integrate the large num-
ber of renewables in the system. This is challenging in a decentralized European electricity industry as the
processes of generation, transmission and distribution are un-bundled and different actors are involved in
each of the process involved. Authors of [7] conclude that one of the main regulatory challenges that the
electricity industry is facing is the lack of co-ordination between different actors and they recommend all the
actors involved to play a more pro-active role.

At the national (transmission level), challenges related to congestion and cross border co-ordination for
investment in transmission networks were found to be the major issues. At the distribution level, challenges
related to grid congestion, rooftop PV and flexible charging of Electric Vehicles (EV) were determined to be
the big challenges. It is also uncertain how the governments are going to fix these issues, i.e. allow new aggre-
gators or assign the responsibilities to the DSO. Another key challenge was the integration with the wholesale
markets as the retail prices do not really reflect the additional volatility that is being introduced by the in-
creasing number of the renewable sources. In [7], authors also commented that a new challenge was the
market design to allocate local flexibility so that the grids are no longer designed to allow peak loads, but
rather lower loads for increased hours. They recommended that energy needs to be traded more close to real
time which can help in reducing the volatility of forecast errors for renewable energy sources. However, they
did not comment upon the requirement of new additional ancillary services that might be necessary when
there are much higher penetration levels of renewable sources.

The climate goals of the European Union (EU) for the year 2030 requires member nations to reduce their
emissions by 40% from the 1990 levels and 32% of the total energy to be supplied from renewables [8]. Addi-
tionally, the 2050 goals of going climate neutral [9] has led to investment in distributed energy generation by
large suppliers and small residential consumers alike. In the Netherlands, this was observed by the increasing
number of PV installations as [5] shows.

However, it was observed that distributed generation (DG) also causes issues, both in distribution as well
as transmission grids. These issues can affect the power losses in the grid, the voltage levels and grid con-
gestion. In [10], the authors simulate a IEEE 34 node test feeder using DIGSilent PowerFactory to determine
the effects of distributed generation sources on power losses, voltage profiles, system imbalances, and faults.
They determine this by varying the penetration of DG as well as the position of the sources in the feeder. It
should be noted that in [10], the authors only consider PV as DG sources. All the analysis have been done for
various penetrations of PV sources. Penetration level has been defined as the total DG generation capacity
with respect to the rated capacity of the network. The impact of DGs at penetrations of 10% and 20% were
analysed. It was observed that DGs led to increase in voltage levels at the nodes that they were placed. This
occurred due to change in the power flow from lower voltage to higher voltage. This reversal in power can lead
to potential damages to the grid equipments such as transformers and relays which are relatively expensive
to replace. This phenomenon of reversal of power flow was also observed by the authors in [11].

Furthermore, in [12], authors determine the effects of the distributed generation (only hydro, wind and
thermal plants are considered) on transmission level. A 60 kV feeder network is considered in this work and
the distributed generation is considered on 30 kV and 15 kV networks. In the results of [12], it was again found
that the voltage levels in the distribution network were reduced when the DG units were disconnected. Volt-
age changes (on disconnection of the DG units) were highest in the substations that were close to the DG unit
and with lower loads. However, this increase in voltage levels can lead to overloading of the line which was
observed in [10] and [11]. This increase in line voltage could result in expensive voltage correction steps [13].
In brief, the increasing penetration of DG caused increased fault current infiltration, larger risk to protection
systems such as failures in relays and circuit breakers, and lower sensitivity for detection of fault. As already
discussed, the intermittent behaviour also led to imbalance and as a result the DGs might not be able to pro-
vide the required power for regulation without the presence of storage devices. Authors in [13] provide an
exhaustive review of various issues caused by the PV systems in distributed generation.
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One of the key contributors to CO, emissions is the transport sector. In Q3 of 2019, the transportation sec-
tor accounted for 17.3 % of the total emissions [14]. As one of the policies implemented to meet the 2050 EU
goals, the Dutch government announces a plant to ban sales of new fossil fuel powered vehicles [15]. Infact,
the city of Amsterdam has also planned to outright ban polluting fossil fuel powered vehicles [16]. This has
led to an increase in the number of EVs (Electric Vehicles) in the Netherlands. As of February 2019, there are
202,624 EVs (all the types) registered in the Netherlands and this number has been increasing rapidly ,from
151,752 in 2016 [17], [18]. This increase in the number of EVs has led increase the electricity consumption
from the grid.

When the number of large loads like EVs increase in the grid, problems such as congestion occur [19]. This
happens due to the fact that the users would try to charge their EVs, which is a large load, during the hours
with lower tariffs. With significantly large number of EVs and increased penetration of DERs (Distributed
Energy Sources), congestion problems are just going to increase. DSOs in the Netherlands have been facing
congestion issues in their distribution networks which occur due to a result of increasing number of EVs and
home energy generation [20], [21]. In [22], the authors add increasing number of EVs to the existining grid
networks in the UK to determine their effects on the grid. Under their uncontrolled charging scenario, the
authors in [22] assumed that there are no incentives for DSM. This was also observed to be the current sce-
nario in the Netherlands as technologies such as V2G are relatively expensive. In [22], under uncontrolled
charging, it was observed that in the local grid, the peak load increased by 18% when the EVs got back from
the work trip (at 18:00). This increase would lead to the overloading of the grid and lead to increase in costs
due to damage to components. When the charging of EVs was pushed to off peak hours, the peak demand
just moved from 18:00 to the off peak hour (which was set at 01:00). When the effect of EV loading on voltage
profile was tested, similar observations were observed as well. When the EV penetration rose by 30%, the grid
voltage limits for low voltage distribution grids were exceeded.

Going carbon neutral would also require moving away from conventional natural gas powered heating
systems to electric heat pumps. The number of open air heat pumps has increased in the Netherlands in the
recent years and statistics also show how much energy from fossil fuel can be avoided by switching to heat
pumps. It is estimated that in 2017, almost nine hundred tera joules of energy from fossil fuel was avoided.
The amount of energy consumed by the open air heat pumps is two percent of the total renewable energy
[23]. In [24], the authors try to determine the effects of distributed heat pumps and micro Combined Heat
Pumps (CHP) on the grid. The authors try to create models which can replicate the effects of the heat pumps.
This was done by measuring the the data pertaining to heat pumps and understanding what parameters af-
fect the load profile of the heat pumps. They determined that the heat demand is directly related to the total
heat demand of the household, the outside temperature, the type of the household, and the individual pref-
erences. Larger the number of heat pumps in the grid, higher the demand. Similar effects observed under
the increasing presence of EV were observed when the number of heat pumps increased. The authors deter-
mined that heating demand would be larger for the case of space heating compared to heating demand for
hot water. For space heating, heat pump had to supply higher power for a longer duration while for water
heating, the duration was fairly low [24].

However, these mentioned issues in the grid could be solved by efficient use of the energy sources along
with energy storage and incentivizing certain required behaviour through market mechanisms.

2.3. Proposals to prevent grid issues by using market mechanisms

In [6], the authors proposed trading power instead of energy in the markets to prevent momentary imbalances
within a particular PTU. However this market is based on the transmission level and for large producers and
prosumers are not considered in this work. As discussed, the imbalances caused by the increasing penetra-
tion of the renewable generation leads to increasing costs in the ancillary services market. Analysis of the
retail market in the Netherlands by the authors of [2] showed that the price increases in the wholesale market
are usually passed on to the consumers faster than price decreases. Thus, if the costs to the suppliers go up
due to the increasing number of the renewables in the grid, the costs for the consumers might also inevitably
rise. Another conclusion from [2] is that the competition in the Dutch retail energy market is quite high which
is determined from the number of "green products" which are available for the consumers to choose from.
Green products are different energy products offered by energy suppliers to the consumers which have ori-
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gins from renewable energy sources such as wind or solar farms. Additionally, energy suppliers also offer the
consumers a product which allows them to use energy produced by distributed energy sources such as solar
panels which have been installed on a large roof in a neighbourhood [25].

Since the current energy markets were not designed for a high penetration of renewables, they need mod-
ifications which can be in the form of additional storage mechanisms or flexibility mechanisms such as de-
mand response. It should also be noted that these mechanisms are able to alleviate energy scarcity for only
a short duration of time. In other words, for a system with high renewable penetration, the energy output
depends significantly on the weather conditions. For example, for a system with high solar and wind energy
penetration, when the solar output is low and the wind availability is almost zero, in the absence of control-
lable power plants or battery storage, the prices of energy can increase drastically [26]. Moreover, this does
not give a good idea of investment in the storage systems on a transmission level because such energy short-
ages might be rare and it would not be feasible for different stakeholders to invest in assets that might be used
for a very few hours a year. [26] Additionally, in all these cases, ancillary markets are needed to ensure the safe
operation of the power grid. In the Netherlands, the ancillary services are also provided via the ancillary mar-
kets. The ancillary market is set up by the TSO, TenneT TSO B.V. and involves all the balance service parties
(BSP).

To prevent the high prices during scarcities, different capacity mechanisms would be necessary. Broadly
speaking these mechanisms can be either price based or volume based [27]. This means either changing
the prices to influence the energy demand or supplying the required energy demand without changing the
prices. Volume based mechanisms include running old power plants as reserve. These are also called as
mothball plants and are mainly used in countries such as Sweden, Poland and Belgium. These power plants
are activated in times of scarcity [27]. But this is not in line with the EU 2050 goals mentioned above since
these plants are conventional power plants and thus conflict with the goals of complete de-carbonization
in the fields of energy generation. Price based capacity mechanisms include capacity payments which are
pre-determined fees that are paid by the regulator (TSO) to capacity providers [27]. This can, however, be
complicated as it requires accurately predicting the necessary capacity and fees are pre-determined which
may lead to disproportionate payments.

2.3.1. Incentives for distributed generation

As observed from the EU climate goals of 2030 and 2050, there needs to be reduction in carbon emissions and
arequirement to go carbon neutral. To achieve these goals, it is pertinent for the share of renewable energy
sources to increase in the energy production.

Countries in the EU have various support mechanisms for the promotion of renewables, both for large
suppliers and prosumers. The support schemes in the Netherlands include feed-in tariffs, net metering, loans
at lower interest (for projects except biomass) and tax benefits [28] [29]. Net metering was also an option
available for small consumers who have the connection size of up to 3x80A (3 phase, 80 A total). Net metering
meant that the remuneration that was obtained by the residents for feeding-in the energy to grid was equal
to the retail price that they paid. However, net-metering was not considered suitable for many reasons. Some
of which are:

¢ This approach in reality is a subsidy to those who were capable of investing in small-scale genera-
tion. Consumer that cannot invest (e.g. because they have no available area for PV or lack financial
resources.) miss out on this subsidy and does not lead to reduction of costs for them.

* Households avoid taxes and levies and in many cases also network charges when their electricity injec-
tions to the grid are netted with their electricity withdrawals. This is an implicit subsidy that may be
unreasonably high and may lead to grid defection.

* Net-metering ignores the time value of electricity in case of static prices. This means that the house-
holds receive the same remuneration when they sell during a surplus of renewables in the grid and
when there is scarcity. So when the number of fossil fuel powered plants reduce and the prices vary
depending on renewables, this will still lead to unfair remuneration to the households which have PV
systems installed. [26]
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As mentioned, large suppliers are incentivized to invest in renewable sources of energy by the use of sub-
sidies. The subsidy programme that is made available in the Netherlands was the SDE+ subsidy programme
which was changed to SDE++. Under this scheme, the large energy producers can apply for generation com-
pensation when they produce energy from renewable sources. The government allots a fixed base amount for
a project. Generators whose generation costs are larger than or equal to the base amount are eligible for the
subsidy. However it is unclear how the subsidy is going to change after 2020. [30] SDE+ subsidy at its core is
a feed-in tariff (FIT) which has been used by countries across the EU to stimulate the renewable energy gen-
eration. FIT are the amount that are received when the energy generated by renewables is fed in to the grid.
This subsidy is designed to remunerate the large producers for the costs incurred while generating electricity
as well as a guarantee that the energy generated will be paid for. [30]

Based on the remuneration policy, the feed-in tariffs can be classified as market-dependent and market-
independent [31]. Market independent FIT do not get affected by the market prices. Irrespective of the whole-
sale prices, the producers get the same levels of remuneration. These FIT can also be termed as static FIT.
The static FIT is independent of changes in inflation, retail price changes and changes in Levelised Cost of
Electricity (LCOE) of generation. This independence of FIT from the market prices can lead to high costs to
the government if the retail costs or generation costs decrease. But it may also lead to high costs to the energy
producers if the retail prices rise and the FIT has been set at low levels.

The Netherlands uses the spot market gap model. In this model, the FIT is set by the government and the
revenues of the generators is the difference between the spot price and the feed-in tariff. However, if the retail
prices rise above the FIT, the costs are not passed on to the customers, but the producers are rather paid by
the government subsidy. [31]
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Figure 2.1: Market-independent FIT: Spot Market Gap Model [31]

Market dependent FIT policies get affected by the market prices. The changes in the market prices and
the renewable energy generation are reflected in the changes in the FIT that might be obtained. At the same
time the dependency on the market prices make it so that the producers are more exposed to the price risks
and do not make disproportionate profits.

A market dependant FIT model that was used in Germany, Denmark and Spain is the percentage of the re-
tail price model. Under this policy, the FIT is fixed at a certain percentage of the retail price and the suppliers
get remunerated the amount proportional to the retail price depending upon the set percentage. This may
vary from 80% to 575% depending upon the technology’s costs[31]. These FIT are relevant to large producers
but a similar structure can be applied for the producers at distribution level as well.
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Figure 2.2: Market-dependent FIT: Percent of retail price

However, these policies have been used for remuneration for large suppliers. The policies mentioned can
also be scaled to be used at the distribution level rather than only at the transmission level where the sup-
pliers operate. To incentivize consumers to install solar panels at their houses, for example, FIT can be very
effective. Furthermore, the disadvantages of net-metering were discussed which make FIT comparatively
more appealing.

There can be significant impact of FIT in the distribution grid as well. Since the number of distributed
energy installations would rise under the influence of FIT, the issues discussed in section 2.2 still remain rel-
evant. Depending on the level of FIT, the power level of different households might also vary. Furthermore,
the revenue which could be generated under the presence of FIT could also lead to variations in system size.
The effects of FIT on power flow and system size were discussed in this research. The FIT used in this research
were considered to be market dependent and varying in time.

Research has been done on how prosumers can be better aligned with the wholesale market to increase
their PV self-consumption. This alignment is necessary because the wholesale prices are a good indicator of
the energy availability. Lower wholesale prices can signify excess generation or low demand and higher prices
signify shortage in generation or excess in demand. Authors of [32] conclude that the self-consumption of
generated PV increases when prosumers are exposed to the wholesale price. In their modelling, they have
added a cost component to the wholesale price to reflect retail prices. The retail price, related to the whole-
sale price is determined as shown in equation 2.1.

Pejectricity(t) = Pwholesaie(t) + ¢ (2.1)

Where Py poresale(t) is the wholesale price of electricity at that instant and ¢ is a constant associated with
the additional fee (administrative and service) that is associated with acquiring electricity. The constant ,c is
calculated by 2.2 which is:

c= PelectricityAcq-Zz;l _Pwholesale(t)Jl(I) 2.2)

Y A®
Where Pejecrriciryacq Was the component of the electricity bill allocated for electricity acquirement and
A was the hourly load. It should be noted that when using this equation, the consumer with a PV system
installed will pay the same price as a consumer without, based on the hourly load.

The dynamic retail prices are interesting because the retail suppliers in the Netherlands do not offer purely
dynamic prices or purely static prices. The prices, depending on the supplier, have two levels: Peak prices
and off-peak prices[33]. These can also be called as Time of Use prices (ToU). ToU prices used in this work
are represented in table 2.1. Real time pricing (RTP) vary in time and the prices can be different for each time
instance. RTP is comparatively better than static retail prices and can be helpful for aggregators to avoid grid
congestion[34].
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Table 2.1: Time of Use tariffs in the Netherlands [33]

Tariff Type | Time Value (euros/kWh)
Peak 9-20 0.2202

Off-Peak 0-9,20-24 | 0.2062

Feed-in 0-24 0.092

Moreover, RTP also gives the opportunities for aggregators for peak shaving which can be desirable with
increasing distributed generation and increase in loads such as electric vehicles. Despite the economic incen-
tives, it is also necessary to avoid large power peaks in the distribution grid for stability. In [35], the authors
discuss why dynamic and capacity tariffs are necessary. They argue that with the increasing penetration of
renewable energy in the distribution grid and the increasing electricity usage for services such as transporta-
tion, there are load peaks which can cause blackouts if not regulated. In such cases, either grid expansion or
incentivizing demand side response becomes necessary. But grid expansion is very costly and can result in
sub-optimal solutions which can further exacerbate the problems.

In [32], the authors provide the mathematical expressions for calculation of FIT and the RP. However, the
authors do not consider the presence of EV at prosumer households. The load in their work was determined
to be the sum of the demands of the household. They also assumed that this demand was known and would
not vary. However, in the future, the prosumer households would also contain loads which arise as result of
electrification of transport and heating. These demands due to the EV and heat pump are larger than the
household demands and as a result, the equations for retail price and FIT presented in [32] were not used.

2.3.2. Market mechanisms for grid stability and congestion management

Authors of [35] say that the grid expansion depends upon the peaks that are experienced. But if the peaks
can be reduced by shifting loads, unnecessary costs can be avoided. They give the example of Australian
power networks where in between 2009 and 2013, $17.6 billion was invested, but $ 7.8 billion could have been
avoided by implementing dynamic tariffs. However, the paper does not provide any mathematical equations
to determine the dynamic tariffs that are used. Instead, it comments on the acceptance of such tariffs by
using the fairness as an argument. It concludes that transport and capacity charges, i.e, charges either based
on energy consumed (euros/kWh) or charges based on capacity consumed (euros/kW), are more likely to be
accepted by the public.

As discussed, using dynamic tariffs can lead to significant savings and avoids unnecessary costs which
means that grid expansion costs are significantly reduced. Another potential solution that can be used for
preventing grid congestion and prospective issues is provided in [36]. Authors of this research come up with
alinear model of the Low Voltage (LV) network and then plug it to a community battery which is placed at the
local feeder level. A linear model is chosen because the X/R ratio in the distribution grids (LV grids) are com-
paratively much smaller than Medium Voltage (MV) grids. X represents the imaginary part of the impedance
and R the real part. This means that the LV grids are more resistive and MV grids are more inductive. The
battery control in [36] is determined by linear optimization and the power supplied by the battery is to be
minimized. However, this solution is not further explored as this solution was implemented on the distri-
bution feeder level. Furthermore, this work does not comment on how the ownership of such a community
battery would work. From [1], it was observed that the DSO’s actions were limited due to the unbundling of
energy systems in the Netherlands. This unbundling meant that the DSO cannot participate in market ac-
tivites which could lead to generation of profits for the DSO. Additionally, the DSOs are not allowed to charge
the consumers for acquiring new assets by changing their network costs. Distribution grids are often under
the control of the DSO and as a result there are incentives to manipulate the grid to generate revenue. The
regulatory challenges are not discussed in detail in this work but are relevant nonetheless.

But the increasing presence of renewable generation and EV in the distribution grid has called for reform
in grid tariffs. Abdelmottelebab et. al. [37] discuss the importance of new distribution or capacity tariffs. They
claimed that the current network tariffs do not ensure cost recovery for the DSO and are not incentivizing the
consumers to use their network more efficiently. They also mentioned that the scenario where the consumers
are not just a passive agent (just consuming from grid) but transitioning towards being active agents (gener-
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ating energy and supplying it back) requires reshaping of the distribution tariffs. The prosumers do not just
use the network to consume energy from the grid but also feed energy back to the grid and as a result, the us-
age of network increased. With these reasoning, they mention that new capacity tariff (with the unit of €/kW)
would become necessary for maximizing the efficiency of network consumption and minimizing the costs to
the consumers. To do so, they proposed a network charge consisting of two different network components.
These components were the peak coincidence network charge and the fixed charge. The peak coincidence
network charge was a forward charge which took into account the costs required to reinforce the grid during
peak hours of the network utilization. This utilization depended on the consumer’s consumption behaviour.
A minimum base tariff was set so that the consumers could not avoid the grid costs if they installed their
own generation systems. Fixed charges depended on the size of the capacity required by the household and
they varied based on the maximum limit. Fixed charges also consisted of the residual costs which were not
included in the peak coincidence network tariff (such as taxes). However, they do not conclude with actual
recommended tariffs but rather provide information about the economic advantage.

In [38], the authors discussed certain challenges that the DSOs across Western Europe are facing with re-
gard to effects of energy transition on the distribution grid. They discuss the importance of the power tariffs
and provide insights on how to optimally design the tariffs from the DSO perspective to minimize the losses.
But no specific methods to design tariffs were proposed but rather an argument for the necessity of regula-
tory changes were provided. In [39], the authors also reached to the conclusion that the majority of the issues
caused by the renewable energy sources and electric loads would affect the distribution grid. They determine
the effectiveness of tariff based demand response (DR) by using different tariffs. The authors in [39] con-
cluded that peak shaving reduced the financial losses and reduced the investment costs. But they also state
that further investments in the grid would be driven by the peak demand. However, they do not perform grid
simulations but rather discuss the differences between various tariffs. They conclude by stating that reforms
in grid tariffs are necessary and that the design of efficient tariffs needs more research.

Steen et. al. in [40] determine the effects of different kinds of grid tariffs on the distribution grid with
the help of DR consumers. They consider dynamic energy prices, or energy based tariffs (EBT, €/kWh) and
power based tariffs (PBT, €/kW). The dynamic energy prices were based on the Swedish day ahead market
where consumers have the option to switch to dynamic retail prices. The authors designed a mixed integer
linear program (MILP) which minimized the energy costs of 100 residential consumers. The results showed
that PBT were able to reduce the total costs of consumers by €127 per year. Dynamic EBT were also able to re-
duce the total costs, but a reduction of only €119 was observed. They also concluded that if all the consumers
were price responsive, there was a reduction in peak demand by 4%. However, when the EVs were added to
the grid, there was a significant increase in grid power losses observed under EBT. Steen et. al. showed the
advantages of using PBT over EBT on a grid level. But they do not discuss how this price should be designed
and use the available local DSO price. Furthermore, the authors also do not consider the impact of the PV
systems on the power generation profile. It was observed in literature that the increasing penetration of PV
also lead to increasing voltage fluctuations.

As mentioned in [26], capacity subscriptions can be very effective in preventing energy scarcities and pre-
venting loss of energy during the time of one. This mechanism was proposed to be implemented by the use
of a simple load limiting device (LLD) which can be under the control of the DSO. The LLD limits the power
to a subscribed level during the time of scarcity. However, it can be tricky to choose the correct level of power
subscription. The selection of the subscribed capacity is interesting, as mentioned before, because it makes
the energy reliability a priced service. Based upon the willingness-to-pay of the consumers (WTP), the relia-
bility can be identified. WTP shows how much a consumer is willing to pay in order to avoid a complete loss
of power during a scarcity. Thus, during an outage or a scarcity, a larger WTP would lead to a higher subscrip-
tion which makes the reliability a priced service.

The concept of capacity subscription was first proposed in [41] where Doorman used capacity tariff to
reduce the peak demands in the distribution grid. They concluded that capacity subscription was a self-
rationing scheme which could lead to reduction in grid power peak as the consumers would be able to antic-
ipate their peak demand. With the knowledge of their peak consumption, the consumers have the choice to
shift their loads or to reduce their consumption.
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Using power subscription was a good way to ensure that all the power levels within a network are always
in desirable ranges. From a customer perspective, it is desirable to always have the amount of power that
is actually required. Different power levels can be priced differently and a surcharge is applied when one
exceeds the power-level that a household is subscribed to. In [42], the authors discuss the capacity subscrip-
tion that is now in place in Norway. The authors consider three different scenarios. They are enumerated as
follows:

¢ Static Capacity tariff: Under this scheme, the households pay a static capacity price per kilo-watt. As
long as the consumption is below the subscribed power levels, the cost of energy is low. But once the
consumption goes above the subscribed level, the cost of energy rises quickly. Authors of [42] suggest
this price increases can be roughly 10 to 20 times higher than the normal price. No LLDs are being used
in this scenario, but HEM systems can be, technically, used for load control and preventing increased
usage.

* Dynamic Capacity tariff: Dynamic capacity tariffs are introduced in [41]. They are further explored in
[42] as an alternative to static capacity tariff but only during the cases when there is an actual shortage
of energy. As mentioned, the optimal capacity to be subscribed is difficult to estimate because factors
such as lost load and willingness-to-pay should also be considered. The main difference between static
and dynamic capacity tariff is that the excess costs are zero during the scarcity. This is because the LLDs
are activated during the shortage.

* Dynamic Capacity tariff with flex: The main difference between the dynamic capacity tariff and dy-
namic capacity tariff with flex is the presence of battery storage device which is able to provide flexibil-
ity. In the absence of flexibility device, the household will lose the access to power and the DSOs/utility
companies would be required to pay a penalty equal to the value of the lost load (VoLL). However, this
can be avoided by the presence of battery which the consumer uses during the time of shortage.

The pricing equation used in [42] is shown in equation 2.3

Cror = Cfixed + Cp “Psyb+ Cen - (W = Wex) + Cox - Wex (2.3)

In the equation, C, denotes the cost of the power subscription, which is €/ kW and C,, is the energy price
which isin €/ kW h. W, W, denote the annual demand and the annual excess demand respectively. C,, is the
extra cost per kW that the consumers need to pay when the subscribed power capacity levels are exceeded.
Since this cost is significantly higher than C,, the consumers have the incentive to keep the consumption
within the subscribed limit.

The main advantage of this capacity subscription from the literature is understood to be that having a
power capacity subscription leads to optimal usage of the network. By this, capacity subscription also lead to
prevention of scarcity and congestion in the grid. From an economical point, DSOs and the utility agencies
have incentive to provide a reliable supply to the consumers based upon their subscription. However, the
selection of optimal capacity is not commented upon. It was assumed in [42] and [26] that consumers are
aware of their consumption and would select an optimal capacity by themselves. Furthermore, from equa-
tion 2.3, it was observed that the modified retail costs included the energy costs for extra consumption when
deviating from the annual demand. This amount of energy can be particularly difficult to determine as the
household loads can be quite stochastic.

A similar, modified, mechanism was used in this work to determine the effects of such a capacity tariff on
the power flow for a prosumer household. The objective was to determine if capacity tariffs (euro/kW) are
able to reduce the peak grid power consumed from and fed back to the grid.

2.3.3. Ancillary services: Frequency Regulation

Under the problems in the current market, imbalance markets were also discussed. Imbalance markets are
relevant for the grid to maintain the supply and demand equilibrium. Maintaining the supply and demand
equilibrium in the grid is necessary for its optimal operation. If this equilibrium is not maintained, there are
chances that the consumers might lose access to their energy supply. Since maintaining the equilibrium is
an essential service for its operation, it is termed as ancillary service. The markets where such services are
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traded are termed as ancillary service market. Traditionally, there was only requirement to operate the fre-
quency regulation market to maintain the grid frequency at the nominal value. However, with the increasing
presence of distributed energy generation and presence of large loads such as EV, flexibility services have also
become prominent [43][44]. However, the frequency regulation market is still expected to be prominent in
the future.

Frequency regulation is the process by which the grid frequency is maintained at 50 Hz. The method
employed to ensure the grid frequency remains at 50 Hz is called frequency control. In the event of an distur-
bance, the frequency deviates from the nominal value. This deviation of frequency from the nominal value of
50 Hz is termed as frequency imbalance. It can be defined by:

Af=f~ foom (2.4)

Frequency control is necessary to ensure that the grid frequency remains stable. Frequency is directly
related to energy produced by the synchronous generators via the equation

K:%]wzzz-nz-fz-fz (2.5)

Here K is the kinetic energy produced by the generator[/], J is the combined moment of inertia of the
generator and turbine [Kg.m?], w the angular speed[rad/s] and f is the frequency [Hz].

From eq 2.5, it can be seen that the K kinetic energy produced is affected by the changing speed and
frequency. Thus, a constant frequency is necessary to supply power at a high quality (constant voltage and
frequency). Since the load in the system varies continuously, it essential to maintain the frequency at the
nominal value to ensure the security of supply. The security of supply is also one of the goals of the TSO
(Transmission System Operator) in the Netherlands [45]. Another key objective of the TSO is to ensure the
balance of supply and demand of electricity. Since storing electricity in large quantities is expensive, balanc-
ing supply and demand must be done in real-time. This power balance is critical because if the balance is not
maintained and a sudden change in load occurs, blackouts may occur as a consequence [46] [47] [48].

As mentioned, the power balance in the grid is maintained by frequency control. If the frequency of the
grid goes below 50 Hz, the frequency has to be increased, and if it exceeds 50 Hz, the frequency has to be
reduced. When the frequency increases, the power in the grid also increases, and conversely, when the fre-
quency decreases, the power reduces as well. Additional load is necessary to solve the problem of increased
frequency, and to solve the issue of under frequency, energy needs to be fed back to the grid. In the Nether-
lands, the TSO, along with grid balancing parties, is responsible for the frequency regulation and maintains
the grid balance.

There are three kinds of frequency control. They are classified based on the time it takes to respond to an
imbalance in the grid. They are:

¢ Primary frequency control
¢ Secondary frequency control

e Tertiary frequency control

Primary frequency control occurs within seconds of an imbalance and traditionally involved response
from the speed governor of a machine. An example of primary frequency control is prime mover control of
the generator, which acts as feedback and helps control the speed and frequency. When a disturbance occurs,
primary control initiates to restore the balance between the supply and the demand. However, if the change
in the frequency caused by the imbalance is too large and exceeds the permissible limits (> +£200m Hz), con-
tingency measures such as load shedding are required to maintain the system stability [49]. Primary control
depends on the reserves (both load and supply) provided to the TSO. When the imbalance is noticed, the
primary controllers (of the generators obliged to provide primary control) will alter the output power until a
balance is reached. However, the frequency after this equilibrium is attained will not be equal to the nominal
grid frequency. This occurs due to the droop effect of the generators and is called the quasi-steady operation.
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This operation is termed as quasi-steady-state. This Quasi-steady operation is shown in figure 2.3. The gen-
erators delivering primary supply together for an area are called primary control reserve or frequency control
reserve, which has a maximum 3000 MW size. For deviations that lead to a change of 3000 MW of power, the
entire reserve is obligated to supply primary frequency control. [49]

fommae = Dynamic frequency deviation
f = Quasi-steady-state deviation

Figure 2.3: Quasi Steady Operation under primary control ([49])

Secondary frequency control is spread over the area where the imbalance occurs. Secondary frequency
control occurs 15-30 minutes after the primary frequency control. It takes over the remaining frequency reg-
ulation and brings it back to the nominal level. Thus, the function of secondary frequency control is to restore
the frequency to 50 Hz. Secondary control also allows the restoration of primary control reserves and the sec-
ondary reserves are separate from primary reserves. According to ENTSO-E, secondary regulation may not
impair the functioning of primary control. It allows the area to absorb the changes in the load and restores
the interconnections between two regions. Tertiary frequency control occurs after primary and secondary
frequency control reserves are activated. Tertiary control is equated to the desired optimal performance of
each generating unit or the normal functioning of generators. Figure 2.4 shows the order along with the time
duration between primary, secondary, and tertiary frequency control. [49]
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Figure 2.4: Types of frequency regulation and their time-scales [50]
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Droop Control
Droop of a generator is a ratio without a dimension and is obtained by the following expression
_Af
_ Jnom
Sg= P -100% (2.6)
PVlDWl

Here Af is the frequency deviation from the nominal value f;,,,;, whose value is 50 Hz. AP is the difference in
power caused by the change in frequency and P,,,,, is the rated power of the generator. The contribution of
the generator for frequency regulation depends on its droop.

This research mainly focuses on Frequency Containment Reserve (FCR) market. FCR market relates to
the operations performed in primary frequency control. Based on the country of operation, the TSO can set
up rules which are desirable for the FCR operation in that country. In Western Europe’s decentralized mar-
kets, the local TSO operates a market where ancillary services such as frequency regulation are traded. In the
Netherlands, the participants in this market are termed as Balancing Service Providers (BSP). The BSP enters
into a contract with TenneT and agrees to provide the required regulation power in the FCR market. Once the
contract is awarded, the BSP has to be continually available for the entire auction period. If a placed bid is
accepted and called for FCR, the BSP should provide the regulating power. However, if the bid is accepted and
is not called for, the BSP still has to ensure that the reserved power is available until the end of the auction
period, which is four hours. The BSP gets paid for reserving the regulation power regardless of whether they
supply the regulation power or not.

To participate in the FCR market, the BSP has to meet specific criteria explained in this section. For the
contract to be awarded, the BSP needs to pass the pre-qualification tests that prove that the BSP can supply
the regulation power whenever necessary. The pre-qualification tests indicate that the BSP can deliver or
consume the required power during imbalance situations. Pre-qualification tests are essential because the
BSP assets should have the ability to respond to changes in operating setpoints quickly. The full description
of the tests can be found at [51]. The key takeaways from this test are:

¢ Atleast 50% power change proportional to the change in frequency should be supplied within 15 sec-

onds from the beginning of the frequency step when FCR is called.

¢ The complete power change proportional to the frequency change should be provided within 30 sec-
onds of the beginning of the frequency step when FCR is called

e The power change between 15 and 30 seconds should be linear after each frequency step.

These tests are performed on the assets under TenneT’s supervision. For the BSP to use an asset for FCR,
the asset must meet all the above requirements. It should be noted that there are additional requirements for
the assets which can be found at [51].

It should also be pointed out that TenneT allows the pooling of multiple individual Reserve Providing
Generators (RPGs) to make a Reserve Providing Unit (RPU). This pooling allows for various combinations of
assets to be used for required regulation on either side. Here, the side means up or down. Up-regulation
occurs when the grid frequency drops below the nominal value, and as a result, energy needs to be fed back
to the grid. Down-regulation is the opposite of up-regulation and requires the consumption of excess power
in the grid.

Devices such as BES, Combined Heat Pumps, EV batteries, etc. can be pooled together to get the regu-
lation in the desired direction. However, TenneT deems these units as energy-limited units as they cannot
continually supply energy because of their characteristic [51].

For energy-limited sources, the following rules apply:
¢ They must be able to supply power at the standard frequency of 50 Hz
e Ifalarge imbalance occurs, the RPU/RPG must supply the full/contracted FCR for at least 15 minutes.

¢ If an imbalance of <200 mHz occurs, it should supply partial delivery for a period proportionately
longer than 15 minutes.



2.3. Proposals to prevent grid issues by using market mechanisms 17

» After supplying energy for fifteen minutes or a proportionally longer time, the installation must provide
the contracted FCR within two hours.

* Unlimited energy sources such as coal or gas-powered plants should deliver for an indefinitely.

TenneT also specifies that the battery system’s load management should also be documented along with
characteristics related to battery ageing, self-discharge, charging limits, SoC limits, etc. Charging and dis-
charging the battery for load management should only occur when the device does not provide FCR. This
rule also means the batteries cannot be used for load management during the periods when the bids have
been placed. In brief, the other operations of the battery should not hinder the energy delivery for frequency
regulation [51].

At high penetrations of renewable energy sources in the grid, one of the issues that start to become promi-
nent is related to frequency variations. Due to the intermittent nature of renewable energy sources, achiev-
ing frequency stability becomes increasingly difficult [52]. Conventional power plants such as coal and gas
power plants continuously provided frequency regulation due to their nature of operation. The synchronous
generators and the turbines used to generate energy can offer frequency regulation by the rotational inertia.
However, in recent years, conventional power plants are being decommissioned due to their comparatively
large carbon emissions. Thus, methods for frequency regulation by using renewables are being researched
[53], [54]. Stand-alone PV systems without storage are connected to the grid via an inverter that often have
an MPPT algorithm designed to ensure optimal operation and maximum power generation by the panels.
These PV systems can be de-loaded for frequency regulation. De-loading is essentially reducing operating
the system below the optimal point. This operation reduces the power generated by the PV panels and can
thus help in down-regulation. De-loading is a form of curtailment of energy generated by renewable power
plants. Wind turbines can also be de-loaded, and two kinds of wind turbine de-loading exist; Pitch-angle
control and over-speed control [53].

PV and Wind farms, when coupled with an energy storage system, along with the de-loading method,
provide an additional way for frequency regulation. With the presence of storage, the power available for fre-
quency regulation increases. It also helps reduce the effect of the intermittent energy generation behavior of
renewable energy sources [53]. The increasing presence of EVs in the grid is also an essential factor affecting
the total load [22]. The higher presence of EVs inevitably leads to an increase in energy consumption. This
increase in load leads to issues in the grid, such as congestion, voltage issues, frequency issues, etc. However,
with the development of V2G, several opportunities for using the EV battery to improve the grid performance
have become available. V2G can be used to improve grid performance in the areas of grid efficiency, grid
reliability, and grid security. Vehicles capable of V2G can offer active power regulation, peak shaving services,
grid harmonic filtering, etc. [55].

Aggregators can operate a fleet of vehicles capable of V2G to provide ancillary services and generate rev-
enue [56]. However, the authors also mentioned that these technologies’ success in maintaining grid balance
and providing ancillary services also depend on the development and standardization of smart grid con-
cepts. Communication between various grid elements needs to be standardized, infrastructure development
should happen to allow for future developments and provisions for services. There should be coordination
between parties that offer grid services with the DSO/TSO [56]. Various research has been performed where
EV, along with PV, has been optimized to increase self-consumption by the prosumers and provide grid bal-
ancing services whenever possible [57], [58], [59]. In [57], authors propose an energy management system
that integrates EVs with the grid by considering the EV battery as an energy storage system that can supply
the energy when the PV is unavailable. The EV charges itself by PV power whenever available and uses the
grid when PV is unavailable. The EMS also reduces unexpected peak demand and helps in implementing
V2G applications to improve stability. The EV battery can also be used to supply energy when there is a loss
of grid power, potentially used to provide power for regulation.

The authors in [57] also proposed that EV and PV’s detrimental effects can be reduced if these can be used
for frequency regulation and grid balancing. They showed that with a co-ordinated EV charging, extra flexibil-
ity could be achieved in the distribution grid. The load flow simulations showed that significant improvement
in grid voltage and frequency was observed when the PV inverters and EV were used for load balancing in a
co-ordinated manner. In [60], authors present a multi-period optimization problem that minimizes the EV
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charging costs to consumers. This optimization is done by implementing centralized control, which focuses
on controlling the rate and times over which EVs charge. They conclude that with the rolling optimization
method implemented, the charging costs reduced, and the costly network expansions can be deferred. Fur-
thermore, they also conclude that with co-ordinated charging, the costs to both the system operator and the
consumers also reduce as grid issues can be prevented. However, they also mention that considerable im-
provements in error forecasting are necessary to fully deliver the power required by the consumers.

Increasing communication developments between various devices such as IoT and the development of
record-keeping technologies such as Blockchain have also benefitted ancillary service provision [61]. With
IoT, assets can be controlled remotely, changing the power levels using power electronic devices and com-
munication protocols. The information involved, which include the power delivered, can be kept track of by
Blockchain. TenneT conducted a pilot study in 2017 to determine how aggregators could also supply FCR
with assets such as heat pumps, EV batteries, etc. [62]. Moreover, TenneT, along with other TSOs in Italy and
Switzerland, has built a platform which enables small scale asset owners to participate in energy balancing in
the grid [63].

2.3.4. Home Energy Management

With the advances in technology and policy and changes in regulation, it can be assumed that the share of
distributed energy generation at households, number of EVs and heat pumps are going to increase. But with
this change it is necessary to determine how these new electric loads and generation capacity affect the power
flows within a household. Moreover, it also becomes necessary to manage the increase in loads and the gen-
eration in an optimal manner. It has been found that a large amount of the greenhouse emissions occur by
consumption of energy by buildings. They account for almost 40% of the total energy consumed in the EU
[64]. This makes it necessary to reduce the carbon emissions of the building by optimal and efficient ways
of energy consumption. For this purpose, Energy Management Systems (EMS) systems could be used to op-
timise either the cost or the energy consumption by households. They generally minimise the total cost or
the total energy consumption within the limits which are set by the user. As the penetration of renewables
increase in the grid, it can be more challenging for the HEMS to determine the optimal operation to meet the
required outcomes [65].

In [66], the authors discuss a rule-based EMS which integrates a PV, wind farm, and a stationary battery
system at a household. Their aim was to provide the energy via the battery system when the energy from the
intermittent sources was not available. This would help in dispatching the renewable energy power plants as
if they were conventional power plants and this was done using the pv and wind forecast. However, they do
not develop a mathematical model and are focused on large energy generation which is not feasible for a pro-
sumer household. Furthermore, the degradation of the batteries are not considered and they also do not look
at the costs for the operation of the battery or the PV systems and the wind farm. Moreover, rule-based EMS
models cannot accurately reduce the costs as they are not considering the future energy demand. In [67] the
authors present an EMS model which used the time series data, consisting of the demand and PV generation
for alocality. The EMS develops an optimal schedule for using the household appliances and storage devices
(battery and thermal energy storage in this work) with an aim to minimize the costs to the consumers and
minimizing the total emissions. Thus, this EMS developed a multi-optimization problem to reduce the costs
and emissions by changing the consumption pattern. However, it is not always convenient to re-schedule the
loads of a household as the operation of EMS should not lead to discomfort to the occupants.

Authors in [68] present an mixed integer programming problem to minimze the charging costs of the EV.
Based on the user preferences, they described three different charging schemes. They consider a charging
station equipped with a PV system to charge the EV. Simulation was done for different months and they de-
termined that when the EV users are responsive to the price signals, the charging costs reduced. A reduction
of up to 85% in charging costs was observed in summer and a reduction of 83% was observed during winter
when all the consumers were considered to be responsive to price signals. However, they do not consider the
battery degradation into account. They also do not consider the PV variations in demand.
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2.4. Contribution from this research

In this research, the effects of the market instruments are analysed by looking at the power flows within a
household and looking at the costs incurred. This was done using a smart control algorithm. The EMS model
used in this project is reproduced from [69]. This model solves the NLP (Non Linear Programming) which
is formulated by the different constraints that are modelled for optimal operation of PV, battery storage, EV,
household loads, and heat pump. Additionally, this model also determines the degradation for the EV bat-
tery and the stationary household battery. With the determination of the degradation, associated costs were
calculated for an accurate overview of the operational costs. Furthermore, this model also considered the op-
portunities in revenue generation by reserving power in the FCR market. This consideration was done using
the generation and the storage devices available at the household which were the PV system and the batter-
ies. For this study, it was also assumed that the EV was capable of V2G operations. Furthermore, the EMS also
allowed for determining the optimal size of the system.

However this model does not consider all the market mechanisms that are going to be analysed in this
paper. The price signals from such market mechanisms are going to be additionally added and then their
effects are then going to be seen in the form of variations in power flows and costs. The simulation period of
half a year is taken to account for the different load profiles caused by the seasonal variations. The results will
then help in identifying how the costs of the household are going to vary in the future and help in determining
how much investment in storage and PV is going to be necessary, as the model also determines the optimal
size for PV and the battery, based upon the power flows and the load.



EMS Model

3.1. Introduction

In this chapter, the EMS system used for this research is discussed. This EMS has been adopted from [69]. It
should be noted that the EMS smart control method used in this work was provided as a part of the FlexGrid
Project (TU Delft-DCES). This EMS differs from the EMS mentioned in the literature review in the aspects that
this EMS considers the BES and EV battery degradation as a part of the total system cost and minimizes it.
Furthermore, PV output predictions were also made using the PV forecasting data, which have been obtained
from the Dutch Meteorological Institute (KNMI). Additionally, this EMS method considers the household
and the heating load as unflexible and thus, meets the demand at all times. Thus, acting as a demand-side
management (DSM) tool requiring least manual intervention.

3.2. System Description

The EMS controls a multi-port controller to which PV, EV and the BES were connected. Figure 3.1 shows a
representation of the system being used for this research. Heat pump was connected to the AC side of the
inverter while the other components were connected on the DC side.

Weather User
Darta Input
Ppv.fe i Ldepart - SOU depart
F P P
hd v
}-I SMART CHARGING SYSTEM . )
: oY - - - Fbat 3 Fev i Pload
Smart Grid Fuscl I} | Optimal Charging Algorithm ‘ <
Operator -
PR -
A Aap. Auin = ¥ Poat '_)e‘ Ppv.act
! I Real-Time Scheduling
I
Vurid, larid : N

l Phanaet . Pevact
DC

L III I‘[. DC ,P‘[ ..I DC}— ;
g%é m h’uD: IJD": PV
" HP LD PRI
il G
BﬁSS 5'|V’

Figure 3.1: Scehmatic representation of the system [69]

Thus, the PV, EV and the BES share the same DC link which added the benefit of avoiding multiple rec-
tifiers and thus reducing the costs. Efficiencies from individual efficiency of the component and the inverter
efficiency were present on the DC link.

20
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3.3. EMS Optimization Model

In this section, the EMS algorithm for minmizing the costs was presented. The EMS used is a Non Linear
Problem (NLP) which minimizes the costs for the household. Individual components have their own con-
straints and so does the total system. These were described individually in this section. It should be noted
that additions to the model were done over the course of this research. These additions were defined in their
relevant chapters. However, the entire given EMS model was defined in this chapter and the equations and
inequalities presented here remain valid throughout the work (except for the uncontrolled scenario in chap-
ter 4). The additions should be referred in concurrence with the EMS model. This model also determines the
optimal sizing of the component based on the prices. The optimal sizing has been discussed after the model
was described. Additionally, the EMS is also able to determine the optimal power flow based on the inputs.
This has also been discussed after the model description.

3.3.1. Objective function
The overall objective of the EMS was to minimize the total costs to the system. This was done by individually
computing the costs. Equation 3.1 describes the objective function

min(Ciotar) = min(Cpar + Cpy + Cpy + Cgrid + Cint + Ciny) 3.1

Here, Cpar, Cpv, Cpv, Ciny denoted the operational costs of the Battery Energy Storage (BES), Electric
Vehicles (EV) and Photovoltaic (PV) system respectively. Cg,;4 represents the grid cost while C;;,; were the
interest costs of the components.

3.3.2. Costs involved

BES Costs

Lithium Ion batteries were considered in this study. BES operational costs signfied the value of the battery
which remained after degradation caused by its use and by the passing of time. The costs were determined by
determining the degradation in the BES and then subtracting it from initial capacity which are both in kW h.

Additionally, the value of the BES(V},,,) in €/ kW h is calculated. This is relevant as the total energy that
can be stored in the BES reduces, the value offered by it per kW h also reduces. This was calculated using [70].
Once the battery loses 20% of its maximum capacity, it is considered to enter its second-life. In this study,
the value of the battery when it enters the second life was considered to be 50% of the original value (€/kWh).
Furthermore, the BES was considered to be in its first life during the beginning of the study. The costs for BES
were calculated using the equations 3.2a and 3.2b.

2nd _ yynew
_ bat bat tot new
Vhar = =024 AB gt + Vit (3.2a)
Coar = Vyat Epa — Voar (Epqy = AEpg) (3.2b)

In 3.2b, the value used for Vbzgtd is 0.5 times the value for Vb”;t“’ which was assumed to be €500/ kW h [71].
AE ;‘;tr represents the total BES degradation that occurred after the simulation period. E;’"* is the total capac-
ity of a new battery. Cy,; represents the operational costs of the battery which were calculated by subtracting

the total remaining value from the total investment costs of a new battery.

EV operation costs

Costs for EV operation are also calculated in a similar way. However, it should be noted that costs due to
driving were not considered in this study as they are not under the control of the EMS. But the costs due to
V2G operation were controlled by the EMS, so those costs were considered.

V2nd _ ynew
—EV___EV_Apiot 4 ypew (3.32)

Vi =
bat 0.2

Cev = VESVERT = Vipar (ER3* — AELY) (3.3b)
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The values considered for V7" and Vg"}d were the same as that for the battery (500€/kWh and 0.5 times
500). AE g{} represented the EV degradation after the simulation period. E}/* represents the total capacity of
the battery in a new EV battery, and for this study, this value was assumed to be 80k W .

PV Costs

The investment and installation costs for PV were considered in this study. This investment cost, V),
used was equal to €1350/kW,,. This value was considered to be the installation price of PV per kW), in the
Netherlands in the year 2019 [72]. The equation used to determine PV cost was:

Pmux X VPV
Cpy=-2Y (3.4)

Tsim was the number of times the simulation period fits in a year which was equal to two. Tj;f, was the
lifetime considered, which was fifteen years. These values for Tj; r, and Ts;p, were considered to be the same
for all the devices in this work. P}’ was the maximum PV system size which was decided by the EMS.

Grid costs

Grid costs represented the net cost for the consumption of energy from the grid and revenue generated
from feeding energy back. Dynamic tariffs based on the day-ahead price of APX (from the year 2018) were
used in this study. The prices were modified in a way that the average price over a period of half year was
found to be €0.20. APX is the Amsterdam Power Exchange, and energy trading for the day-ahead market in
the Netherlands occurs at APX.

T
buy _ neg buy
Cg”.d = t_IPg”.d(t) X Agrid(t) (3.5a)
1 d pos 1
sell _ se
Cgrid - ;pgrid(t) x Agrid(t) (3-5b)
L 1
Cgria =Cyria = Cgria (3.5¢)

Abwy (¢) and Ag‘;ll.l (1) were the grid price for buying and feeding at that particular time step respectively.

grid
P;lfl.g d(t) and Pg :l.s d(t) are the consumption and feeding-in power at various time instances.

Inverter Costs
The inverter/converter costs were not considered to be zero in this study. The inverter costs depended on
the maximum inverter power and the cost of the converter per kW. Inverter costs were determined by

Ci = i x inv (3.6)
inv= H o .

pP?* was the maximum rated power of the inverter, determined by the EMS as a part of sizing. V;,, was

the cost of the inverter per kW and was €200/ kW. This was taken from [73]

Interest
Interest denotes the revenue that would have been generated had the investment in the devices were
not made. These costs were also considered for the optimization. However, it was assumed that the EV was
broughtindependently and thus, the EV interest rate was not considered. It was calculated using the following
Cint= CinvestmenIM (3.7)
Tsim
Investment costs here include the costs to purchase the BES. The investment costs for the BES were cal-
culated in the equation 3.2b’s first term (Vb";;” .E ZZ”’ ), ROI is the rate of interest and was assumed to be 1%.

t
3.3.3. Constraints
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Degradation of Li-ion battery

The degradation of the BES system was calculated by considering the degradation model provided in [74]. In
order to calculate the degradation (AE f}fltt(t)) parameters considered for this calculation were the current of
the cell (Izzltl (1)), the Ah processed at that instant (Ig;lj(r)é t) and the cell temperature. The cell temperature
was assumed to be constant at 35°C. This was done considering the variation in the temperature setpoints
provided to the heat pump which varied from 18-20°C. This assumption was also assumed for the EV battery.
It should also be noted that there occur differences between the degradation due to the age of the battery
and due to its operation. This was differentiated by the symbols AEZth and AE% ile. The battery degradation
due to age depends on its temperature, SoC, and lifetime. Since the temperature was considered to be con-
sidered to be constant, the degradation due to age was also considered to be constant for time steps. As the
degradation model proposed in [74] showed the degradation of single cell, the entire battery must be scaled
appropriately to determine the total degradation. This was done by determining the open circuit voltage
(OCV) (Vy, bar(£)) which was calculated as follows:

Voc bar (1) = NseTies (al.ebl S0Char (D) 4 g, @b250Char(D) ag.SOCbm(t)z) Vi (3.82)
Pyes(t)
.cell _ BES
Ybat (1) = NParallel y; Vi (3.8b)
var Vocbar(1)

ay, ap and as were the curve fitting parameters. These were considered to linearize the curve presented
in the figure.
The curve also showed that based on the SoC, the maximum charge and discharge power also varied.

The linearizied equation for the BES OCV was obtained in the form of y = mx + ¢, determined as shown
in fig 3.2 [75]. Equation was

Voc bar(£) = 100(3.42 +0.7S0Cha: (1) (3.9)

Multiplication with 100 was necessary to convert the voltage from percent to a value. The values used in the
equation 3.9 were also determined by the figure 3.2 where slope (m) of the line was 0.7 and the y-intercept (c)
was 3.42V.

43 T T T T

—— Exponential OCV curve
—— Linearized Assumption Curve

<
P
1

Figure 3.2: Linearized SoC vs OCV for Li-ion batteries [75]
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These equations were valid for all time steps. In order to calculate the total degradation at time step ¢,
equation 3.10c was used.

max
AECyCle(t)—(c coligel! @l eell py15 Epar v

bat =l1ae at |lbat(t)| 4 , Vi (3.10a)

100

Emux
MEjar() = (esV/7e T ) = (copty v (3.10b)

L cycle 1

MEj, = Y (A (0 + B (1) (3.100)

=1
max

The multiplication with —%- was done in equations 3.10a and 3.10b in order to determine the actual

degradation because the battery degradation model calculates the percentage degradation of the initial ca-
pacity.

Table 3.1: Various parameters used to determine Batt. degradation

Symbol Quantity Value

N gzrtzes Number of battery cells in series 100
N Z;; allel Number of battery cells in parallel TBD

a OCV curve fit parameter 3.679
ap OCV curve fit parameter -0.2528
as OCV curve fit parameter 0.9386
b1 OCV curve fit parameter -0.1101
by OCV curve fit parameter -6.829
a Battery ageing curve parameter 5.4 e-3
c2 Battery ageing curve parameter  0.35
c3 Calendar ageing parameter 14876
cq Ageing averaged over time 1.86 e-4

In table 3.1, the N/ Z:Ztr allel was determined by the EMS for different FIT for different size. These parameters

were also used to determine the EV degradation.

BES Constraints

The power balance constraints used for the BES were then defined. The equations 3.11a to 3.11g repre-
sented the power balance within the BES. It should be noted that the power of the BES is dependent on its
State of Charge (SoC) and varies linearly below a SoC of 10% and above a SoC of 80%. These regions represent
the constant current/voltage operation of the BES. Additionally, the round trip of the BES was considered to
be constant at 95% This led to obtaining the single-cycle efficiency of 0.975 (0.975 = v/0.95 = n¢j,,ndis). This
efficiency meant that the positive and negative BES power could not be zero simultaneously, or charging and
discharging could not occur at the same time.

P <PRAt () Vi (3.11a)
plax(p < ppated vt (3.11b)
rated
Epa (1)
bat bat
bat
P8 <P Vi (3.11d)
Pin(y) < ppated gy (3.11e)

rated
Pmin(t) < PbLtEbat(t)
bat = Dy Emax
dis bat

Yt (3.119)



3.3. EMS Optimization Model 25

1
Ppar(1) =nchPZ;’f(t)—n—PZ§f(t) Vi (3.11g)
dis

non non non

In the above constraints, the superscript "max", "min", "pos", "neg" and "rated" denote the maximum
allowable, minimum allowable, actual positive, actual negative and rated powers. Pl’:;: and PZ;f represent
the charging and discharging power respectively.

The following set of equations can calculate the energy stored in the BES (Ep4(#)). The initial and final
energy availability in the battery is assumed to be equal so that the costs are not skewed due to the battery’s
energy availability. The SoC of the BES (SoCj;(?))is a function of the energy available in the battery and can
be calculated by the following equations.

Einit r=1
bat’
Epar(t) = { Epar(t — 1) + Ppar (1)AL, 1<t< Ifinal (3.12)
inal
Ei;r;a L= tfinal
Thus, E éZl; , equals Ei;’:al and represent the initial and the final values for the battery energy respectively.
Epar (1)
S0Cpar(t) = lf’nﬁ—it Vi (3.13)
Ebat (0
L. Emax, = 1
Ejimit(p) = { “bat (3.14a)
ENmit(r—1) = ABpar () t>1
Epar (D <EJM'() vt (3.14b)

EV Constraints
The EV battery degradation uses the same equations which are described for BES. They are represented
by equations 3.8a - 3.10c

The constraints for the power balance of the EV battery were similar to the constraints and the power
balance for the BES. However, an additional parameter was added, which denoted the availability of the EV
at home was added. This availability factor of the EV showed whether the EV was available at home to either
supply the demand or generate revenue by feeding energy back to the grid. From [76], it was observed that
the EV was at the office during the hours 09:00-17:00. It was assumed to be at home for the remaining hours.
Thus, it can be assumed that the EV was not available between the hours of 08:00-18:00. It was assumed that
the EV battery provides a distance efficiency of 15kW h/100km [77]. A single trip was considered to be 30 km,
which leads to a reduction of 9kW h per trip. However, these were only estimations and might not always be
true practically. EV,,(f) shows the EV availability at any instant.

PR (D<= PROY(1) Vi (3.15a)
pprax(y) < ppated vy (3.15b)

Prated E ¢
Pg"v“x(t)sL( E,Zix) —1) Yt (3.15¢)

1- Dy \ EJi8
PLEW = PRMy Vit (3.15d)
pmin gy < prared gy (3.15¢)
rated

, Epy(t

PP (1) < £ Fev(D Ly, (3.150)
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oS 1

Pgy (1) = EVay () |nenPhy, () —
Ndis

SoC (SoCgy) and the energy content (E,,(¢)) of the EV were also calculated similar to the BES. The user
can define their preference for the available energy during departure, which ensures enough capacity was
available during the use.

Ppi(m| vt (3.15g)

Epy(t
SoCey ()= =20y (3.16a)
Egy (@

L pmax =1
Egpitn =4k (3.16b)

EEV (t—1DAEgy(t) t>1
Epv(t) < EXM'(p) (3.160)

init r=1
Egy(t) =4 EV (3.17a)
Epy(t—=1) + (PEv(8) = Parive(®)6t  t = tgepart: t> tarrive

Epv(0) 2 ESP fort = tgopars V1 (3.17b)

Pg,ive(t) represents the EV battery power while driving and is assumed to be constant. The value for
Prive(t) was assumed to be 0.867 kW.

General power balance

From fig 3.1, it can be observed that two power balances exist in this system. One on the DC multi-port
converter side and the other on the grid facing AC side. These balances were expressed in the equations 3.18a
3.18b.

Piny(t) = Ppy(8) = PEy (£) — Ppg: (1) Vi (3.18a)

Pgrid(t) = Pinv(8) — P1oad (t) — Phrear (1) Vi (3.18b)

Pioad(), Pheqt (t) denote the household appliance and the heating load, respectively.

Inverter Constraints

Inverter constraints were denoted by the following equations. The inverter efficiency was assumed to be
96% (78], and the inverter power was split into positive and negative power. This was necessary to distinguish
between the positive inverter power, which shows the power flow from inverter to the grid and negative power
which shows the power flow from the grid to inverter.

neg

Pinv (0= Pi”rltzx Vi (3.19a)

pos max
Peria® = Pip, vVt (3.19b)

1
Piny() =NinyPLyy () - —P18(1) Vit (3.190)

Ninv

P?* represents the maximum inverter power. Pf no vs (1) and Pl": f (1) represent the positive and negative

inverter power. Positive power represents feeding to the grid and negative power represents consumption.

Grid Constraints
Grid constraints were also modeled similar to the inverter constraints. The grid cable efficiency was as-
sumed to be 99%. The splitting of grid power also allowed to differentiate between the grid feeding revenue

and the grid consumption price. Considering the cable efficiency also ensured that Pé’;‘iy 4 (1) and P;‘;ll.ld(t) do
not have non-zero values simultaneously. This differentiation was necessary because the buying and selling

prices could be different.

buy
P (D<PRE VL (3.20a)
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Pl (<P Vi (3.20b)
b
Pgria(t) = NeabieParg (1) = Polh(n) vt (3.200)

cable

Pg ff 4 (0 and P;ff ", (1) represent the positive and negative grid power. Positive power represents feeding to

the grid and negative power represents consumption. Pg;;4(f) was the net grid power at any instance.

PV Constraints

Following constraint for the PV were used. This constraint also allowed for the curtailment of PV as a part
of DSV, instances when the momentary FIT is negative, and for frequency regulation. It should also be noted
that PV power can never be negative.

Ppy() = nMPPTpg(O/rewsr(t) Ve (3.21a)
Ppy(1) =0 Vi (3.21b)

The efficiency of the Maximum Power Point Tracking(MPPT) algorithm (np/pp7) and the converter is as-
sumed to be 98%. The PV forecast (Plfymm) was obtained from KNMI for the year 2018.
3.3.4. Optimal Sizing

The optimal sizing was determined by the algorithm presented by accounting for various parameters such
as the retail prices and the cost of the components. In the previous section, the objective function was dis-
cussed. The resulting system for the various components were also discussed. The optimal sizing for the PV
and the BES was obtained as the EMS tried to minimize the cost of operation, and as a result, the optimal
power flow to reduce the costs were obtained.

For the calculation of the PV costs, equation 3.4 was considered. The LCOE of the obtained PV system size
was calculated to determine whether the system size was optimal. The LCOE is the sum of the total costs of
the system in its lifetime divided by the total energy supplied by it during the lifetime. Mathematically, this
was represented as:

Life costs
LCOE= ) ——— (3.22a)
i=1 Energy
Costs=CAPEX + OPEX (3.22b)
t
Energy=f Py(®)dt Vvt (3.22¢)
0

Where CAPEX and the OPEX are the capital investments and the operational cost of the system during
its lifetime, respectively. Energy is defined as the product of the system power (P.(#)) and time for all in-
stances. The unit of LCOE is €/kWh.

LCOE is effective for sizing the components which do not decay over time. However, the BES, as explained,
undergoes degradation. The BES operational costs Cp,; and the remaining value of the battery V},,; (€/kWh)
were determined in the equations 3.2a and 3.2b. As observed, these values depended on the degradation
AE?! which was calculated in the section 3.3.3. This degradation showed that the total lifetime of the BES

bat
was not constant and was affected by the various parameters.

In this EMS, the degradation of both the EV and the BES batteries were taken into account. The costs
which arose as a cause of the degradation were minimized and thereby minimizing the degradation. This
allowed for the optimal operation of the BES and the EV and thus helped to prolong their lifetime. This also
allowed to know the remaining capacity of the BES and EV at all instances.
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3.3.5. Optimal power flow

The inputs to the EMS were the PV generation data, the hourly energy prices, user preferences in the form
of time of EV departure, and SoC of the EV battery at the departure time. Based on these inputs, an opti-
mal solution which minimized the total costs and thus generate the maximum revenue was selected. As the
minimization of the costs resulted in optimal power flow, the factors contributing to the increase of the costs
reduced.

3.4. Applications of the model in this work

The discussed EMS model was used in this research for determining the effects of market instruments pro-
posed for energy transition on power flows of the household. These market mechanisms are discussed in the
following chapters and the equations which denote these market mechanisms are defined in their respective
chapters. However, the equations presented in this chapter remain relevant throughout this work and are
always considered. Thus, the market mechanisms are built on top of this EMS model and their effects on the
total system costs inadvertently affected the power flow as the EMS tries to determine the optimal power flow
to minimize the costs.

The solver used to solve this optimization problem was Conopt which is a part of the Knitro solvers. The
problem was solved using GAMS v26.1 on a Windows 10 operating system with a processor speed of 3.5GHz
and a memory of 8GB.

3.5. Conclusion

The smart control algorithm which was be used in this work was discussed in this chapter. The algorithm used
was a Non Linear Programming problem designed to minimize the total costs to the household. The various
system costs considered were the operational costs of the various components, the investment costs, and the
rates of interest. Equations which describe the characteristics of these devices were presented and explained.
The corresponding inequalities which govern the power flow were also discussed. Device constraints, user
preference and boundary conditions for the problem were also presented and commented upon.



Uncontrolled Scenario

4.1. Introduction

For comparing the effectiveness of any EMS on a power system, it is essential to consider how a power sys-
tem behaves in the absence of the EMS. To this end, such a scenario where the power flows are uncontrolled
was discussed. A system comprising the EV battery, PV system, and the inverter was considered for the un-
controlled scenario. This system was then simulated using the proposed EMS to determine its effectiveness.
Half-yearly power flow for the uncontrolled system were considered. Thus, the power flow can be assumed to
be an indication of seasonal variations in the load and prices. Furthermore, this uncontrolled system could
also be considered as a base scenario for the residential building where the power system was assumed to be
available. For the uncontrolled system, several assumptions were made as well. These were described in the
methodology section. Equations relevant for this simulation were also discussed. After the methodology was
discussed, the resulting power flows and the costs were explained. Finally, comments were provided.

4.2. Methodology

For the uncontrolled case, the system considered only consisted of the PV installation, EV converter, and the
load. The PV installation at the building was considered to be a 30 kW), system with an MPPT and converter
efficiency of 98%. This PV installation was connected to an inverter with a maximum power of 16.4 kW. Thus,
the grid feeding-in was curtailed by the inverter at a maximum value of 16.4kW. The load, as discussed, con-
sisted of the household load and the heating load. But now, the EV is considered only to be a load as it was
assumed that the EV was not capable of V2G for the uncontrolled case. The EV was assumed to charge upon
arrival, and continued to charge until it was full, thus replicating uncontrolled charging behavior. Maximum
power at which the EV could charge depended on the EV converter size, assumed to be 3kW. For the sake of
simplicity, it was assumed that the EV always charged at this maximum rated power. Thus, under uncon-
trolled charging, the EV would charge always at 3kW. This charging occurred until the required set point of 50
kWh was reached. A daily discharge of 9 kW h from the driving trip was considered here as well. Thus, the EV
charged with a power of 3kW for a period of three hours. The load was also assumed to be uncontrollable,
i.e, not allowed to shift in time for DSM applications. Finally, it was assumed that the building does not have
a stationary battery system (BES).

29
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Relation between FIT and Retail Price
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Figure 4.1: Price relation between the feeding-in tariff and the retail price (10% difference)

The associated costs to the system were the PV installation costs, Inverter costs, EV converter and degra-
dation costs, consumption from the grid, and the revenue that would be generated under the situation when
the system was feeding energy back to the grid. However, only calendar degradation of the EV battery was
considered under the uncontrolled scenario. This was done for sake of simplicity. To this end, the percent
difference between the retail price and the FIT was assumed to 10%. This was seen in 4.1. The retail prices
assumed for this study were taken from APX for the year 2018 and were modified to reflect an average value
of €0.20. The prices were dynamic in time and varied for each instance. This variation also meant that the FIT
obtained at any instant varied. However, the absence of EMS meant that it was not possible to determine the
optimal instances to feed energy back or consume energy from the grid. Thus, the positive energy difference
after supplying the load via PV was fed back to the grid.

Table 4.1: System size for uncontrollable scenario

System Component System Size used

Inverter (Pl.”r’lix) 16.409 kW
PV System (P~ 30 kWp
EV Converter (PJ14% 3kW

The relevant equations for the uncontrolled simulation were discussed as well. Grid costs were taken from
equations 3.5b, 3.5a and 3.5c.

total _ pappl heat EV Charging
Pioag =Plogqa M +Proaq(D+P, vi (4.1a)
Pgria(t) = Ppy(t) —PI21(1) Vi (4.1b)
Pgria() <Py Vi (4.10)

Equation 4.1c ensures that the grid power consumption stays at a power level below the maximum grid
EV Charging
load

net grid power is positive, then it was the grid feeding power (Pgr
buy

grid)'

power. In equation 4.1a, P was considered to have a value of 3kW. In equation 4.1b, if the resulting

‘; ll.ld) at that instant. Otherwise, it was the grid

consumption power (P

Ppy(f) = nMPPTPP(;remSt Vit (4.2a)

Ppy() =0 Vi (4.2b)
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Where, MPPT is the maximum power point tracking algorithm designed to allow the PV operation at the
max. power at that instant. PV forecast was taken from KNMI for the year 2018 and Py, (¢) represents the PV
power output at time, t.

The costs of the PV system were calculated by the equation 3.4, where Py was rated at 30 kW),. V), was
€1350/ kW), [72]. Tsim and Ty; ¢, were 2 and 15, respectively, representing the times half a year fits in one year
and the system’s lifetime, respectively. The PV cost for the uncontrolled case was determined to be €1350

The costs related to the EV were calculated by 3.3a and 3.3b. Only calendar degradation was considered
for the uncontrolled case. The EV battery degradation was calculated using the equation 3.10b. EV costs un-
der the uncontrolled scenario were determined to be €691.27.

Inverter costs were also dependent on the maximum inverter power rating which was 16.409 kW. Costs
were calculated by the equation 3.6 where V;;,, was 200€/ kW [73]. The inverter costs were determined to be
€121.06.

Finally, the total cost calculated was the algebraic sum of all the costs.

4.3. Results

4.3.1. Power flow

For the uncontrolled scenario, it was observed that the load was supplied by the grid whenever PV was not
available. There were no alternatives to supply the power during the instances of high costs and the power
from grid was consumed at all times when the PV was not available. This led to increasing consumption from
the grid and thus, the costs. This can be seen in the figure 4.2 below.

Power flow on a cloudy day
20 T T 0.8

Pgrid Load Retail Price

kw
5]
Price (euros/kiWh)

20 0

Time[h]
Figure 4.2: Power output of uncontrolled case on a cloudy day

On a sunny day, the PV output was large, but the load was low. This led to a significant generation in
revenue during the days with high PV output and low load. This combination also helped the system generate
significant revenue for offsetting the consumption costs. This can be seen in the figure 4.3 below.
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Power flow on a sunny day
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Figure 4.3: Power output of uncontrolled case on a sunny day

4.3.2. Costs
For the simulation period of 6 months, the total costs were calculated using the individual system cost com-
ponents. Grid costs were negative which indicated that revenue was actually generated. The grid costs,
;‘ff;”t rolled \ere €-475.15. This revenue generation was significant and was attributed to the large PV size
and the maximum allowable power for feeding in determined by the inverter size. However, the maximum
PV generated could not be fed back to the grid and the excess power was curtailed as observed in 4.3. But this
curtailment of power did not affect the consumption as the maximum consumption power was determined
to be 9.2 kW.

The revenue generated was determined to be (Cgfrlild) €1663.5 and the consumption costs (Cgfiy ;) were
determined to be €1119.3. On subtracting the revenue from the costs, net revenue (Cg;;4) of €-544.203 was
obtained. The PV costs(Cp;), as discussed, consists of the investment costs and was determined to be €1350
for a system of 30 kWp. The inverter costs (C;;,) were determined to be €121.06 and the PV the EV costs (C,,)

under uncontrolled scenario was determined to be €691.27.

The total system costs, which was calculated by adding all four cost components was determined to be
a net total of (Cfo”til‘}””"”ed) €1618.1, for a period of 6 months. The system costs and the components have
been summarized in the below table 4.2.

Table 4.2: System costs for uncontrollable scenario

Component Cost (€)
Inverter (C;‘n"lfomm”ed) 121.060
Grid Costs (cg;’f;"f rolledy _544 203
PV Costs(Cluncontrolledy 1350
EV Costs(Cluncontrolled) 691 27
Total Costs(Clncontrolled) 1618 27

4.4. Conclusion

The total system costs for a system with PV installed and uncontrolled load and EV charging was determined.
The costs were determined for a PV system size of 30 kWp, inverter size of 16.40 kW and a EV converter of 3kW
rated power. The revenue for feeding in was not zero and was a dynamic tariff, varying in time along with the
retail price, with a 10% difference.

The total costs were determined to be €1618.27 and the total grid costs were determined to be €-544.203,
which shows more energy was fed back (8.44MWh) to the grid than it was consumed (4.61 MW h). This



4.4. Conclusion 33

system size and the system costs served as the benchmark used for the cost comparison when the EMS was
added to control the system, allow V2G and a BES was added. Additionally, total costs due to market mecha-
nisms which were added in this work were also compared against this system cost.



Effects of FIT on system sizing and Power
flow

5.1. Introduction

It was discussed that Feed-in Tariffs (FIT) have been widely used as a market mechanism. It was seen that the
FIT were initially proposed to provide incentives for large suppliers to invest in renewable energy generation.
But they were soon introduced for incentivizing end users to invest in their own decentralized generation. In
an energy system which is getting increasingly decentralized with every year, it becomes necessary to deter-
mine the effects of supporting market mechanisms on the household power levels.

It is necessary for various actors involved in the energy ecosystem not only to determine the profits that
were be made by investing in distributed generation and storage systems, but also to determine their effects
on the grid power consumption, and thus, stability of the grid. Furthermore, with the analysis of power flows
and exchange with the grid at different FIT, it is also possible to make an estimate as to how a prosumer house-
hold with this EMS is going to interact with the grid. Moreover, having a better understanding of the power
flow also helps in determining what are some essential ancillary services that need to be prioritised. Using
this knowledge, consumers can make decisions as to how to maximise their self-consumption or change their
system sizing to suit their requirements. Finally, the knowledge can also be used by the system operators to
help understand how prosumers with distributed generation and storage might use their network.

In this work, the analysis of FIT on the power flows and system sizing was performed using a non-linear
optimization model. This model was explained in chapter 3. The optimization model is an Energy Manage-
ment System (EMS) whose objective was to minimse the costs incurred by the prosumer household. The
costs that have been considered were discussed in chapter 3.

5.2. Methodology

Percentage difference of retail price model was implemented where the FIT is a percentage difference of the
retail price. The retail price was obtained from the day ahead market in the Netherlands (APX Prices from
2018). The wholesale prices were changed to reflect the retail price and they were designed in such a way that
the average retail price over the period of simulation was 20 cents. This is the average retail cost of energy
in the Netherlands. As explained, the spot market model of FIT leads to a FIT which is lower than the retail
price (RP) by a certain offset (or a percent). This was seen in the figure 5.1. This percent value was varied
to obtain the results for optimal sizing under different levels of FIT. Starting from a zero percent (FIT equals
RP) difference to one hundred percent (FIT equals 0) in the increments of ten percent, the FIT was varied and
the effects on system sizing and power flow were observed and recorded. It should be noted that the percent
difference between retail price and FIT relates to the following equation

34
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Figure 5.1: Price relation between the feeding-in tariff and the retail price (10% difference)

1 o _ ~buy x
Caria(D = Cerig(- (=5 V1 (5.1)
Where x is the percent difference between the prices. C;erlild(t) represented the FIT and Cgfiy d(t) reflected
the RP.

The prices were one of the inputs to the optimization model along with the PV generation data, the house-
hold and the heat pump load. Optimal system sizes and power flows were obtained by running the model for
different sets of prices and the results were recorded. For different iterations only the feed-in prices were
varied. It should be noted that since the FIT also is dependent on retail price, with increasing difference,
FIT reduced relative to retail price. In other words, when the difference increased, the revenue generation
reduced and thus it can be said that the costs increased.

5.3. Results

The results of effects of different FIT on power flows within the household and the sizing of the system are
presented in figure 5.2 and discussed in this section. Firstly, the effects of FIT on the BES system size and
operational costs were discussed. After the comments on the BES system and costs, the effects of FIT on PV
system sizing were presented and results were discussed. Finally, the effects on EV usage for V2G and EV costs
are discussed. Following those discussions, conclusions are presented.
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Effects of FIT on system size
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Figure 5.2: Effects of feed-in tariffs on system sizing

5.3.1. BES Sizing and Costs (£}, Cpar)

From the plot 5.2, it was seen that the variations in feed-in tariff and the retail price have effects on the BES
sizing. At large feed-in tariffs, it is noticed that the BES size (E Z’;‘;") is the largest at 26.05 kWh for zero differ-
ence. The values for different component sizes and the costs can be found in the table 5.1. The EMS charged
the battery from the grid when the prices were low. Charging is solely done by grid consumption when the
PV output was low or zero. However, when the PV output was large, the EMS also charged the BES using
the energy produced by PV. This phenomenon was observed in the power flows in the figure 5.3. Table 5.1

represents the system sizing and costs for different levels of FIT.

Table 5.1: Table with sizing results for different FIT

100

Characteristic 0 10 20 30 40 50 60 70 80 90 100
BES Size (kWh) 26.057 17.237 10.840 8.882 9.824 | 9.933 | 9.991 | 9.702 | 9.291 | 9.046 | 8.620
BES degradation(kWh)| 0.384 0.248 0.153 0.123 0.131 0.131 | 0.131 | 0.124 | 0.117 | 0.113 | 0.108
BES new value(€/kWh)| 492.638 | 492.793 | 492.931 | 493.097 |493.309 |493.390(493.437|493.611|493.683|493.754(493.762
BES Costs (€) 461.376 | 302.073 | 193.477 | 153.658 |162.204|159.719|158.915(148.796(139.888(134.387|128.109
PV size (kWp) 30 30 30 30 30 26.823 | 18.457 | 8.799 | 6.753 | 5.547 | 4.493
EV Degradation (kWh) | 0.866 0.848 0.773 0.694 0.682 | 0.680 | 0.681 | 0.684 | 0.684 | 0.684 | 0.685
EV Costs (€) 1000 986.651 | 882.737 | 734.586 |712.438|709.187|709.522(713.340(710.939(711.014|711.432
Grid Costs(€) -3,142.526|-2,321.652|-1,656.455(-1,157.649|-887.179|-500.877| 92.310 |654.139(799.239|884.167(952.972
Tot. Costs(€) -142.63 481.22 915.15 1221.06 | 1479.4 |1715.71 (1909.26|1981.31(2014.24| 2036.4 | 2050.5

It was observed that the BES serves a dual purpose. They are: supplying the household load, which can
be equated to avoiding grid costs in the form of retail prices and revenue generation in the form of feeding
generated energy back to the grid. The revenue generated depended on the momentary feeding-in tariff,
which varied over time. As explained, the FIT also varied similar the RP. Also, larger the BES size, larger the
amount energy that could be stored for supplying the load and for feeding back to the grid. Arguably, as
the energy fed in increased so did the revenue generated. Thus the optimization led to a larger BES size at
high FIT to maximize the revnue. However, when the FIT start to reduce, the BES sizes also reduced. This
happened because with the reduced FIT, it was no longer possible to generate the same level of revenue as
the case under large FIT and so a large BES was not necessary and expensive. The total revenue generated
by feeding energy back to the grid at zero difference between the prices was xx. The total revenue which was
generated when feeding enegy back to the grid at 90% difference was determined to be xx. This represents a
drop of xx % in revenue when the FIT started to reduce.
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EMS Output: High PV
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Figure 5.4: EMS output for (different E}'%*, P7i7%) systems for a day with high PV output

Figures 5.3 and 5.4 showed the power flow of various components of different system sizes at high and
zero FIT for days with varying PV output. These figures showed that the FIT had an impact on the size and
the power flow of the system. Since a larger size was observed at high FIT, the power values observed were
also larger. As the system size reduced, the power levels also reduced.

The use of BES also led to its degradation (AE ;}‘;t[) and thus a reduction in the value of the BES per kWh
(Vpat)- Tt also contributed to the operational costs of the BES Cj,;. Equations 3.2a and 3.2b, show that the
BES operation costs depend on the BES sizing and the degradation of the battery. At larger FIT, the battery
degradation was comparatively larger than at lower FIT. This larger degradation was explained by the higher
power levels observed when the FIT was high. This can be observed in figure 5.3. When the FIT dropped to
zero, the power levels of the BES reduced as well which was observed in 5.4. This reduction was observed be-
cause the FIT was zero which meant that there was no possible way to generate revenue. Consumption from

the grid was an increasing cost and thus if energy was consumed at high power, the costs would increase.

Interestingly, from the figure 5.2, it was observed that the BES size does not reduce to zero at zero FIT.

This ocurred because of the dynamic Retail Price (RP) which were used. At instances when the grid price

(/lbuy

gri 4(1), was low, the energy was consumed from the grid and stored in the battery. Additionally, when
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the PV output was available, the BES was also charged by using the PV power (refer figure 5.4). This charged
energy in the BES was then discharged during the evening to supply the load or to charge the EV when it
returned from the trip. Thus, excess consumption from the grid was avoided when there was an optimal BES
size even at low FIT. This optimal value of the BES size was found to be between 8.5 kWh to 9.5 kWh based
on the FIT used. Figure 5.5 showed the energy content of both, the BES and the EV battery for a day under
large and small FIT respectively. It was observed from these plots that the BES use remained similar under
both, high and low FIT. It was observed that around noon, when the prices were high, the BES discharged.
This discharge occurred to supply the load, as observed in the plots in figure 5.3. In the figure 5.6, the energy
content for the EV and BES were observed. Note that sizes of the BES were different for the different prices.
But it was observed that under the high FIT, the charge and discharge of the BES followed the retail price.
When the prices were high, the BES discharged. During the day, after 10:00, the BES started to charge via the
high PV output and discharged again in the evening at 19:00 during high prices. This discharge of BES was
not observed when the FIT was zero.

So, for any FIT, the BES size obtained depended on the investment costs, the retail prices, the FIT, and
the operational costs due to the degradation. At high FIT the converter (which governed the rated power of
the device) size obtained was also large, which led to higher power consumption. It was discussed in section
3.3.3 that the degradation of battery depended on the battery current which was directly related to the bat-
tery power. Thus, if the battery power increased, the battery current would increase as well. This increase in
power thus leads to larger cyclic degradation. However, the converter size reduced along with the BES size
when the FIT reduced. The reduction in the converter size also led to reduction in degradation at lower FIT.
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Figure 5.5: SoC output for batteries of (different E}%%, P1i7%) for a day with low PV output

Thus, for higher FIT, the degradation and the size were larger. This combination led to larger operating
e in prices
was €302.073. When the difference in prices was 90%, the BES operational costs was €134.387. This was a re-
duction of 55.5% in the BES operational costs. It was observed that the BES sizing at 30% difference in prices

costs as well. From the table 5.1, it was observed that the BES operational costs at 10% differenc

was 8.88 kWh while, the BES size at 40% difference was 9.82 kWh.

Cost [euros/kWh]

Cost [euros/kWh]
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Figure 5.6: SoC output for batteries of (different £}%%, PEi?¥) for a day with high PV output

This change in size occurred due to the increasing costs and reducing revenue as observed in this chapter.
At higher FIT EV battery was preferred to supply the demand and feed energy back to the grid over the BES
due to the larger size, relatively larger retention after degradation and capability to charge at higher power
levels. This was observed in the resulting power flows as well (see fig. 5.3). But when the difference between
FIT and RP reaches 40% it was observed that the EV power levels reduced. The average charging power for EV
at 30% is 2.49 kW while at 40% it was found to be 1.66 kW (a difference of 0.83kW). Furthermore, there was
also a reduction of average discharging power for EV from 1.8 kW to 1.3 kW (at 40%). Furthermore, the con-
verter size for the EV battery reduced from 3.5 kW to 2.4 kW when the price difference changed from 30% to
40%. Thus, there was a reduction in EV power when the FIT reduced. However, the max BES converter power
at 30% difference was determined to be 2.72 kW which reduced to 2.71 kW at 40% but saw an increase of
0.94kWh in its size. In other words, the average BES power did not change as much as the EV power did when
the prices changed. The BES power reduced from 1.33 kW to 1.28 kW when the price difference changed from
30% to 40%. This difference was lower than the EV power difference at both prices and showed that there was
not a significant change in BES use.

A factor which affected this change in BES and EV power 30% and 40% differences in prices was the avail-
ability of the EV. BES was always available and thus can be used to feed energy back during the times of high
prices when the EV is not available (between 08:00-18:00). EV availability was same in both situations but
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the FIT changed. Due to this reduction in FIT and the higher availability of the BES (compared to EV), the
EMS preferred to use the BES over the EV at 40% difference. This energy from the BES was used to supply the
demand and feed energy back to the grid, especially during winter when peak prices were observed during
the day between 08:00-10:00 (refer section 5.3.8).

Less energy was consumed from the grid at 40% difference compared to 30% (3.08 MWh as compared to
3.84 MWh). However, this reduction in consumption was explained by the fact that more revenue could be
generated by feeding in at 30% price difference and thus the larger consumption. But, the uncontrollable
loads remained the same. The loads which varied include the BES and the EV charging. But, it was already
observed that the EV charging had reduced. The EV charging energy at 30% difference was 2.47 MWh which
reduced to 1.97 MWh at 40% difference. The BES energy consumed at 30% difference was 1.88 Mwh which
increased to 1.90 MWh at 40%. As mentioned, a possible explanation for this increase in BES energy was to
supply the household demand. To test this hypothesis, the grid costs were calculated for both the situations.
At 30% difference, grid costs were found to be € 744.73 and at 40% difference, the grid costs were calculated
to be €614.74. This was a reduction of 17.4% in grid costs at 40% difference in prices. The reduced grid costs
showed that the BES size increased to supply the demand.

With the grid costs calculated at 40% difference in reference, the size of the BES was fixed at the value
obtained at 30% difference and the simulation was done when the FIT was at 40% difference. It was observed
that the grid costs increased to €633 from €614.74 (an increase of 3%). This shows that the increased BES
size actually led to reduction of costs as the BES was also used to supply the demand and thus, the reduced
consumption from the grid.

5.3.2. PV Costs and Size (Cpy, P]Tp“f)

It was observed that after 40% difference in costs, the PV size reduced and led to lower PV costs. Since the PV
costs are relatively larger than BES operation costs, the PV sizing therefore reduced when the opportunities to
generate revenue decreased. At high FIT, the PV size was large because of the incentive to generate revenue.
The PV costs can be effectively paid back with feeding energy back to the grid. Larger PV allows more energy
to be fed in which means larger revenue. However, when the prices begin to reduce, it is noticed that the
PV sizing also reduces. This reduction occurred due to the reduction in remuneration for the feeding-in of
energy. At low FIT, there is less incentive to feed energy back to the grid. The PV costs are represented in the
equation 3.4.

PV costs only depended on the rated kWp size that was obtained, and since no degradation was consid-
ered for the PV panels, the costs remained the same throughout the simulation period. As mentioned, relative
to the BES and operation EV costs, the PV costs are larger (at high FIT). This led to the situation that if the PV
sizing is kept the same, the system costs will increase significantly. The PV costs obtained at zero FIT was
found to be €202.185. At very low price difference (i.e, high FIT), the PV cost was determined to be €1350,
when the PV size was 30 kW,,. Thus, if the same size of PV was used for zero FIT, the total costs would've
become €3198.31. This figure would represent an increase of 56% in total costs. Thus, due to the reduction
in incentive to feed the generated energy back to the grid and the large costs for a big system size, the PV size
reduced with reduction in FIT.

However, PV size does not drop to zero even when the FIT was zero. This was due to the reason that the
PV served as a source used to charge the BES whenever available. This phenomenon can be observed in 5.7.
This meant that charging the BES using the grid was avoided whenever the PV output was high. An analysis
was done to determine the system costs when there was no PV and was determined to be €2196.5. This "no
PV" system cost was compared to the system cost which was obtained when PV was considered available
(€2050.5). The system costs when there was no PV was €146.5 larger than the situation when there was PV of
4.5kW, for zero FIT.
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Figure 5.7: Comparison of the power flow output of the EMS at 0 FIT for a system with and without PV

Furthermore, it was observed that the PV was oversized with respect to the inverter at high FIT. For exam-
ple, at 10% FIT, the PV size was 30kW), and the inverter rating was 16.409 kW. This meant that the effective
power which can be fed back to the grid via PV was limited by the inverter sizing. This can be explained by
considering the LCOE of the PV system which was calculated in the equation 5.2.

max
Vpy. P

Ppy(06(n) T'*

sim

LCOEpy = (5.2)

On plugging the values of Vpy = 1350 euros/kW, P}"‘;‘x =30 kW), the energy generated by PV (Ppy ()5 (1))
during the time period of simulation, Ts;;,, the LCOE obtained was 0.08 €/kWh which was lower than the
average retail price of 0.20<€. The lifetime of the PV system was assumed ot be 15 years.

Moreover, the oversizing of the PV allowed the EMS to charge the BES and EV by the PV as they were con-
nected to the same DC link and these devices could absorb the part of the PV power. Furthermore, during
the times of high prices in winter, large PV installation also had the benefit of feeding energy back to the grid
to generate revenue. Larger PV at low irradiance produce relatively more power than a smaller PV installa-
tion. However, for this operations to be achieved, PV had to be curtailed during the periods of large PV output.

5.3.3. EV Costs (Cgy)

A trend in changing EV costs was also observed. When the FIT were large, the FIT operational costs were also
high. But as the prices reduced, the EV costs also reduced. At higher FIT, the EV battery was used for supply-
ing the household load and feeding energy back to the grid by the V2G operation. This was observed in the
relatively larger decays of the EV battery capacity at larger FIT (see table 5.1). This phenomenon is shown in
the power flow plots in figures 5.3, 5.4. EV Costs are represented by the equations 3.3a and 3.3b and they were
calculated in a similar method to BES costs.

Furthermore, the max observed power levels of the BES and EV are presented in the below table 5.2. It
was also observed that maximum energy stored in the EV battery was also reduced and it can be concluded
that the EV’s use for V2G has further reduced. The reduction of EV’s use for V2G is visible in figure 5.8. In the
plot, it was observed that the SoC of the EV battery varied more when the FIT was high.
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Table 5.2: Table with maximum BES and EV charging power for different FIT

BES System EV Battery
Difference in prices(%) Pg;‘;x(kW) P{J’Zit"(kW) Pzgied(kW) Pg”‘fx(kW) P}';‘}'”(kW) Pg“l}ed(kW)
0 6.62 6.92 6.95 9.96 10.51 10.52
10 4.56 4.82 4.85 10.32 10.7 10.74
20 3.4 3.54 3.54 8.18 8.52 8.52
30 2.63 2.72 2.72 3.12 3.38 3.38
40 2.61 2.71 2.71 2.38 2.58 2.58
50 2.41 2.51 2.51 2.27 2.47 2.47
60 2.35 2.45 2.45 2.27 2.47 2.47
70 2.11 2.29 2.29 2.34 2.44 2.44
80 1.91 2.07 2.07 2.17 2.26 2.26
90 1.82 1.89 1.89 2.14 2.23 2.23
100 1.74 1.89 1.89 2.14 2.23 2.23
EV SoC
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Figure 5.8: Figure showing the reduction of V2G operation at low FIT by SoC comparison of the EV
For a 10% difference, the obtained EV costs (C,,) were determined to be €986.651.

5.3.4. Grid Costs (Cg/jq)
Grid costs were calculated as the sum of the buying power costs and selling power costs as seen in section
3.3.2. Buying grid costs were determined by the product of the net energy being consumed from the grid with
the retail price at that instant.

Selling grid costs refer to the revenue earned when the energy was fed back to the grid via the PV, BES or
the EV. This cost is assined a negative as it signifies the revenue which is generated by feeding the energy back
to the grid. This was also calculated in a way similar to buying grid costs, the difference being the energy fed
back in is multiplied with the feed-in tariff at that instant.

Mathematically, they are expressed in equations 3.5a, 3.5b and 3.5c. It was seen that as the FIT reduce,
the grid costs begin to increase. At larger FIT, grid costs are negative, implying under these conditions, the
prosumers make a net profit. Naturally when the FIT reduced, the grid costs rose. It should be pointed out
that the retail prices remain the same and do not change when the feed-in tariffs change. It was, however, due
to the reduced FIT that the grid costs increase as the same amount of revenue cannot be generated anymore.
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5.3.5. Inverter costs and Interest(C; ¢, Ciny)
Inverter costs C;,, was calculated by using equation 3.6. For a 10% difference in FIT, the inverter costs was
determined to be €121.06. This cost depended on the maximum inverter size obtained for a particular FIT.

Interest costs were calculated on the investment of BES and depended on the rate of interest, (assumed
to be 1%) and the size of the BES (E; ). Interest was calculated using equation 3.7. For a BES size of 17.237
kWh, the interest was determined to be €43.092. Interest depended on the obtained BES size and the interest
rate.

5.3.6. Comparison of the system at 10% FIT with uncontrolled case
The system costs for the system size at 10% FIT was compared with the system costs for the uncontrolled
scenario described in the previous chapter. Additionally, the average grid power was also compared.

For the system size obtained at the 10% FIT 5.1, the system size had a PV size of 30 kW), inverter size of
16.409 kW and a BES was added, of capacity 17.237 kWh (refer 5.3). The differences between the system costs
for this sizing under optimal power flow algorithm and the uncontrolled case include the additional BES costs
in the form of investment and operational costs. Another additional cost was the cost due to the degradation
of the EV battery due to V2G, which was assumed to be absent in the uncontrolled case. Finally, the interest
due to the acquiring the BES was also considered as a part of the system costs.

It was seen that the grid costs for the system under optimal power flow and sizing by the alogrithm was
-€2321.65. The grid cost under the uncontrolled case was -€544.203. This represented a significant drop in
the grid costs which was 326.6% lower than the costs under the uncontrolled case. This meant that significant
revenue was generated when the V2G operation and a BES under the optimal control was considered.

Table 5.3: System size obtained for 10% FIT

System Component System Size used

Inverter (P;Z?}x) 16.409 kW
PV System (Pp;/** 30 kWp
EV Converter (Pgl‘fx) 10.74 kW

BES Size (EZZ‘;X) 17.237 kWh
BES Converter (Pl’)';‘;x 4.75 kW

Additionally, the EV costs were found to be €986.65 under the optimal control. The EV costs for the un-
controlled situation was found to be €691.27. However, under the V2G operation, the costs of EV operation
also considered the cyclic degradation effects and the V2G operation. This was an increase of 29.93% in EV
operation costs under the controlled case. Moreover, the BES costs under the controlled case was determined
to be €302.073 which was €0 under the uncontrolled case as there was no BES considered.

The costs of the PV installation and the inverter costs were, however, the same for both the cases, con-
trolled and uncontrolled and were €1350 and €121.6 repsectively. These costs were calculated using the cost
equations presented in chapter3.

Furthermore, the introduction of the BES and the V2G under the control of the EMS also brought notice-
able changes for the peak grid consumption power. For the uncontrolled situation, the peak consumption
power was 9.27 kW, with the average consumption power being 1.9 kW. For the system under the control
algorithm, the maximum grid consumption power was 15kW and the average grid consumption power of
8.8kW. Maximum feeding-in power of 15 kW remained same for both the situations. This showed that the
grid power peaks increased under the control algorithm which was explained by the incentive to feed energy
at high power to generate large revenue, offered by high FIT. The FIT for both the situations remained the
same.
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Table 5.4: Comparison of system costs between controlled and uncontrolled cases for the same system size

Uncontrolled Controlled under the algorithm

Inverter Costs(Cj ;) (€) 121.06 121.06
PV Costs(Cpyp) (€) 1350 1350
BES operational costs(Cp ;) (€) - 302.073
EV Operational costs(Cey) (€) 691.27 986.651
Grid Costs (Cgr,-d) €) -544.20 -2321.65
Total Costs(Ctprqp) (€) 1618.27 481.22

The total system costs reduced by 70.26% for the controlled case, under the EMS smart control algorithm
as opposed to the situation where there was no control.

5.3.7. Effects of V2G on costs and power flow for different tariffs

To further quantify the effects of V2G, simulations were performed on the same system size (refer table 5.3)
which was obtained for the scenario of 10% difference between FIT and RP. Prices were varied for the same
system size and the results were recorded for the situation when the maximum EV discharge power (P (1))
was set to zero. When this power was set to zero, V2G operation was not possible.

The prices used for this analysis were 10% difference between prices, 0 FIT and time of use (ToU) prices
(refer table 2.1). For the different prices mentioned, the costs were compared and the resulting power flows
were analysed as well.

Under 10% difference in prices

Under 10% difference in prices, the resulting power flows were already discussed in the previous sections.
It was observed that the energy was consumed from the grid during the times of low RP and was fed back to
the grid when the FIT was high. This difference in prices was plotted in the figure 5.1 and the resulting power
flow were observed in figures 5.3a and 5.4a.

However, there were significant changes in the power flow when the V2G operation was prevented. The
power flow for the same day under the cases with and without V2G were presented in the figures below.

Comparison of power flow with and without V2G
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Figure 5.9: Comparison of BES, EV and grid power for high FIT with (top) and without (bottom) V2G

In the figure 5.9, the power flow was presented for a day with high PV output. The top plot represents the
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power flow when V2G was considered and bottom plot represents the power flow when it wasn’t considered.
Since the FIT was large and the PV output was also high, most of the generated PV power was fed back to the
grid. This explained the high feeding-in grid power (Pg,;4(1)) during the day. However, there were differences
observed. Between 07:00 and 09:00, under no V2G, the grid feeding power was not as large as when the V2G
was considered. This was explained by the inability of the EV battery to supply energy back to the grid in the

morning hours as seen in the top plot.

Furthermore, it was observed that the charging power for EV under no V2G was lower than the situation
when V2G was considered. This reduction happened because the EV could not be discharged to either sup-
ply the demand or to feed power to the grid. Thus, there was no requirement to charge the EV battery at high
power and the only necessity to charge the battery was to have the required amount of set energy content
(50 kWh) for the following day. This charging of the battery did not occur at a large power as opposed to the
situation when V2G was considered. The high charging and discharging power for the EV battery under V2G
occurred because apart from driving, stored energy was also fed to the grid to generate revenue. This energy
could only be available if the EV power increased. Under V2G, the maximum power observed in the plot was
around 10kW, both for charging and discharging. However, when V2G was removed, the discharging power

reduced to zero and it was observed that the charging power did not exceed even 5kW.

Due to this reduction in the EV charging power and its incapability to discharge for supplying (demand or
to feed power back to the grid) under no V2G, the BES power changed. The BES power increased on an aver-
age when the V2G operation was not allowed. This occurred because at this level of FIT, significant revenue
could still be generated. Thus, to compensate for the loss of V2G capability, the EMS decided to charge and
discharge the BES at a higher power. When V2G was considered, the BES charging or discharging power did
not exceed 5kW during the day plotted in the figure 5.9. However, when V2G capability was removed, the BES

charging and discharging power increased beyond 5kW, reaching to 7kW.

Figure 5.10 represents the situation when the PV output was low on a winter day. Here too, it was observed
that the EV discharged during the evening when the price was high. It was again observed that the grid con-
sumption was reduced as the power to charge the EV battery was low and the BES charging and discharging

power increased when no V2G was considered.
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Figure 5.10: Comparison of BES, EV and grid power for high FIT with (top) and without (bottom) V2G (low PV)

The total costs (C;orq;) When V2G was considered was €481.22. This number increased to €638.03 when
V2G was restricted. This represents a 45.16% increase in total costs when V2G was restricted. The total BES
(Cpar) under V2G was determined to be €302.073 which rose to €349.10 when V2G was not allowed. This rep-
resented an increase of 15.51% in the BES operational costs. The EV costs (Cg;), on the other hand, reduced to

Price (euros/ W)
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€698.51 from €986.65 when V2G was not allowed, representing a reduction of 29.2% in EV operational costs.
The grid costs reduced from -€2320.94 to -€1891.5. This represents an 18.51% increase in grid costs when V2G
was not allowed.

The changes in the power flow of BES and EV also led to changes in their battery degradation. The total
degradation in battery (AE 2‘; ”t) caused during the period of six months was determined to be 0.24 kWh when
V2G operation was allowed. But this degradation increased to 0.27 kWh when V2G was not allowed. This
represented an increase of 12.5% in degradation. This increase occurred due to the higher power values of
the BES when V2G was absent, to generate revenue. Conversely, the absence of V2G led to a reduction in EV
battery degradation (AEL}/). Under no V2G, the EV battery degradation was determined to be 0.67kWh, a

reduction of 20.2% from 0.84kWh under V2G. Thus, absence of V2G led to a reduction in the degradation of

EV battery degradation. These values are summarized in table 5.5.

Under zero FIT

When the FIT was reduced to zero, for the same system size, the changes in power flow were quite signif-
icant. All the power values had reduced because the FIT was zero which meant that revenue generation by
feeding energy back was also null. This inadvertently led to increase in total costs to the system and to reduce
the costs, the energy consumed reduced. Thus, the power at which energy was consumed also reduced. Thus
a general reduction in power was observed. The power flow for the case when V2G was available and for the

case when V2G was absent was presented in the figure 5.11.

Comparison of power flow with and without V2G
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Figure 5.11: Comparison of BES, EV and grid power for 0 FIT, with (top) and without (bottom) V2G (low PV)

On comparison with the case with high FIT, it was observed all the power level during the day are signifi-
cantly lower. Energy was consumed from the grid during the time of low prices, during the night. This energy
was stored in the BES and EV which were later discharged during the period of high load in the evening (at
time of high prices). It was also observed that the EV discharged in the evening (around 19:00-21:00) to sup-
ply the demand as the energy prices at that instant (/1?:3' (1) were high. However, when V2G capability was
removed, it was observed that during the evening hours, the demand was instead met by consuming power
from the grid. BES was also discharged under both the scenarios to meet the demand. Furthermore, most of
the power consumed from the grid during the night was used to charge the BES and not the EV under both
cases, with and without V2G. This behaviour was different compared to the case when FIT was high and V2G

was active where it was preferred to charge the EV instead of BES.

As observed in the figure 5.11, there are indeed differences in the grid and BES power flow and values.
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However, these differences are not stark. The use of EV for V2G was already reduced, which dropped to zero
when V2G capability was removed. The reduction in V2G at zero FIT occurred because the using EV for sup-
plying demand would mean more energy would be required from the grid to meet the user preferences and
supply demand at the same time. This would result in higher costs. Also, it would add the costs due to cyclic
degradation of the EV battery. Presence of V2G operation meant more energy could be stored and supplied
for meeting the demand and thus reducing the costs. Moreover, it was also observed that the PV output was
curtailed and was used to charge the BES during the day. Overall, it was observed that at zero FIT, there was
not much difference in the costs or degradation of the batteries with and without V2G.

The total costs (C;o;) under the situation when V2G was active, was determined to be €2860 while the
total costs when V2G was not active was determined to be €2867.4. This represented a total increase of 0.25%
when V2G capability was removed. The BES costs under the situation when V2G was active was determined
to be €246.536, which increased to €249.882 when V2G was restricted. This represents an increase of 1.37%
in BES costs (Cpg4;¢). EV costs (Cgy) also didn't show a significant change. With V2G capability, the EV costs
were determined to be €702 while they were equal to €698.472 when V2G was restricted. This represents a
reduction of 0.5% in costs when V2G was restricted. Grid costs (Cg,;q) were €418.19 when V2G was allowed
and increased to €423.96 when V2G capability was removed. This was an increase of 1.36% in grid costs.

There were similar changes observed in BES and EV battery degradation. BES degradation (AE Il;ztz) un-
der V2G was determined to be 0.2046 kWh whereas it was determined to be 0.2058 kWh when V2G was not
available. This represented an increase of 0.58%. Similar values were also obtained for EV degradation. EV
degradation (AE}}}) was determined to be 0.6715 kWh without V2G which increase of 0.6751 kWh when V2G

was active. This represented an increase of 0.53%. These values are summarized in table 5.5.

Under ToU prices

Time of Use prices were discussed in chapter 2 (see table 2.1). These prices did not vary during each time
step, but rather varied depending the time of the day: day price and night price. The time of use prices for
the day (considered from 09:00-20:00) were 0.2202 €/kWh, between 00:00-09:00 and 20:00-00:00 were 0.2061
€/kWh. The FIT was a constant of 0.092 €/kWh for all the hours.

Figure 5.12 represents the power flow of components for a day with low PV output under the ToU tariffs
with and without V2G. It was observed that more energy was consumed from the grid during the time of low
prices, i.e, during the night.

Comparison of power flow with and without V2G
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Figure 5.12: Comparison of BES, EV and grid power for ToU prices, with (top) and without (bottom) V2G (low PV)

Price (euros/kWh)



5.3. Results

50

Furthermore, it was observed from table 2.1 that the FIT was always lower than the retail price. Thus,
feeding energy did not generate the same revenue observed under the 10% difference between FIT and RP
under dynamic prices. Having the FIT much lower than the RP at all instances made feeding in only prof-
itable when PV output was high. Thus, it was observed that neither the BES nor the EV battery were charged
and discharged at high power. It should be noted that supplying the demand using the battery or through
V2G would have been cheaper than using the grid during the evening (just before 20:00). However, this does
not happen as the EV arrives back after 18:00 and has an hour to supply the load before the retail prices re-
duce. But since the charging of the EV has to happen later (for the trip next day), through grid, which results
in shifting of costs rather than significant reduction. When the prices reduced after 20:00, the consumption

from the grid increased to supply the load and charge the batteries.

Furthermore, it was observed that the BES discharged steadily throughout the day at a power of 0.4kW.
This occurred to supply a portion of the load during the day, at the time of high prices. However, when the PV
output was hig, the BES was also charged by the generated PV power. In figure 5.13, power output for different
devices were observed for a day with high PV output with and without V2G available.
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Figure 5.13: Comparison of BES, EV and grid power for ToU prices, with (top) and without (bottom) V2G (high PV)

As mentioned earlier, it was feasible to feed power back to the grid when the power output from PV was
high. Furthermore, it was also observed that the BES was discharged to charge the EV during the night hours.
Furthermore, it was observed that for both cases, with and without V2G available, there were no significant
changes in power flow. This led to conclusion that V2G does not make a big difference in costs when ToU
prices were considered. This conclusion was proved by considering the various costs involved.

The total costs (Cyprq;) when ToU with V2G was considered was determined to be €1778.7, which rose to
€1784 when V2G was not allowed. This represents a 0.3% increase in costs. The EV costs (Cgy) when V2G
was considered under ToU prices were determined to be €698.83 which decreased to €698.4 when V2G was
not allowed. This represents a 0.06% decrease in EV costs. The BES costs (Cbhat) under ToU with V2G were
determined to be €237.08 which increased to €237.10 when V2G was restricted. This is an increase of 0.008%
in BES costs. The grid costs were negative for both the cases, with and without V2G. With V2G, they were de-
termined to be -€650.204, which decreased to -€646.966 when V2G was restricted. This represents an increase
of 0.5% when V2G was restricted and thus concludes that V2G does not lead to a significant change in costs

at ToU tariffs.

Similar results were also found for the BES and EV degradation A

tot
Ehat’

AELS. EV battery degradation was

determined to be 0.6719 kWh when V2G was active which reduced to 0.6715 kWh when V2G was restricted.
This represented an reduction of 0.059% in degradation. The BES degradation was determined to be 0.1955

Price (| euroh,-"l;\ﬂ‘n

Price (euros/ KWh)
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kWh for both the cases from which it was concluded that the BES use did not change much between the two
scenarios. These values are summarized in table 5.5.

Table 5.5: Variation in costs when V2G is allowed and not allowed under different prices

High fit Low Fit ToU Prices
Characteristic WithV2G NoV2G | WithV2G NoV2G | WithV2G No V2G
EV Costs (Cgy, € 986.64 698.51 | 702 698.5 698.83 698.5
Bat. Costs(Cpqy, €) 302.07 349.10 | 246.53 250 237.08 237.10
Grid Costs(Cgriq, €) -2320.94  -1891.5 | 423.96 418.19 | -650.204  -647
Total Costs(Cyotai» €) 481.2 638.03 | 2860 2867.4 | 1778.7 1784
Batt. degradation(AE{)‘;tt, kwh) | 0.24 0.27 0.2046 0.2058 | 0.1955 0.1955
EV degradation(AELS?, kWh) 0.84 0.67 0.6751 0.6715 | 0.6719 0.6715

5.3.8. Seasonal Analysis of FIT on power flows at 10% difference
Additional to the results presented in this section, a seasonal analysis was also done to determine the system
behaviour over the period of simulation (half year). This was done on the system size mentioned in table 5.3.

For the seasonal analysis, it was assumed that the difference between the FIT and RP was 10%. More-
over, the starting date for the simulation was assumed to be 01/01/2018, starting at 00:00 hours. Winter
season was assumed from 01/01/2018 to 28/02/2018, spring from 01/03/2018 to 30/04/2018 and summer
from 01/05/2018 to 02/07/2018. The time steps for the analysis were one hour each and a total of 4380 hours
(period for which the input data was also used) resulted in a period of time starting at 01/01/2018 00:00 to
02/07/2018 11:00.

For each month, the average hourly power of different components were obtained and were aggreagted
over a single day. Thus, for example, all the power in the winter were averaged on a hourly basis and were
plotted against a period of twenty four hours which represented a average winter day. Plots for the average
winter, spring, summer and overall average powers were plotted against a period of twenty four hours. The
plots and comments were discussed.

Grid Power
Figure 5.14 showed the variations in average grid power during the period of half year. From top to bottom,
the subplots represent avg. power during winter, spring, summer and the overall period.
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Average grid power for winter, spring, summer and total half year aggregated over one day
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Figure 5.14: Average grid power during winter, spring, summer and overall period (from top to bottom) plotted against a period of
twenty four hours

From the above figure, it was observed that the average grid power (Pg,;4(#)) was positive during the day
(08:00-19:00) and in the evening (from 19:00 to 22:00) and negative during the night. Positive grid power
meant feeding energy back to the grid and negative power means consumption from the grid. Considering
the RP (Cgfl.y 4)» itwas observed that the grid power consumption occurred during the night, with a maximum
average power greater than 10 kW. Feeding in occurred at similarly high power levels in the evening when
the RP was high once again. Thus, in the night (early morning), peak consumption was observed and in the
evening, peak feeding in was observed.

On comparison between grid feeding powers during winter and the other seasons, it was observed that
the average grid feeding-in power during the day increased in spring and summer. This occurred due to the
higher PV output during the spring and the summer season. Furthermore, it was seen that the number of
feeding in hours in the winter were comparatively smaller than the number of feeding in hours during spring
and summer. This was again due to the availability of the PV output. Moreover, the PV output was used to
charge the BES which was then discharged into the grid between 17:00 and 18:00, until the EV was again avail-
able for feeding energy back via V2G. It should also be noted that during spring and summer, the PV output
was first used to charge the BES and the remaining power was fed back to the grid.

EV Power
In the figure 5.15, averag EV power (P,,) for winter, spring, summer and the total half year period was
plotted after aggregating the averages for a period of twenty four hours.
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Average EV power for half year aggregated over one day
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Figure 5.15: Average EV power during winter, spring, summer and overall period (from top to bottom) plotted against a period of twenty
four hours

It was observed that the avg. EV power was positive during the night, with a peak of about 8.8kW during
spring. A positive power related to charging while a negative EV power related to discharging of the battery,
either to supply the demand or feed energy back to the grid via V2G. The EV charged at night during all the
seasons, as observed, due to the low RP during the night. This charging was enough to supply the energy
required for the driving use (for which a set point of 50 kWh was set to be achieved at 08:00) during the day. It
was also observed that the during the period of increasing prices two hours before departure, the EV battery
discharged to the grid to feed energy and generate revenue.

When the EV returned at 19:00 in the evening during the times of high prices, the EV battery discharged
energy back to the grid to generate revenue before, finally, beginning to charge again. It was observed that
the charging power, on average, increased during the nights of spring and summer. This happened due to the
relatively lower RP as compared to the winter season. Furthermore, it was noticed that, in the evening, based
on the hour the peak RP occurred, the peak average power shifted as well. This peak power shifted to coincide
with the peak price which would be received for feeding energy back to the grid. EV was not available during
the period 09:00-18:00 and thus zero average EV power was noticed between these times.

Battery Power
In the figure 5.16, averag BES power (Py,,) for winter, spring, summer and the total half year period was
plotted after aggregating the averages for a period of twenty four hours.
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Average bat power for winter, spring, summer and half year aggregated over one day
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Figure 5.16: Average BES power during winter, spring, summer and overall period (from top to bottom) plotted against a period of
twenty four hours

A behaviour similar to the EV power was also observed for the BES power. Charging of the BES occurred
during the night at low RP and discharging during the times of high prices. However, since the BES was al-
ways available, frequent charging and discharging behaviour was noticed during the span of the day. The
BES was discharged back to the grid to generate revenue during the periods of morning peak prices (between
08:00-11:00). It was then charged again during the time of low prices in the afternoon until the period of high
prices during evening.

Compared to winter, there were noticeable differences in the avg. BES power during spring and summer.
Firstly, it was noticed that the charging of the BES happened for a longer duration during spring and summer.
This was due to the high PV output during spring and summer. Overall, it can be said that the BES usually
charged through PV and then either discharged back to the grid to generate revenue or was used to supply the
demand. Secondly, it was noticed that the average discharge power was higher in spring and summer com-
pared to winter scenario as the available PV output meant that the BES could be charged for a price lower
than the RP at a later occasion.

This is also the reason why the average BES charging power during winter night hours was higher than
the average BES charging power during spring and summer night hours. During spring and summer, the BES
was charged by the high PV output during the day and thus charging at comparatively higher RP during the
night was avoided. From figures 5.14, 5.15, and 5.16, it was seen that the maximum and minimum powers
correspond to minimum and maximum retail prices, respectively, during the day. It was observed that when
this peak prices shift, the consumption/feeding-in also shifted along with the prices. For example, in 5.16,
it was observed that the peak discharging power was at 18:00 during winter, which shifted to 20:00 during
spring. The peak price for winter was also observed at 18:00 while the peak power for spring was observed at
20:00. This showed that RP could be used to change the consumption and the feeding-in behaviour. Thus,
dynamic retail prices could potentially be used to manage the grid loading and help in solving grid issues.

PV Power
In the figure 5.17, average PV power (P),) for winter, spring, summer and the total half year period was
plotted after aggregating the averages for a period of twenty four hours.
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Average PV output for winter, summer, spring and half year aggregated over one day
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Figure 5.17: Average PV power during winter, spring, summer and overall period (from top to bottom) plotted against a period of twenty
four hours

PV power depended on the solar irradiance available during the months. This meant that the avg. PV
output for winter was lower than the avg. PV output for summer and spring. This was also observed in the
plot. As the average PV power increased, feeding energy to the grid also increased. This was observed in fig-
ure 5.14 during the day hours in spring and summer when the feeding in increased compared to the winter
hours. Also, as discussed, the increasing PV power during spring and summer was also used to charge the
BES along with feeding energy back to the grid. Moreoever, during summer, the PV output is larger compared
to PV output during spring due to higher irradiance. Furthermore, it was also observed that when the PV out-
put was large, the retail prices reduced. This showed the advantages of having a storage system for revenue
generation.

Table 5.6: Seasonal variation in the average grid, BES, EV and PV power under 10% difference in RP and FIT

Grid Pgyiq (kW) Battery Ppq; (kW) EV P,y (kW) PV Pp,y, (kW)
Season Feedingin Consumption | Charging Discharging | Charging Discharging | Average
Winter 10.49 11.34 2.79 3.66 8.85 9.55 7.97
Spring 11.36 10.28 2.67 4.01 7.73 9.12 12.64
Summer | 12.07 10.92 2.26 3.34 8.67 8.84 13.4
Total 10.56 10.36 2.30 3.03 7.94 8.84 11.16

5.4. Discussion

The effects of FIT on the power flow for the house were observed and explained in this chapter. It was seen
that the larger FIT lead to higher peak power for the devices and the grid. More energy was being fed in at
large FIT which resulted in larger degradation of the BES and the EV batteries. It was also observed that under
large FIT considerable amount of energy consumed from the grid was fed back at instances when the FIT was
larger than the instantaneous retail price to generate revenue to offset the consumption costs.

Despite the situation with large FIT being beneficial to the household in minimizing the costs, there can
be negative effects. These effects appear in the form of large grid peak. For a single household, this situation
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might not pose a problem, but if multiple similar households are placed on the same feeder, the distribution
grid has a possibility of being overwhelmed and congested for longer periods of time. If this situation con-
tinues, chances of a breakdown occurring can increase. Additionally, grid congestion would occur which can
lead to voltage and frequency issues and thus lead to a drop in the quality of power. Thus, the FIT has to be
designed carefully and should consider the penetration of distributed energy generation sources at any point
before any changes are made to it.

However, FIT still remains an attractive incentive for prosumers to invest in renewable energy sources. As
aresult, the share of installed rooftop PV panels have increased and it has given the households a new means
of revenue generation [79]. Having such a PV/BES-EV system also creates opportunities for consumers to
participate in ancillary services markets or flex markets. P2P markets are also becoming relevant as a result of
increasing amount distributed energy sources in the distribution grid as the traditional process of transmis-
sion over long distances can be avoided.

But the issues of grid voltage, frequency and harmonics still remain relevant [13]. To this end additional
incentives in the form of market mechanisms are required to prevent the grid issues. Grid expansion can also
help solve these issues but are expensive and is a slow process. To better understand the issues at a grid level,
further research needs to be done where multiple houses with the system used in this research are being used
under the same situation on a low voltage feeder level.

5.5. Conclusion

It was observed that the larger feed-in tariffs incentivise larger BES storage and larger PV installation. As a
consequence, the power levels, on average, are larger as compared to the case when the FIT are lower. It can
be said that larger FIT incentivise distributed generation and are an effective market mechanism for this pur-
pose. However, large FIT can lead to consumers oversizing their generation and storage systems and might
lead to congestion in the networks if energy flows are not regulated properly. In this study, the optimization
was done to minimize the costs of a prosumer household. But when multiple households in a same feeder
are considered, the optimization might need to be changed due to the reason that the grid constraints (such
as maximum network capacity) also begin to play a significant role. Moreover, when multiple houses are
considered, it might be interesting to maximize the social utility rather than minimizing the cost.



Capacity Mechanism

6.1. Introduction

One of the mechanisms proposed to overcome generation scarcity was capacity subscription [26], [42]. Apart
from generation scarcity, capacity subscription also helped reduce the peak power in distribution grids. How-
ever, the mechanism proposed by de Vries and Doorman [26] was modified for this work. Capacity subscrip-
tion was described as the capacity mechanism under which a consumer chooses to subscribe to a particular
capacity level for a household based on their demand preferences. de Vries and Doorman [26] proposed this
mechanism as a means to prevent supply interruption by curtailing excess consumption during generation
scarcity. Thus, this method is also helpful in avoiding large energy prices during the times of scarcity. An
important point to be noted is that de Vries and Doorman proposed that activation of Load Limiting De-
vices(LLDs) must only occur during the times of scarcity or congestion. The main aim of implementing this
mechanism in this thesis, however, was to test the hypothesis that implementing capacity subscription will
lead to stable grid power consumption and lower power peaks.

The capacity mechanism was first described along with the intended outcomes of this mechanism. The
method of determining the optimal power subscription and the penalty mechanisms are described. Results
of the simulation of capacity mechanism for two different capacity prices (and their variations) were also dis-
cussed. Power flow within the household and the grid power were discussed and compared with the situation
when the system was behaving under the influence of the FIT alone. However, the system sizing used was not
varied and kept constant. The sizing used was the sizing obtained when the difference between the retail
price and FIT was 10% (see chapter 5).

Discussions related to the challenges and the opportunities in using this capacity mechanism were then
made and the conclusions are then presented.

6.2. Methodology

In contrast with the method proposed by the authors [26], the current thesis implemented the mechanism in
a way proposed by Bjarghov and Doorman in [42] (see 2). This was done to simulate the effects of the power
flow when a subscribed capacity level has to always be respected regardless of the capacity. This has been
termed as the static method for the capacity subscription. Surpassing the capacity limits subscribed lead to
penalties. However, Bjarghov and Doorman’s [42] primary objective was to determine the differences in the
energy costs of the household under capacity subscription with and without a BES to comment on its effects
in reducing the costs.

57
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Figure 6.1: Schematic of the Capacity Mechanism implemented

In this study, however, the BES was already considered as an energy storage as described in chapter 3. All
the system components described so far were considered. Moreover, to effectively compare the effects of the
capacity mechanism, the system size obtained at 10% difference between the retail price and FIT was used
for all the capacity prices considered in this research (see table 5.3). The uncontrollable load remained the
same and it is assumed that they are not flexible. Furthermore, the effectiveness of the mechanism to reduce
the peak grid power was also determined and the costs were compared with the uncontrolled case.

The capacity cost was introduced which was a price in terms of €/kW. Thus, larger the capacity consumed
at any instant, larger the cost. This price was multiplied with the grid power at any instant ¢. Since the objec-
tive was to reduce the grid power, only changes in grid power led to changes in capacity cost. A new variable
called the capacity subscription (Py,;;) was introduced with the objective that the EMS would decide to deter-
mine the optimal connection capacity for the household based on the load and the capacity price. To ensure
the optimal capacity was selected, a penalty mechanism was also added. The penalty was applied whenever
the grid power exceeded the subscribed limit. This penalty incentivized the EMS to manage the load and
power flow in such way that the grid power was either equal to the subscribed power or lower. The capacity
prices were taken from the local DSO and from the Norwegian regulatory authority provided in [42], [80]. The
prices were 0.0015 €/kW/h and 0.0123 €/kW/h. These prices were multiplied by 1 to 5 to get a range of capac-
ity prices which were used to determine how the subscribed capacity changed with changes in capacity cost.

A penalty of 10x the capacity price was added whenever the grid power exceeded the subscribed capac-
ity. This factor was also taken from [42] and the authors regard it to be a generic level of penalty. Thus, for
example, if the subscribed capacity was 10 kW and the capacity price was 0.0015 €/kW/h, the penalty price
would be 0.015 €/kW/h whenever grid power (Pg;;4(f)) was greater than 10 kW. These penalties were added
cumulatively and the total capacity cost was the sum of the basic capacity cost and the penalties. This total
cost was then added to the objective function described in chapter 3.

The following equations were implemented to reflect the capacity mechanism. Equation 6.1a describe
the normal capacity cost and equations 6.1b - 6.1c describe the penalty costs

Cﬁé‘f;(t)=Psub~Csub Vit (6.1a)
Chapy=Cildw Vi (6.1b)
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Coap (1) = (X1 — my (Pgyp +0.1)) + mng,(rid(t) WVt (6.1¢)

Py, denoted the optimal subscribed capacity and Cs,,;, was the cost per kW per hour. For the prices ob-
tained from the Dutch DSO, the value of Cs,; was €0.0015/kW/h and for the prices obtained from NVE, the
value of Cg,,;, was €0.0123/kW/h. These equations ensured that the optimal capacity was chosen by the EMS
based on the load and the prices. The equations 2?2 - 6.1c were modelled using the linear equation for a line,
y = mx + ¢ where m is the slope of the line and c the intercept formed at the point of intersection with the
y-axis (fig 6.2). The value of m and ¢ depended on the capacity prices being used. These inequalties ensure
that the grid power remains below the subscribed capacity or the penalty is applied for exceeding that power
level. The addition with 0.1 represents the sensitivity of the system in determining when the penalty was to
be applied.

To prevent excess consumption beyond the subscribed capacity, two limits were placed. A financial incen-
tive and a physical limit. When the grid power at any instance exceeds 1.5x the subscribed capacity, a penalty
equal to 50 times the capacity price was added. The physical limit was a hard constraint which would ensure
that the grid power would never exceed 1.5x the subscribed capacity. These two can work independently or
together. They are represented by:

Pap<PpSy Vi (6.2a)

Pgn. JSL5Pg, Vit (6.2b)

Clay () 250CsupPouy V1 (6.2¢)

Clap = (X2 — ma(1.5P g, +0.1)) + mngn. FGEEN 2 (6.2d)

Xx» and my were also calculated in a similar way to x; and m; however, the values used to calculate them
would have a difference of a factor of 50. Furthermore, it should be noted that the representation Péfri 4 Signify

both the feeding-in and the consuming power. Thus, this mechanism also ensures that excess feeding-in
power was penalized as well along with excess consumption power.

Table 6.1: Table explaining the parameters used for the penalty calculation for the low price from the Dutch DSO

Symbol Quantity Value
X1 Y-intercept obtained from the penalty line (10Cy,,;) 0.015
m Slope of the penalty line 0.135
X2 Y-intercept obtained from the excess penalty line (50Cy,;,;,)  0.075
mo Slope of the excess penalty line 0.6

The cost and the penalty curves were shown in the following figure 6.2. m; and m, were calculated for the
different cases using this image, where m;, > m;. x; and x, were the different costs and also, x, > x;. From the
below figure, mathematically, m; = %. my was also calculated but for the higher power(1.5xPg,,},)
and price (50xCj,,)
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Figure 6.2: Representation of penalty calculation
The total capacity costs were calculated using the equation 6.3.
L d en
Ceap= Y. (Cot 0+ Cliy (1)) v 6.3)
t=1
The modified objective function will then become
min(Ciorar) = min(Cpar + Cpv + Cpv + Cgria + Cint + Ciny + Ceap) (6.4)

6.3. Results

In this section, the observed outputs of the impemented capacity mechanism were discussed and presented.
Firstly, the effects on the power flow were discussed and then the effects on total costs were discussed.

6.3.1. Effects on power flow

As discussed, The capacity tariffs (CT) were increased up to 5 times their original value (from local DSO: €
0.0015/kW and from NVE: € 0.0123/kW). It was seen that when the capacity tariffs increased, the subscribed
capacity reduced. The subscribed capacity is chosen by the EMS. When the capacity costs were € 0.0015, the
capacity subscribed was 14.9 kW. The resulting power flow was the same as that was obtained when there was
no capacity costs present. The revenue generated was same but total costs increased by a value equal to the
capacity costs.

However, when the prices/kW started to rise, the subscribed capacity also reduced. This was due to the
increasing costs per kW. Larger the capacity subscribed, larger the payment that needs to be made. Since the
EMS minimizes the total cost, the capacity subscribed reduces. This was observed in figure 6.3
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Variation in subscribed capacity with respect to capacity cost
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Figure 6.3: Influence of the capacity prices on subscribed capacity

Due to reduction in capacity subscribed, the peak grid power also reduced. This reduction happened to
minimize the total costs. Exceeding this power would lead to large fines and thus, the Capacity mechanism
leads to reduction of the grid power levels. The average power levels reduced as well. When prices from

the local DSO were considered, average grid power grid fell (PS;%) from 7.5 kW to 5.9 kW. While the average
grid feeding in power (P;,‘jlild) fell from 7.5 kW to 6.1 kW. This showed that the capacity prices influence the
consumption and can be used to limit the power consumed and fed to the grid. Figures 6.4 and 6.5 showed

the changes in power flow under low capacity and high capacity costs for the periods with low and high PV.
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Figure 6.4: EMS output for the system at low capacity tariff
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Figure 6.5: EMS output for the system at high capacity tariff

From the figures 6.4 and 6.5, it was observed that there is a reduction in peak grid power when the capac-
ity costs increased. In the figure 6.4, it was observed that the grid power had the maximum value of 14.9 kW
and a minimum value of -14.9 kW. The subscribed power from 6.3 for this CT of 0.0015 €/kW/h 14.9 kW. This
showed that the grid power was either equal to subscribed power (Pg,;,) or lower. Under this capacity tariff,
the maximum grid power never exceeded this value. Moreover, the BES and the EV charging and discharging
power was also high. This happened because the devices could discharge (to the grid) at high power and the
grid power would be still lower than the subscribed capacity value of 14.9kW. In the plot for the sunny day,
figure 6.4b, it was also observed that the PV output was high and a considerable amount of PV energy gener-
ated was fed back to the grid.

However, the power flow changed when the CT was increased to the maximum value of 0.0615 €/kW/h as
observed in the plot 6.5. At this capacity tariff, the subscribed power (Pg,;) was determined to be 2.41 kW. It
was observed that the grid power while consumption or feeding in was at this level. Furthermore, the power
level for the BES and the EV also reduced. This reduction happened because of the CT applied. Since the
EMS tried to keep the grid power either below or equal to Py, the maximum power at which the BES or EV
could be charged from the grid decreased. This phenomenon which occurred due to the high CT explained
the reduction in BES and EV charging power at this CT. The same was also true for grid feeding-in power. In
figure 6.5b, it was also observed that the PV output was significantly curtailed. However, despite the curtail-
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ment, the PV power was still larger than Pg,;,. This level of PV power is significant because the BES and the
EV could be charged via the DC link which connected their converters. This connection on the inverter’s DC
side meant that it was not affected by the grid power requirements at any CT. However, since feeding-in was a
direct interaction with the grid, the generated PV power had to be curtailed due to the implemented capacity
mechanism.

Furthermore, the EV use for V2G also reduced as seen in figure 6.6, with the SoC plots of the EV battery
under various capacity tariffs . This behaviour was explained by the large power required by the EV battery to
be used in a similar way when there were no capacity costs added. Since charging and discharging at a lower
power requires a longer time, it could lead to situation that the EV does not have the required SoC during the
time of departure the following day. But this situation was avoided by reduction of EV’s V2G operation. This
was observed in fig 6.6.
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Figure 6.6: Comparison of Soc of the batteries under low and high CT

The effect of capacity costs on BES and EV SoC was observed in figure 6.6 It was observed that as the
prices increase, the trajectory of the curve changed and the SoC values differed for different prices. Under
large costs, instances were observed where the SoC did not reduce as much as under lower costs. These
can be explained by considering the charging and discharging power of the BES during that week. Since the
charging and discharging power was low, the same amount of energy would not be charged or discharged in
the same duration.

It was observed that the Pgria(t) did not exceed the subscribed levels for the various capacity prices. Thus,
the capacity mechanism was able to reduce the peak grid power to lower levels. Furthermore, this reduction
also led to increased use of BES for supplying energy to the load.

6.3.2. Effects on Cost

As the capacity mechanism was added, the revenue generated decreased and the grid costs increased due to
the lower amount of energy that was fed back to the grid. Less energy is consumed from the grid as the capac-
ity costs increase which leads to low cost, but also less energy is fed back to the grid meaning lower revenue.
Grid costs reduced from -€2332.18 to -€317.21 when the CT increased. This happened because the capacity
subscribed decreased when the tariffs increased. Since the capacity subscribed reduced, the max power at
which energy can be consumed also reduced.

Cost [euros/kWh]



6.3. Results 65

Table 6.2: System cost changes at different capacity tariffs

Parameter 0.0015 0.003 0.0045 0.006 0.0075 0.0123 0.0246 0.0369 0.0492 0.0615
Battery Costs (Cpg;, €) 303.03 303.03 302.32 300 301.21 292.51 258.291 250.44 250.44 251.13
EV Costs (Cgy, €) 993.31 993.31 985.01 943.72 889.48 768.64 716.70 716.47 716.48 709.6

Capacity Costs(Ceqap, €) 292.61 585.23 843.56 969.93 1022.36 1003.56 1618.58 1269.55 1692.74 2066.90
Grid Costs (Cgriar © -2332.18 -2332.18 -2290.8 -2110.41 -1886.45 -1215.18 -827.06 -370.21 -370.21 -317.21
Total Costs(Cyp 14, €) 776.45 1069.07 1359.8 1622.91 1846.28 2369.21 3286.18 3385.93 3809.12 4230.1

Subscribed power (Pg,,;, kW)  14.9 14.9 14.1 12.3 10.37 6.21 4.86 2.59 2.59 2.41

Table 6.2 showed the various system component costs at different capacity tariffs. It was observed that
the capacity costs increase quickly with changes in price. With the increasing capacity costs, the system costs
also increased significantly. The FIT was still at 10% difference and it was seen that the grid costs (Cgi4) are
negative for all the different capacity tariffs used. This showed that the EMS still reduced the costs by feeding
energy back to the grid. But, since grid feeding in also incurred a cost now, the power at which the feeding in
occurred reduced quite significantly and the revenue reduced. At the lowest capacity tariff of € 0.0015/kW/h,
the system costs (Cyy47) were lowest at €776.45 and at the highest capacity tariff of €0.0615/kW/h, the system
cost was the largest at €4230.1. At this level of capacity tariff, the capacity costs formed around 48.88% of
the total costs. Thus, this also underscores the importance of determining an efficient capacity tariff and a
penalty mechanism.

The BES and the EV operational costs (Cp,s, Cgy) also reduced when the capacity tariffs increased as the
power required to charge these devices at the same levels was no longer available due to the lower value of
Pg,p. A suitable capacity tariff would be between €0.006/kW/h - €0.0075/kW/h, but the reduction in grid
power is not quite large and the costs are still significant. With these observations and the changes in power
flow, it can be concluded that the capacity mechanism used in this study can be used as an effective DSM
method to reduce the peak power for a household. However, the effectiveness of this method to reduce peak
power in distribution grids should be studied with this EMS model implemented on multiple houses on a
distribution grid feeder level.

6.3.3. Comparison with the uncontrolled case

The results obtained for the capacity mechanism at the current capacity tariff of €0.0015/kW/h was compared
with the uncontrolled situation and the FIT results. The total system costs and the power levels were com-
pared. Additionally, the costs obtained at CT of 0.0123 €/kW/h were also compared with the uncontrolled
case.

The results for the uncontrolled case (see table 4.2) show a total system cost, Cyysq;, Of €1618.27. The
total cost under the low capacity tariff was €776.45 which represent a 52.02% reduction in costs. The BES
costs remained the same as they were under the system with FIT only, with Cp,; = €303.03. However, in the
uncontrolled case, there was no BES and thus, Cj,; was considered to be zero. The EV operation costs Cgy
increased to €993.31 representing an increase of 43.69% as compared to the uncontrolled case.

The costs of PV installation and the inverter costs were, however, the same for the capacity mechanism
and the uncontrolled case as the system size used were the same. For low capacity tariffs grid costs, Cg;iq
was found to be -€2332.18, this represent a 328.5% drop in the grid costs under the presence of the control
mechanism. As a result, significant revenue was generated under the low capacity tariff as well.

However, when the capacity tariffs (CT) were equal to 0.0123 €/kW/h, the total system cost was (Cysq7)
€2369.21 which is larger than the total system costs under both, the uncontrolled case and absence of CT. At
this CT, the total system costs were 46.4% higher than the system costs under uncontrolled case and 392.33%
higher than when there was no CT. EV and BES costs at high CT, however, reduced compared to when only FIT
was considered. As explained, this happened due to the reduction in power levels which led to a reduction in
power consumption and thus, the degradation. The BES degradation (AE é‘[’l tr) reduced from 0.25 kWh to 0.20
kWh and the EV degradation (AEL3/ reduced from 0.85 kWh to 0.68 kWh. Degradation was not considered for
the uncontrolled scenario. Compared to when there was no CT, the reduction in Cgy and Cgps was 22.1%
and 3.46% respectively. Compared to the uncontrolled case, the EV costs increased from €691.27 to €768.6 at
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high CT. This represented a 11.19% increase.

PV and the inverter costs remained the same at high CT as well due to them only depending on size, which
remained constant. However, there were significant changes in the grid costs. The grid costs (Cg/;4) under
high CT was found to be €-1215.18. Compared to the uncontrolled case where the grid costs were €-544.20,
the total change was a reduction of 55.2% in the case of high CT. Compared to the case when CT was absent,
the total change was a reduction of 91.05% under the situation when no CT was present.

Finally, at low CT, there was no noticeable affect on grid power levels and they remained the same as when
CT was absent. However, when the CT increased the grid power levels began to reduce. At high CT, there was
significant reduction in grid power and the maximum grid power at any instance was 6.41kW (which was in
the acceptable limits). Feeding-in power also reduced significantly and the maximum feeding-in power was
found to be 6.41kW. This also led to curtailment of PV during the case of high CT.

These different costs are presented in table

Table 6.3: System cost comparsion for uncontrolled and controlled scenarios

Uncontrolled case FIT Only with control FIT with low CT and control FIT with high CT and control

Inverter Costs (Cj,y, €) 121.06 121.06 121.06 121.06
PV Costs (Cpy, €) 1350 1350 1350 1350
EV Costs (Cgy, €) 691.27 986.651 993.31 768.64

BES Costs (Cggs, €) - 302.07 303.03 292.51
Grid Costs (Cgrjg, €) -544.20 -2321.65 -2332.18 -1215.18
System Costs (Ctg 41, €) 1618.3 481.22 776.45 2369.21

6.3.4. Seasonal analysis of CT on power flows

As performed in section 5.3.8, similar analysis was also performed for the same system under the same con-
ditions (i.e, 10% difference in prices) for the low capacity tariff (CT) obtained by the Dutch DSO and the high
CT obtained from the Norwegian regulator (NVE).

The system size for analysing the effects of CT on power flows during different seasons of the year was the
same as mentioned in table 5.3. However, additional CT were also considered. The CT considered for this
analysis are €0.0015/kW/h and €0.0123/kW/h called as low CT and high CT respectively.

First, the effects of the CT on grid power were discussed. Then the effects of the low and high CT were
discussed on EV power, following which the effects on average BES power were discussed. Finally, the effects
of low and high CT on avg. PV power were discussed. The method in which the analysis was performed re-
mained the same as discussed in section 5.3.8. The mean power flow for various devices over the seasons
were aggregated and plotted against a period of twenty four hours.

Grid Power

Figure 6.7 figure showed the variation in average grid power during the period of half year under the
influence of low CT and FIT. From top to bottom, the subplots represent avg. power during winter, spring,
summer and the overall period of simulation of half-year.
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Average grid power for winter, spring, summer and total half year aggregated over one day (Low CT)
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Figure 6.7: Average grid power during winter, spring, summer and overall period (from top to bottom) plotted against a period of twenty
four hours atlow CT

The average grid power (Pg;;4) under low CT had a similar behaviour to the situation under the case when
no CT were applied. This low CT led to a subscribed capacity (Ps,3) of 14.9 kW, which was the maximum that
the grid power reached. Thus, higher the value of Py, larger the average grid power. As observed in section
5.3.8, feeding in occurred during the times of high retail price and consumption occurred during the times of
low RP. However, as compared to the FIT only case, the maximum average grid power (in summer) increased
when the low CT was introduced.

This increase in maximum average grid power was marginal and occurred because power was being fed
back to the grid at a higher level compared to the FIT only case. A possible reason for feeding energy at a
higher power could be to try and offset the additional costs C¢4p incurred by the presence of the CT. Another
possible explanation could be that the number of hours when feeding in occurred at high power, during sum-
mer, increased.

Figure 6.8 showed the avg. grid power under high CT. It should be noted that when the CT was €0.0123/k-
W/h, capacity subscribed (Ps,;) was determined to be 6.21 kW. Exceeding this capacity led to addition of
penalties which increased the total system costs. Thus, the average grid power (Pg;;4) reduced under the
situation when the CT was high. This can be seen in the figure 6.8.
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Average grid power for winter, spring, summer and total half year aggregated over one day (High CT)
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Figure 6.8: Average grid power during winter, spring, summer and overall period (from top to bottom) plotted against a period of twenty
four hours at high CT

However, the consumption and the feeding in behaviour of the grid remained the same as the retail energy
prices remained the same for both the cases (low and high CT). So, the feeding in and consumption pattern
remain the same between the cases of low and high CT. This underscored the relevance of capacity tariff to
reduce the grid power levels. On comparison between different seasons under high CT, it was observed that
avg. grid feeding power was higher during a summer day compared to winter and spring. This was due to the
higher PV availability during summer.

EV Power under low and high CT
In the figure 6.9, average EV power (P,,) for winter, spring, summer and the total half year period was
plotted after aggregating the averages for a period of twenty four hours under low capacity tariff.



6.3. Results 69

Average EV power for winter, spring, summer and half year aggregated over one day (Low CT)
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Figure 6.9: Average EV power during winter, spring, summer and overall period (from top to bottom) plotted against a period of twenty
four hours at low CT

The avg. EV power (Pg;;4) under low CT had a similar behaviour to the situation under the case when no
CT were applied. This was because the grid power for the low CT was high as the capacity subscribed, C,
was 14.9kW. This allowed for charging and discharging of the EV battery at higher powers as seen in the case
of FIT only. Charging of the battery occurred at night and discharging occurred during the evening hours of
high prices. At times of peak prices, higher average discharge powers were observed.

Figure 6.10 showed the avg. grid power under high CT. As mentioned, when the CT was €0.0123/kW/h,
capacity subscribed (Ps,}) was determined to be 6.21 kW. It was seen that this reduction in subscribed capac-
ity led to reduction in grid power. In figure 6.10, it was observed that the reduction in grid power also reduced
the avg. power at which the EV charged and discharged.
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Average EV power for winter, spring, summer and half year aggregated over one day (High CT)
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Figure 6.10: Average EV power during winter, spring, summer and overall period (from top to bottom) plotted against a period of twenty
four hours at high CT

The EV charging and discharging behaviour under high CT remains the same across the seasons as ob-
served under the case with low CT. Charging occurred at low RP during the night hours and discharging
happened at times of high RP during the evening. The main difference being the average power at which
these operations occurred.

Battery Power under low and high CT
In the figure 6.11, average BES power (Pj,;) for winter, spring, summer and the total half year period was
plotted after aggregating the averages for a period of twenty four hours under low capacity tariff.
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Average bat power for winter, spring, summer and half year aggregated over one day (Low CT)
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Figure 6.11: Average BES power during winter, spring, summer and overall period (from top to bottom) plotted against a period of

twenty four hours at low CT

At low CT, the avg. BES power behaviour is similar to the situation of FIT only. This meant that the BES
charging and discharging occurred sporadically throughout the day, depending on the prices and the PV out-
put. Charging occurred during the middle of the day when the PV output was high and the prices were low.
BES was discharged when the prices were high, during the morning hours between 08:00 - 10:00 and in the
evening (between 18:00-20:00)

Figure 6.12 showed the behaviour of avg. BES power over different seasons for half a year under high CT.
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Average bat power for winter, spring, summer and half year aggregated over one day (High CT)
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Figure 6.12: Average BES power during winter, spring, summer and overall period (from top to bottom) plotted against a period of
twenty four hours at high CT

At high CT, the battery power behaviour was still similar to the case under low CT. However, certain dif-
ferences were visible. The average power for certain duration reduced. The average charging power reduced
during the night hours. This led to reduction in the average discharge power during the morning peak hours
between 08:00-10:00. However, due to the availability of the PV power in the middle of the day and evening,
the charging power during the middle of the day remained similar.

The reduction in the charging and discharging power of the EV and BES and the reduction in the average
grid power level under high CT showed that the capacity tariffs were indeed able to reduce the peak grid
power as desired. This reduction in the grid power, however, did not lead to any new significant changes in
the behaviour of the system as the incentive to generate revenue by feeding energy back to the grid was still
high. But, it proved that the capacity tariffs were able to reduce the power. It would also be useful to study the
effects of such a mechanism on a grid feeder level with multiple prosumer houses described in this research
with this mechanism implemented.

PV Power under low and hgh CT
In the figure 6.13, average PV power (P),) for winter, spring, summer and the total half year period was
plotted after aggregating the averages for a period of twenty four hours under low capacity tariff.
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Average PV output for winter, summer, spring and half year aggregated over one day (low CT)
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Figure 6.13: Average PV power during winter, spring, summer and overall period (from top to bottom) plotted against a period of twenty
four hours at low CT

Atlow CT, average PV power remained the same as the case as when there was no CT implemented. This
meant that the PV output was the highest during summer due to the higher solar irradiance, followed by the
average PV output during spring and with average PV output being the smallest during winter. This large PV
output during the periods of low load and higher irradiance allowed for feeding energy back to the grid and
charging the BES simultaneously.

Figure 6.14 showed the behaviour of avg. PV power over different seasons for half a year under high CT.
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Average PV output for winter, summer, spring and half year aggregated over one day (high CT)
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Figure 6.14: Average PV power during winter, spring, summer and overall period (from top to bottom) plotted against a period of twenty
four hours at high CT

As mentioned, under high CT, the subscribed power Py,;, reduced to 6.2 kW. This meant that surpassing
this power while feeding-in or consuming from the grid would lead to penalties being added to the total
operating costs. Due to this additional high cost, the PV curtailment was observed at high CT. However, it
was still observed that despite this curtailment, the maximum avg. PV power was still larger than Pg,;,. This
was because the PV output was used to charge the BES during the day, supply the demand and still have

enough leftover energy to feed back to the grid to generate revenue.

Table 6.4: Seasonal variation in the average grid, BES, EV and PV power under FIT and low CT

Grid Py, g (KW) Battery Pp,,; (KW) EV P,y (KW) PV Py, (kW)
Season Feedingin Consumption | Charging Discharging | Charging Discharging | Average
Winter 10.76 11.51 2.73 3.70 9.02 9.80 7.97
Spring 11.65 10.44 2.67 4.06 7.88 9.43 12.64
Summer | 12.15 11.07 2.32 3.32 8.85 8.99 13.4
Total 10.75 10.48 2.31 3.02 8.07 9.04 11.16

Table 6.5: Seasonal variation in the average grid, BES, EV and PV power under FIT and high CT

Grid Pgriq (kW) Battery Pp ;¢ (KW) EV Py (kW) PV Py (kW)
Season Feedingin Consumption | Charging Discharging | Charging Discharging | Average
Winter 4.22 5.77 2.35 3.78 3.53 3.31 6.93
Spring 5.30 4.76 2.17 3.99 3.14 2.68 8.47
Summer | 5.82 4.45 2.29 3.05 3.10 2.78 8.52
Total 4.79 4.95 2.19 2.93 3.22 2.51 7.88

Tables 6.5 and 6.4 present the various power values observed during different months.
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6.4. Discussion

The results of the capacity mechanism were presented. Effects of the capacity prices on the power flow were
observed. It was observed that on the basis of the prices, the subscribed capacity varied which led to changes
in the total system costs. Thus, for the capacity mechanism to produce the desired results, two required pa-
rameters are the selected power level and the capacity tariff per kW per time step.

In literature, it was observed that the proposed mechanisms carry the assumption that the households
have the information about their loads. de Vries and Doorman in [26] present the argument that households
can determine their own optimal capacity to have under the situation of scarcity. This assumption is also
seen in [42] where Bjarghov and Doorman again consider the household to know their peak consumption.
However, in practice, this might not be true. As found by Mulder et. al. [2], in the Netherlands, the compe-
tition in the retail markets is present on the basis of product innovation rather than prices (of homogeneous
products). This gives less incentive to keep track of consumption per household as switching suppliers would
not make a big difference. Additionally, this also shows that if the consumers decide to determine their own
capacity, it would lead to sub-optimal results as the variation can be quite stochastic. Furthermore, the stud-
ies do not consider EVs and BESs as an additional load requirement for the household as they are considered
flexible and are charged only when the prices are low. This charging of the devices may not be always suitable
for the household.

Steen in [40] propose to charge the consumers based on their peak capacity consumed from the grid.
They propose distribution tariffs based on the average of the maximum consumption calculated hourly over
a period of a month. The selected capacity then becomes the average of the peak values and remains valid
for the entire month. The consumer is made aware of their consumption and can determine to reduce the
consumption as higher peaks lead to higher costs. But a penalty mechanism is not discussed as they assume
consumers to be responsive to price signals. This assumption was adopted by them because the retail elec-
tricity prices in Sweden reflect the wholesale day-ahead price and are dynamic in time. However, they assume
certain household loads to be flexible and their operation can be delayed to a point in time with lower elec-
tricity costs. The loads are moved in time by manual intervention, by the residents. Moreover, they do not
provide details about the EV battery such as the battery capacity and assume that the EV has to be completely
charged by the departure time. V2G operation is also ignored. A control strategy is not provided and assumed
that consumers will respond to price signals.

This work determined the optimal capacity which needs to be selected in order to minimize the costs to
the household. This determination also took into account the revenue that was generated by discharging of
energy storage devices into the grid and thus selected a capcity which allowed charging/discharging of the
BES and EV for revenue generation at the lowest cost. Additionally, this control also meant that the manual
intervention required by the household is quite low as the smart control determined the optimal power flow
to minimize the costs. Finally, the grid power peaks were lowered using the capacity tariff rather rather than
changing the consumption pattern.

There are additional methods which can be used to determine the capacity for a household. However, it
is not sure if they are able to determine the optimal capacity for the household with such a system.

6.5. Conclusion

In this chapter, capacity subscription as a mechanism to reduce peak power for households was discussed.
The primary reason to choose this mechanism was its capability to ensure the optimal selection of the re-
quired capacity for a particular capacity tariff. Also, this mechanism was proposed as an incentive to keep
the distribution grid power levels relatively stable. As observed from the results, this mechanism led to lower
grid power levels while consumption as well as feeding-in, thus ensuring the grid power peaks were reduced.
It was concluded that the capacity tariff was crucial to the functioning of the mechanism and should be de-
signed carefully.



Frequency Regulation

7.1. Introduction

It was seen in the literature that there exist multiple possibilities for performing frequency regulation by us-
ing distributed energy sources such as EVs and PV. In this chapter, frequency regulation using the available
energy sources, namely BES, EV, and PV at a prosumer residence, was performed. The objective is to reserve
optimal power for frequency regulation and provide the required power in either direction when the FCR is
called. The constituent power flows are studied, and it is determined how the EMS supplies the power for the
required regulation. Revenue generated by reserving power for FCR is also calculated, and the variation in the
costs are also presented. From the results, conclusions on supplying power for FCR are drawn, and finally,
recommendations are made.

First, the methodology and the implementation was explained. Additional constraints were added to
the EMS model, which was discussed in the previous chapters. Once the method has been discussed, the
simulation method is described. The implementation results are then presented, and discussion on power
flows and costs are then made. Next, a discussion on the FCR process in the Netherlands, and a pilot project
is done. In this discussion, challenges to prosumer households participating in FCR were also presented, and
suggestions are made to overcome these challenges. Furthermore, the technical aspects of power electronic
devices and Lithium-ion batteries necessary for FCR are discussed. Conclusions and further research are
presented after the discussion.

7.2. Methodology

The EMS model, described in chapter 3, has been used for frequency regulation with new additions. The
additional constraints are required for reserving the power by different devices capable of delivering up and
down-regulation. Up-regulation refers to feeding power back to the grid to increase the frequency back to
the nominal value. Up-regulation may be necessary when many local loads are suddenly connected to the
grid. Down-regulation is reducing the grid frequency when excess energy fed in causes an increase from the
nominal frequency. This situation can occur during instances of high FIT, leading to an increased feeding in
or on a sunny day with low loads. Thus, it is essential to differentiate between the power reserved for up and
down regulation as the current household loads directly impact the power that can be reserved. BES and EV
can provide up and down-regulation depending upon their current, maximum, and minimum power. How-
ever, PV can only provide down-regulation power as the PV output cannot be increased beyond the current
maximum power point. The FCR concept was shown in figure 7.1.

The following expressions denote the up-regulation by EV and BES.

PEY (1) < EVay (1) (Pev (0)+ PRgfedmin) (7.1a)
P, ()20 (7.1b)
Ph (1) < (Pbm(t) + pjated ””'") (7.10)
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Figure 7.1: Schematic representation of FCR using PV and EV as example

P (120 (7.1d)

These equations were taken from [69]. The total up-regulation is the sum of up regulation by the battery,
Pbatyy(t) and up regulation by the EV through V2G Pev,, (1), as shown below. P[)Z;ed’”"” represents the
maximum power at which the battery can charge and the total up-regulation provided by the battery would
be equal to the sum its current power and the rated power (see eq. 7.1c and fig. 7.1). Same holds true for
the EV as well. It should be noted that the EV can only provide power for up or down-regulation when it is
available, and the parameter EV,, (f) denotes whether the EV is available or not at that instance. The value
for EV,,(2) is either 0 or 1, where 0 indicates the EV is not available. n;,, considered was 0.98.

Pup(8) < imy (PRS0 + P (1)) (7.2a)
Pyp(8) < P Py () (7.2b)
PUp(t) < Psub = Pinv(8) + Proaa(?) + Phear (1) (7.2¢c)

The up regulation (P, (1)) also depends on the current inverter (P;;,(f)) power and the max inverter
power (P[%¥). FCR beyond the capability of the inverter cannot be provided. From eq. 7.2b, it was seen that
the up regulation depended on the difference between the current inverter power and the maximum inverter
power. This difference represents the power that can still be supplied by the inverter. However, the current
load at that instant (P44 (£) + Ppeqr () also limit the power for FCR if the inverter is supplying power to these
loads. But these loads can be supplied by the PV or the energy stored in the BES and EV. A final limit to be also
considered was the presence of the capacity subscription (Pg,}), exceeding which led to addition of penalties.
This requirement was represented in 7.2c and acts as the grid balancing mechanism for up regulation in FCR.

The following expressions denote the down-regulation provided by the BES, EV and PV. These expressions
were reproduced from [69]

Ppy(8) < EViy (1) (PE?/tedmax—PEV(t)) (7.3a)
PEV ()20 (7.3b)

PRIt (1)< (Ppatedmax — py (1)) (7.30)
PR ()20 (7.3d)

Ppy, < Ppy(D) (7.3¢)

Like up regulation, the total down-regulation offered is also the sum of the devices’ individual down-regulation
power. It should be noted that the PV can only provide a down regulation from the MPPT output at that in-
stant (see eq.7.3e). Furthermore, the rated power P[)g;ed max represents the maximum power at which the
battery can discharge and thus the down regulation offered would be the difference between the rated power
and battery power at that instant (see eq. 7.3c). This also holds true for the EV. Expressions 7.4a - 7.4c signify
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the total down regulation and the associated grid and inverter balance.

1

Ppun(t) < — (PRet, (0 + PEY, (1) + PDY,,) (7.42)
rnv

Pyp(t) < PO + Piny (1) (7.4b)

Ppuwn(t) < Psyp + Piny(t) = Proaa(t) — Phea: (1) (7.4¢)

Like Up regulation, the total down regulation (P, (#)) also depends on the current inverter power (in eq.
7.4b). However, as stated, for consumption from grid, the inverter power P;,,(#) was denoted with a negative
sign, which explained the addition with the maximum inverter power P, ax. Furthermore, the logic used
for the grid balance (in eq. 7.4c) was the same as the total consumption at that instant subtracted from the
subscribed limit Pg,,j,.

The total costs for regulation are calculated as follows [69]

T
Creg = (L —€rINinvMch Z (PUp(t) ‘Aup + Ppuwn() '/ldwn) +Comp (7.5)
=1

Here, € s was assumed to be zero and it represented the forecasting error between actual and reserved ca-
pacity. Ayp and A4,,, represent the revenue obtained for reserving powers Py, () and Py, (1) respectively.
However, € ¢ will not be zero in practical applications and to offset these errors, Comp was introduced. Since
the value of ¢ fc Was assumed to be zero, Comp was also zero.

The resulting regulation costs need to be subtracted from the total costs as revenue is generated when the
power is being reserved. In certain regulation markets, including in the Netherlands, the power reserved for
FCR needs to be symmetric. This constraint means that the power reserved for up-regulation should be the
same as the power reserved for down-regulation during an auction period. The following expression does
this:

PUp(t) = PDwn(t) (7.6)

Thus, the objective function now becomes
min(Crorar) = min(Cpar + Cpy + Cpv + Cgria + Cint + Ciny + Ceap — CRreg) (7.7)

It should be noted that the FCR markets are real-time markets, but the auction for FCR happens similar to
the day-ahead markets, and the BSPs have to submit their bids on a day-ahead basis. Thus, the EMS should
provide the power it intends to reserve for FCR a day before the actual FCR delivery date (Ideally, it should
happen by forecasting the generation on the next day). In the FCR market set up in the Netherlands, the BSPs
also receive remuneration for reserving the contracted power for FCR even if they are not called to deliver
the power. TenneT creates a merit order of BSP assets for FCR based on the bids, and the BSPs are called to
provide the power based on this merit order. Remuneration for FCR is based on the highest marginal price
of all awarded bids, if this price is higher than the cross-border FCR cost. If the cross border marginal cost is
higher, then the remuneration is set to that value. The cost of providing FCR, however, has to be borne by the
BSP. Thus, the BSP obtains the FIT if the energy is fed back to the grid to deliver up-regulation or pay the retail
price for consumption in case of down-regulation.

Once the EMS provides the information about the reserved power to the aggregator, the aggregator de-
cides which assets to use for FCR provision on the following day. The aggregator can divide the power for FCR
between various assets and provide setpoints on the day of delivery. These setpoints are an additional input
to the EMS system and can be considered additional grid supply and demand. Since the required regulation
has to be reflected on the grid power levels, the EMS decides optimal BES, EV, and PV power values for pro-
viding the up and down-regulation. This operation also ensures that the power flow obtained after frequency
regulation is also optimal, and the costs to the household are minimized. Finally, it should also be noted that
up, and down-regulation cannot be provided simultaneously.
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7.3. Results

From the simulation results, it was seen that the EMS reserves the power at different time steps. This power is
reserved day ahead of the intended day of FCR delivery. It was seen that the reserved power depends on the
current BES, EV, PV, uncontrolled load, and grid power levels. Since the demand and the PV generation vary
hourly, the reserved power also changes in line with these variations.

Since the day considered for frequency regulation was sunny, much of the generated PV power was be-
ing fed back into the grid. For this simulation, the difference between FIT and the retail tariff considered
was 10EMS chooses the minimum value between up and down reserve power and that value becomes the
reserved power for that instance. The symmetric constraint is being used so that the net FCR power is zero,
which is a requirement in certain FCR markets [51]. Furthermore, the symmetric constraint led to picking up
the lowest value among the up and down-regulation and assign it for both.

Power flows for when the FCR is reserved compared (figure 7.3) to when FCR is not reserved (figure(7.2))
also showed differences. These differences occur due to the role of FCR in revenue generation and minimiz-
ing the costs. When FCR is not considered for minimizing the costs, it was seen that the power is fed back
to the grid whenever profitable based on the FIT at that instant. The energy was consumed from the grid
whenever the retail price was low. However, this behavior changes when the revenue generated from reserv-
ing power for FCR is also considered to minimize operational costs. Now an additional revenue component
is added to the objective function. This addition resulted in EMS determining the optimal consumption from
the grid at any instant so that the total cost was minimized. These changes in grid consumption consequently
also affect the BES and the EV power flow as well, and the observed changes are visible in the power flows.
The differences in power flow when power was reserved for FCR compared to when power was not reserved
for FCR can be seen in the following plots.
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Figure 7.2: Power flow when power for FCR was not reserved
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Figure 7.3: Power flow when power for FCR was reserved

It should also be noted that if the symmetric constraint is not used, the revenue generated by FCR would
be even higher. Furthermore, up-regulation is more profitable than down-regulation because the energy
needs to be fed into the system for up-regulation. This feeding of energy leads to additional revenue genera-
tion in the form of FIT. However, down-regulation can also be cost-effective if the excess grid power is being
used to charge the BES and the EV, which are then discharged to the grid during the period of high FIT.

Finally, different load and generation situations can affect the power reserved for FCR in various ways.
The generation and the load data were already known in this work, but the practical applications could be
more complex.

7.3.1. Comparison with uncontrolled case and other controlled cases

For the comparison with the uncontrolled case, FIT only, FIT with capacity mechanism, the FCR reserve was
calculated over a period of six months and the prices taken for FCR calculation were obtained from (cite:
german FCR citation here) for the year 2018. The effects of FCR on the system costs, grid costs, EV cost, BES
costs and the power consumption level were considered. The sizing used for FCR can be found in table 5.3,
but the addition was the presence of the CT which was considered to be €0.0015/kW/h.

Addition of the FCR mechanism led to significant changes in the costs of the system. FCR being a revenue
generating mechanism, provided the EMS incentive to reserve the optimal amount of power at any instance
to reduce the costs. This also meant reduced feeding power or consuming power from the grid at times when
it was more profitable to reserve the power for regulation. This behaviour of not feeding energy back or
consuming energy from the grid at certain instances where the EMS would have fed back/consumed energy
under the absence of FCR mechanism led to the changes in power flow which were visible in the figure 7.2
and figure 7.3.

The total grid costs Cg; ;4 for the system under FCR was determined to be €-1880.23. This is significantly
lower than the grid costs under the uncontrolled case which was found to be €-544.20. This decrease in the
grid costs between the uncontrolled case and the control with FCR was 245.5%. On comparison with the case
when there was no CT and a low CT case, grid costs actually increased. This increase was of 19.38%. This was
explained by the behaviour of the EMS not to consume/feed energy to reserve larger power for FCR and thus
generate revenue at the instances when FCR was more profitable.

The inverter and the PV costs (Cpy, Cip,) remained the same as the system size does not vary for either
of the cases. However, the BES and the EV costs under the FCR mechanism varied. The BES costs (Cggs)
increased to €384.08 when FCR was implemented, up from a cost of €302.07 under FIT only and low CT. This
was an increase of 27.1%. The EV costs (Cgy) under FCR reduced to €795.74 from €986.65 when there was no
CT. This decrease was of 24%. The EV costs under FCR increased on comparison with the uncontrolled case
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(from €691.27 to €795.74), which was an increase of 15.11%. These deviations in BES and EV costs from the
FIT only and low CT cases occurred due to the incentive provided by the FCR market for reserving the power.

The total system costs (Cyy¢4;), however, reduced for the case when FCR was added. The system costs
were found to be €-146.44 for the FCR case. This was a reduction of 428.61% compared to the no CT case,
630.2% reduction compared to the FIT plus low CT case, and a reduction of 1205.07% compared to the un-
controlled system. The additional revenue due to FCR was determined to be €1256.01.

Furthermore, the grid power levels remained the same as for the case when FCR was added as FIT only
and FIT with low CT cases. This was also explained by the decision of the EMS to reserve the maximum power
to maximise the revenue FCR which required reserving higher grid power. Thus, the subscribed capacity, Py,
also remained at 15kW. The costs are summarized in table 7.1

Table 7.1: System cost comparison with the addition of FCR

Uncontrolled case FIT Only with control Low CT and control FCR with control

Inverter Costs (Cjny, €) 121.06 121.06 121.06 121.06
PV Costs (Cpy, €) 1350 1350 1350 1350
EV Costs (Cgy, €) 691.27 986.651 993.31 795.74

BES Costs (Cpus, €) - 302.07 303.03 384.08
Grid Costs (Cgriq, €) -544.20 -2321.65 -2332.18 -1880.23
System Costs (Ctprai, €) 1618.27 481.22 776.45 -146.44
FCR revenue (Cyeg, €) - - - 1256.01

7.3.2. Seasonal Analysis of FCR

Seasonal analysis to understand how FCR affected the power flows during various periods of the half year was
also performed. This analysis was similar to the ones which were observed in chapters 5 and 6. The system
size used for the FCR study was the same as mentioned in 5.3. For the seasonal analysis, the simulation was
performed over the period of half a year with dynamic prices. As mentioned earlier, the FCR prices were ob-
tained from the German FCR market for the year 2018. It is also worth mentioning that the FCR was reserved
on a weekly basis in 2018 which has since changed to a period of four blocks with varying hourly prices in July
2020. The FCR prices, however, used in this research varied weekly. Additional to the FCR prices, a FIT of 10%
was considered and a CT of 0.0015 €/kW/h was also considered.

First, the effects of introducing the FCR prices were observed and discussed. The method in which the
analysis was performed remained the same as discussed for FIT only case and FIT with CT case.

Grid Power
Figure 7.4 represents the grid power when FCR mechanism was added.
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Avg. grid power aggregated over winter, spring, summer and half year
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Figure 7.4: Average grid power during (top to bottom) winter, spring, summer and overall period plotted against a period of twenty four
hours

Compared to the cases of FIT only and FIT along with low CT (refer figures 5.14 and6.7), significant
changes were observed in average grid power when the FCR mechanism was introduced. The average grid
consumption and feeding in power had reduced significantly. This was because less energy was consumed
from the grid to charge the BES and the EV battery. Since less energy was consumed from the grid to charge
the batteries, the feeding in observed was also lower.

Feeding-in and consumption of power from grid does occur at the times of high and low RP (and thus
FIT) but the average power had reduced. The power in winter does not exceed 5kW when FCR mechanism
was introduced but exceeded upwards of 10kW when only FIT and low CT were considered. Furthermore,
it was observed that the feeding in power had reduced significantly during the evening hours. This feeding
in behaviour reduced because just reserving power resulted in revenue generation. Largest feeding in grid
power were observed during the summer period. This happened because of the large PV output which was
sufficient to charge the BES and the remaining power was fed back to the grid to generate revenue. Therefore,
in conclusion, presence of FCR mechanism also led to reduction in the grid power level without addition of
extra costs.

EV Power
Figure 7.5 showed the resulting average EV power over different periods when FCR was introduced.
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Avg. EV power aggregated over winter, spring, summer and half year
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Figure 7.5: Average EV power during (top to bottom) winter, spring, summer and overall period plotted against a period of twenty four
hours

It was observed that on average, charging and discharging power of the EV had reduced. The charging and
discharging power level were even lower than the average EV power (observed in the figure 6.10) under high
CT. Thus, the introduction of FCR led to significant reduction in both the charging and discharging power
of the EV battery. As discussed in the chapter, the total power that could be reserved for FCR depended on
the current device (Px(f) where x = BES, EV and PV) power and their maximum rated power. If the current
power output of the device was rather high, it would result in lower power being reserved for regulation in
that particular direction. Thus, if the battery is being charged at a high power, it would result in lower power
being reserved for up regulation while if it is discharging at a high power, it would result in lower power being
reserved for discharging. Since equation 7.6 describes that the power reserved should be symmetrical, it is
desirable to have a lower device power at all times to maximize the power being reserved. Larger the power
reserved, higher the revenue that was generated as determined by the equation 7.5. To maximize this revenue
and thus reduce the total costs, the EMS decides to reduce the charging and the discharging power of the EV.

Furthermore, as the average EV power under FCR was low, the battery degradation had reduced signifi-
cantly when compared to the situation of FIT only and FIT with low CT. This reduction in battery degrada-
tion meant that the operational costs were also low. With this observations, it was concluded that having
low power levels for EV was more profitable and reduced the costs. However, it should be noted that V2G
operation did occur during the winter time when the FIT was high in the evening. But this was significantly
lower than observed under previous cases. In spring and summer, it was observed that the V2G operation
had reduced further. This occurred due to the high PV availability which meant that significant feeding in
had already occurred during the day and EV was preferred to reserve power. EV degradation when FCR was
introduced was determined to be 0.682 kWh, down from 0.84 kWh observed under the case with only FIT and
low CT. Total EV costs had reduced to €715.59 when FCR was introduced, down from €985.

Battery (BES) Power
Figure 7.6 represented the average BES power for the period of six months when the FCR mechanism was
implemented.
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Avg. batt power aggregated over winter, spring, summer and half year
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Figure 7.6: Average BES power during (top to bottom) winter, spring, summer and overall period plotted against a period of twenty four
hours

Average BES power over the period of six months remained similar to the case when only FIT and FIT
with CT were analysed. BES was charged during the time of low prices in the night and discharged during
high prices in the evening during the winter months. BES was also charged during the day depending on the
PV output available at that instant. However, during the periods of spring and summer, it was observed that
BES was not charged by using the grid power during the night, but rather using the PV energy generated. The
reason for this behaviour was to be able to reserve maximum power for FCR during those hours as explained
in under the EV power flow.

Additionally, the reduction in charging power during the night also meant that there was lower BES degra-
dation observed when FCR was introduced. The total degradation for the period of six months was observed
to be 0.22kWh which was lower than 0.27kWh observed under the case of FIT with low CT.

PV Power
Figure 7.7 represents the average PV power over the different seasons for a period of six months.
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Avg. PV power aggregated over winter, spring, summer and half year
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Figure 7.7: Average PV power during (top to bottom) winter, spring, summer and overall period plotted against a period of twenty four
hours

PV output is not really affected by the addition of the FCR mechanism. This was because PV helped in re-
serving power for down regulation. Thus, larger the PV output available, larger the power reserved by the PV
system for down regulation. This phenomenon was observed due to the equation 7.3e and thus, no curtail-
ment occurs unlike the situation when high CT was applied. Seasonal variations observed were as expected
with the summer average output being the largest and the winter average output being the lowest. The left-
over PV output after charging the BES during the day hours was fed back to the grid to generate revenue,
which could be observed in the average grid output power during spring and summer.

Reserved power variation

Figure 7.8 showed the variation in reserved power (both up and down) over different seasons during the
period of half year. It was observed that the maximum power reserved was during the months of spring
and summer with values reaching to almost 15kW. This is why the subscribed capacity (Ps,p;) chosen by the
system was 15kW when FCR was introduced. The trajectory of the reserved power curve remained similar for
all the seasons. The highest reserved power were observed during the early morning and the night hours. This
phenomenon was observed because the PV output during those times was the least and thus the grid was not
being used to feed energy back to the grid. However, as the PV output increased through the course of the
day, the reserved power reduced with the maximum dip occurring between 12:00 and 13:00 during different
months. It was observed that the dip during winter was not as prominent as observed during other seasons.
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Reserved power for different seasons aggregated over a day
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Figure 7.8: Average up and down power during (top to bottom) winter, spring, summer and overall period plotted against a period of
twenty four hours

This was because the PV output was low on average during winter. Higher the average PV power, larger
the feeding-in thus resulting in lower avg. reserved power at that instant. Furthermore, it was also observed
that there was significant dip in reserved power at 04:00 during winter. This was because the average RP
was low and as observed from figure 7.5, EV charging power was the highest on average at this time during
winter. Thus, the lower reserved power. During spring and summer, from figure 7.6, it was observed that the
BES charging had reduced quite significantly during the early hours and thus higher power on average was
reserved during these months. Additionally, from figure 7.4, it was observed that the feeding-in was largest
during the afternoon hours during spring and summer, and as already seen, this led to reduction in reserved
power during the afternoon. It was also observed that during winter, the average grid consumption in the
morning was higher than the average grid consumption during spring and summer and thus, lower power
was reserved during the morning hours.

Table 7.2: Seasonal variation in the average grid, BES, EV and PV power when FCR was introduced

Season Grid Power(Pgr;q kW) EV Power(Pgy kW) Battery Power(Py,; kW) | PV Power(Pp, kW)
Consumption Feedingin | Charging Discharging | Charging Discharging | Average

Winter 4.428 4.675 2.32 0.99 2.61 2.55 7.97

Spring 1.85 9.49 1.45 0.23 3.04 2.59 12.99

Summer | 1.71 10.59 1.36 0.31 3.17 2.95 13.23

Total 2.61 8.11 1.67 0.37 2.45 2.87 11.29

7.4. Discussion

Up and down-regulation for a single day was observed in the results. It was seen that the grid power values
change based on the time of provision of up or down-regulation. However, it is essential to discuss various
FCR market requirements. As explained, FCR plays a critical role in grid stability and ensuring the power sup-
ply to consumers. Thus, the assets being used for frequency regulation need to deliver the contracted power
within seconds. The requirements were discussed in the literature review and have been obtained from [51].

One of the essential requirements is that the asset should deliver the full contracted power within thirty
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seconds after the FCRis called. The asset must deliver half of the contracted power within fifteen seconds and
the power ramping between fifteen and thirty seconds should be linear. TenneT says that all the assets which
are being used for FCR must meet this requirement. This requirement entails that the devices which are being
used for FCR should have a high response time. The response time for a Tesla Power Wall, for instance, is 10
seconds, which allows for maximum power delivery within 10 seconds [71]. Therefore, commercial storage
devices like Tesla Power Wall can effectively deliver the power required for FCR. Li-ion batteries have shown
even shorter response times of magnitudes in the order of milliseconds. Thus Li-ion batteries can be used for
frequency regulation. Research has also been done to prove their usability for FCR [55], [56]; however, their
degradation remains a concern. But, it was observed that using this EMS, the degradation remained rather
quite low compared to the case when FCR was not reserved.

Moreover, it is also crucial to determine the system’s latency between the aggregator and the EMS. If a
setpoint takes too long to be available to the EMS or if the EMS takes too long to respond, the FCR delivery
gets affected as it is a time-critical process.

The minimum power that needs to be offered for the FCR by the BSP is IMW. Additional power can then
be offered in the steps of 0.1MW to a maximum total of 150 MW. This base power can either be obtained
by a single RPU or multiple RPUs to form an RPG. However, the aggregator should prove that the assets can
deliver this power. This can be challenging if there are numerous RPU assets, as the testing would be quite
complicated. For example, if EVs are being used to provide frequency regulation, it should be shown that the
fleet of EVs can supply the required FCR during the tests. Furthermore, it should also be shown that there
would indeed be the necessary number of EVs when FCR is needed. If the EVs are not capable of V2G, only
down-regulation would be possible, dependent on the maximum usable SoC of each vehicle.

Furthermore, TenneT also specifies that the BSP should have the entire FCR power available for the com-
plete auction duration. The current auction duration lasts for 4 hours (as of July 2020). This requirement
means that whether the BSP delivers the power or not, the assets must be available to supply the power for
the entire auction period. The accepted bids are called based on the merit order created by TenneT, based
on the marginal costs for delivering the FCR. The BSP gets paid for reserving the power based on the highest
accepted marginal price. If multiple residences are being considered to be an asset for delivering FCR, this
would mean that the aggregator would have to make sure that these households reserve the contracted FCR
for the auction period. Depending on the delivery time, this might not be feasible due to the stochastic nature
of household loads. However, this could be avoided if the pool of assets being used for FCR is large enough
but can lead to higher operational costs.

The product specifications and requirements differ for energy-limited and energy unlimited sources. En-
ergy unlimited sources are the sources that can continuously provide support without interruption and in-
clude baseload plants such as coal power plants. As the name suggests, energy-limited sources can only
deliver power for a short duration before they need to be charged to supply power for FCR. Energy-limited
sources include BES and EV in this research. TenneT states that the energy-limited sources must provide the
full power in the events of a frequency deviation of 0.2 Hz for at least fifteen minutes. If the variation is smaller,
then the energy-limited sources must provide the proportional FCR support for a proportionally longer pe-
riod. Once the FCR has been supplied, energy-limited devices have two hours before they are required to have
the contracted FCR once again. The aggregator may choose how to distribute the contracted FCR between
their assets but has to note the individual preferences and household requirements. This allocation can be
done using an optimization problem similar to the classical economic dispatch but with customer choices as
additional constraints to reduce the costs.

Additionally, the real-time power values of assets during the contracted time of FCR provision also needs
to be shared with TenneT. These values should have a refresh rate of at least 4 seconds or better, and the power
value (in MW) with at least three decimal points must be shared. A maximum inaccuracy of 1% is allowed
in the values. The data exchange can occur either via a dedicated leased line or via the web service setup by
TenneT. The leased data line must exchange the value using the protocol IEC 870-5-101 or IEC 870-5-104. In
using leased lines, two channels must be set up; one to exchange the data normally and the other as a backup
in case of interruptions. The BSP needs to store the relevant asset FCR delivery and reserving data for at least
six months after the date of delivery.
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The bidding for FCR can begin up to two weeks before the intended date of delivery, and the bidding
closes at 8:00 CET the day before the delivery. If the contract has been awarded to the BSP, the BSP must re-
serve the contracted power for the entire reservation period. As mentioned, the BSP can divide the FCR power
among its assets. However, the individual assets should also be known to have qualified the pre-qualification
tests. Allocation of the awarded power among the BSP assets needs to be shared with TenneT on D-1 before
17:00, where D is the day of delivery. Changes in the allocation are also allowed, but this has to be intimated to
TenneT before actual delivery. This requirement means that the BSP must decide the assets that will be used
for FCR delivery/reserving power well in advance. However, if, for some reason, the BSP chooses to change
the assets to deliver FCR, the BSP must send a new allocation message with the updated details. Moreover, it
is also possible for the BSP to subcontract the power in case the BSP is not able to deliver the reserved power
for FCR. The minimum power that the BSP can subcontract is 100 kW, and the increments also need to occur
in the steps of 100 kW.

From the discussion, it can be concluded that ideally, the BSP would require a large and technically di-
verse pool of assets for participation in the FCR market. Power electronic converters such as the multi-port
converters, DC chargers for EVs, and inverters for PV integration make use of fast switching semiconductor
devices such as IGBTs and MOSFETs. These devices have rapid switching times (in the order of ms), which
allow the change of the power levels rapidly and thus can be used to provide the required FCR. However, it
is also essential to identify their operational costs for FCR provision. Since the components might have dif-
ferent operational costs based on their operational behavior, the BSP needs to determine an efficient way to
reimburse their services, which is also fair. It should also be noticed that while using dynamic prices that vary
in time, for specific instances, it would be more profitable if the energy is being fed back to the grid rather
than being reserved for FCR.

To test the suitability of using renewable energy and storage for FCR, TenneT performed a pilot study in
2017-2018 with various organizations that acted as aggregator BSPs [62]. This study’s objective was to identify
the challenges and the capability of an aggregated pool of sources, such as renewables and demand response,
to provide FCR. Furthermore, the barriers to entering the FCR market were also investigated. To this end, sev-
eral deviations were considered in the existing market for the pilot. Firstly, the minimum bid size for the pilot
participants was reduced to 100kW from 1 MW. Furthermore, assets used for the project were already prequal-
ified and were allowed to deliver the power for FCR. The FCR power allocation was done weekly by sending
an email to TenneT, which is different now as the FCR allocation happens daily. Finally, all the participants’
bids were accepted, which happens via an auction in the regular market. It should also be noted that for the
pilot, participants were not penalized for non-conformity.

The pilot project’s main conclusions were that the aggregated assets could provide the required power for
FCR, but certain barriers were also found. One of the critical barriers was found in the form of relaying data in
real-time to TenneT. Setting up a leased line for communication proved challenging when multiple technical
installments are providing FCR. To overcome this barrier, TenneT decided to set up a web-based service to
transfer the asset data to TenneT once or twice a day. However, it should be noted that web-based services
are prone to errors and privacy issues, which should be carefully considered while participating in the FCR
market. Another challenge was the dependency of the assets on third parties. The aggregator can control
various remote sources via their control; however, the aggregators do not own the assets. This situation can
cause dependencies on third parties for installing hardware for measurements and cause delays and errors.

It was also found that the pilot participants had challenges in meeting the minimum bid requirement of
1MW. However, after the pilot project, TenneT decided not to change this minimum power requirement to
participate in the FCR market. This decision was taken due to transaction costs to TenneT and the lack of
a positive business case for the BSP. Additionally, this was not done because of the changes applied to the
bidding period (which has been lowered to 4 hours from a week) and the measurement requirements. But
there are possibilities that TenneT would reduce the bid requirement from 1 MW in the future.
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7.5. Conclusion

It was seen that the EMS was able to reserve the optimal power for FCR in this chapter. The optimal power
to reserve was determined based on the instantaneous power of EV, PV, BES, Inverter power, and the maxi-
mum deliverable power. The power reserved for FCR leads to additional revenue generation, which leads to a
decrease in system costs. Thus, it was observed that the larger the power reserved for FCR, the higher the rev-
enue generation. This was reflected by comparing the total system costs when the FCR power was reserved
against the same day when FCR power was not reserved. A trial simulation of FCR power delivery was also
done by assuming that the instances and the amount of power required were known. It was observed that
the EMS was able to deliver the required FCR power. The process for FCR delivery in the Netherlands and
challenges to deliver FCR using aggregated sources were also discussed. Challenges mainly exist in the form
of the minimum power requirement for FCR, data communication with TenneT, and reserving the contracted
power for four-hour blocks if stochastic sources are used. Challenges also exist for the optimal allocation of
resources, which can be solved by modified unit commitment problems. Pre-qualification of individual as-
sets can also be a challenge; however, if there are multiple assets of similar characteristics, pre-qualification
tests for one asset can be performed as the other assets would have similar behavior. Finally, a large pool of
assets will be necessary for FCR provision and backup if they have a stochastic behavior. This can be solved
by providing a baseline power delivery behavior and monitoring based on this baseline.



Discussion

8.1. Introduction

Different market mechanisms were discussed in this research. The effects of Feed-in tariff (FIT) on system
sizing and power flow were discussed. Capacity Mechanism (CM) was discussed and its effects on power flow
of the system was observed. Finally, the Frequency Containment Reserve (FCR) market in the Netherlands
was also discussed and a method to reserve power in FCR market was also seen. However, these mechanisms
would work concurrently in a future scenario. The costs arising due to influence of each mechanism should
also be discussed. In this chapter, the influence of all the mechanisms on the system costs are discussed and
discussion on certain aspects were made.

8.2. Costs due to the various mechanisms
In chapter 4, section 4.3.2, the costs of the uncontrolled system was determined. The total cost, Cyyz4; Was
€1618.3, the grid costs, Cgriq were determined to be €-544.20 and the EV cost, Cpy was determined to be
€691.27. The PV and inverter costs were the same for all the mechanisms as the same system size was consid-
ered for determining the effects of different market mechanisms. These costs were €1350 for PV and €121.06
for the inverter.

In chapter 5, section 5.3, the system sizes and system costs for various levels of FIT was observed. For
a 10% system size, the total observed costs (Cyorq1) Were €481.22. Grid costs (Cgrig ) were determined to be
-€2321.65. The BES(Cp,;) and EV(Cgy) costs were €302.073 and €986.651, respectively.

In chapter 6, section 6.3.2, the system costs were determined for various capacity tariffs. The system costs
at a tariff of 0.0015 €/kW/h were discussed. C;,rq; was determined to be €776.45, Cqr ;4 was found to be €-
2332.18, Cpq, was determined to be €303.03 and Cgy was determined to be €993.31. The capacity cost, Ccqp
was €292.61. For the high CT of 0.0123 €/kW/h, there were variations in the costs as well. C,;,; Was deter-
mined to be €2369.21, Cp,, was equal to €292.51, Cpy was determined to be €768.64. Finally, the capacity
costs had increased significantly to €1003.5

In chapter 7, section 6.3.3, the total costs when FCR was also introduced was observed. These costs were:

Ctrorar Was -€146.44, Cgr;q was -€1880.23, Cp,p Was €384.08 and Cgy was €795.74. The capacity cost, C¢qp Was
€295.65 when FCR was introduced. The breakdown of all these costs was plotted in the figure 8.1
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Breakdown of the variable costs under different mechanisms
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Figure 8.1: Varying cost components under different market mechanisms

It was observed that in the uncontrolled scenario, the grid costs were the highest. This was because there
was no EMS to determine the optimal consumption from the grid low tariffs. The EV costs were low as only
calendar degradation was considered. The total cost was high as there was no EMS to control the feeding in
and neither was V2G allowed. However, under the control of EMS, the grid costs, which was already negative,
started to reduce. With this reduction in grid costs, it was inferred that the EMS was able to reduce the total
maximum costs even further by reducing the grid costs. This phenomenon was observed for all the mecha-
nisms but when the high CT was applied, the capacity costs increased rapidly. The increase in capacity costs
could be attributed to the large increase in CT which was charged at each instance. From 0.0015 €/kW/h to
0.0123 €/kW/h, there was an increase of 87.8% in the capacity tariff. The lowest total costs were observed
when FCR market was introduced to the model. When FCR was added to the EMS model, along with the
other market mechanisms, it was observed that the grid costs (Cg;4) increased. But the total costs (Ctorar)
reduced and was negative. As already discussed in chapter 7, this reduction was due to the revenue generated
by reserving power for FCR. However, one important observation from 8.1 was that the sum of the variable
costs was low. For uncontrolled case, the addition of EV and grid costs resulted in a value of €147.07. Under
the EMS control, the sum of the variable costs was determined to be -€1032.92. When low CT was added, the
sum of the variable costs was -€743 and when high CT was considered, the total variable costs were €849.7.
The lowest total variable cost was determined when FCR was added and was found to be -€1660.77. This
showed that the total investment costs formed the significant portion of the total costs.

In the literature review (see chapter 2), the various components of the retail energy price in the Nether-
lands was discussed [3]. This research tried to determine the costs due to certain future market mechanisms
to a prosumer building. On comparison with the current retail price structure, it was observed the variable
energy costs (or the grid costs, Cgriq) Was quite low due to the high FIT and the dynamic nature of prices.
However, currently the retail prices used are ToU prices which as observed did not incentivize the use of BES
or the EV for V2G. The network management costs in the utility energy bill reflect CT (C¢qp). With the mech-
anism proposed in this research, it was observed that the capacity costs would not be a constant (which is
the current situation) if such a mechanism is implemented by the government. Instead the capacity costs
would increase and would incentivize the consumers to reduce their grid consumption and supply. Finally,
FCR was also observed. With the introduction of FCR, it was observed that the prosumer household could
generate significant revenue and thus reduce the costs. Equigy [63], a crowd balancing platform established
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by various TSOs across Western Europe (including TenneT) showed the intent of TSOs to make use of the flex-
ibility offered by prosumer households for grid balancing. However, it should be noted that for participation
in FCR market, an aggregator is required. But it is also possible for various energy suppliers themselves to
act as aggregators. In such a case, the FCR revenue would be visible on the utility bill. Finally, the remaining
components of the retail bill included the taxes and the government subsidies which depended on the cur-
rent regulation and policies put forth by the government. It should also be noted that a large part of the total
energy costs (63%) was subsidised by the government for residents [3].

8.3. Power flow due to the various mechanisms

Apart from the costs, the power flow resulting by the addition of various mechanisms were also discussed in
this research. Currently, the FIT for the prosumers who have a capacity size of 3x80A or less can receive the
entire variable energy cost back when they feed energy back to the grid [3]. This high level of FIT is expected
to continue at least until 2023 [81], [82]. Such high remuneration for feeding in power by the prosumers gives
them incentive to invest in larger generation systems. For different levels of FIT, the resulting system sizes
were also studied in this research. It was observed that at high FIT, the system was large and the resulting
peak power was also significant. Thus, if this situation continues, it can be concluded that prosumers using
this EMS have incentive to feed energy back at high power. This would lead high peak power for several hours
during a day as seen in the seasonal analysis in chapter 5, section 5.3.8. If the increasing number of PV in-
stallations [5] and EVs [17] in the distribution grid continue, the problems discussed in chapter 2 (section 2.2)
would continue to occur and as a result would lead to increasing grid reinforcement costs[35]. But actual grid
studies are necessary to quantify the severity of these issues.

From literature, it was found that FIT were a good incentive to increase distributed generation [31], [29].
From the results of chapter 5, it was also observed that high FIT did lead to higher system size when con-
trolled by this EMS. But as found out in [81], [82] that the FIT would reduce in the future. This would mean
that the incentive to invest in a larger generation system and storage size would also reduce. However, with
this EMS, it was observed that prosumers would be capable of reserving power in the ancillary services market
for frequency regulation. Depending on the FCR prices, there would still be an incentive to invest in higher
generation and storage systems. This should also be quantified with a specific study. Additionally, with in-
creasing number of distributed generation, peer to peer markets have emerged as an interesting business
case [83]. These markets are not just relevant for people with large energy production, but also promote lo-
calised generation and consumption. Additionally, [83] also mentions that peer-to-peer energy trading could
also help in reduction of grid issues caused by the presence of distributed generation. It should be noted that
when the number of distributed generation systems in the network increase, the revenue generated by the
energy supplier would reduce [84]. This would force the supplier to increase the energy prices which would
mean that the consumers who do not have their own energy generation systems would have to pay higher
prices, which can be unfair. But with peer to peer markets, this issue could be prevented if the supplier has
invested in the distributed energy generation [83]. Vandebron [85] is an energy supplier in the Netherlands
which aggregates energy produced from independent prosumers and supplies it to their consumers. Licht-
blick from Eneco[86] is another aggregator which is involved in supplying locally generated energy to their
consumers.

In chapter 6, a capacity mechanism which incentivized prosumers to reduce their peak grid power was
studied. This capacity mechanism required the consumers to subscribe to a particular power level based on
a capacity tariff which was charged per kW. The consumers were incentivized to keep their grid power below
the subscribed level by applying a penalty whenever this level was exceeded. Both consumption and feeding
in were penalized if the grid power exceeded the subscribed limit. It should be noted that the current dis-
tribution network tariffs do not differentiate between the feeding in or consumption. A flat rate is charged
irrespective of the current power level. This tariff does not incentivize the consumers to reduce their con-
sumption. But from the results of chapter 6, it was observed that the implemented mechanism was able to
reduce the grid consumption and the peak power. Moreover, for a particular CT, the EMS also determined
the optimal subscription such that the demand was always met. From the methods which were studied in the
literature ([42], [26], [40]), this determination of the optimal capacity was a new addition developed during
this research. However, for reducing the grid power to desired levels and ensuring the costs do not increase,
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capacity tariffs need to designed appropriately. This requirement was discussed in literature by [37], [38], [39]
and [87].

With the availability of the energy generation and storage at the prosumer household and with research
on using renewable energy sources for frequency regulation, it was studied how this EMS could be used to
reserve power on the FCR market. From the results of chapter 7, it was observed that the EMS reserved power
for FCR. For the simulation to determine the amount of reserved power, CT of 0.0015 €/kW/h was used. At
this tariff, a maximum of 15 kW reserved power was observed. Also observed were significant changes in the
power flow when FCR was introduced. Since, FCR was a revenue generating mechanism, there were instances
when reserving power was more profitable than feeding in. Since feeding in or consuming power from the
grid at any instant reduced the total power which could be reserved, the consumption and feeding in was
reduced in comparison with the situation when there was no FCR. When the power flow for various seasons
of the half year was determined under FCR, it was observed that the average grid power and EV had reduced
signficantly. However, the peak power remained the same as the case when FCR was absent. This was an
interesting outcome as it showed that prosumers using this EMS would be willing to reduce the consumption
or feeding in based provided a remuneration is awarded. This behaviour should be further explored in detail
and might be an interesting alternative for capacity mechanism.

The effects of V2G operation were also observed on the power flow, the total costs and battery degrada-
tion. The EV battery degradation (AEL}/) when V2G was absent was determined to be 0.671 kWh. AEE‘{},
degradation caused by calendar ageing, was determined to be 0.652 kWh. This showed that the significant
proportion (97.16%) of the EV battery degradation was due to the passage of time, rather than the usage for
charging. When V2G was allowed at high FIT, the EV battery degradation was determined to be 0.84 kWh.
Even under this circumstances, the calendar ageing was the major component and accounted for 77.6% of
degradation. Thus, it can also be concluded that degradation due to the charging operation and V2G opera-
tion was not as significant as calendar ageing. Moreover, the total cost reduction due to V2G was larger than
the increased EV costs. However, it should be noted that there were few underlying assumptions considered
for the calculation of battery degradation. Under those assumptions, it can be stated that V2G was profitable
and played a significant role in supplying power to fulfil demand, feed energy back to the grid, and reserve
power for FCR. Additionally, the introduction of FCR also reduced the degradation in the batteries.



Conclusion and Recommendation

9.1. Conclusion

This research used the provided EMS model and added equations of certain future market mechanisms to
it to determine how these mechanisms would influence the power consumption behaviour and the system
costs for a prosumer household. Using the half yearly data, simulations were made on GAMS and the results
were studied.

In Chapter 3, the EMS model was discussed. Constraints for the devices which govern the power flow, the
system size and the operational costs were studied. It was also observed that the EMS was simultaneously
able to size the system and determine the optimal power flow which minimized the operational costs. The
operational costs of BES and EV, grid costs, the PV installation costs, converter costs, and the interest were
considered together considered to be the total costs.

Chapter 4.3.2, discussed the power flow and the costs for a distributed generation and storage system
when there was no EMS to control the power flow. Total system costs comprised of the EV costs (without
V2Q), PV costs, grid costs and the inverter costs. This costs were then compared to the costs obtained when
EMS was implemented.

In chapter 5, the EMS discussed in chapter 3 was used to determine the optimal size of the generation and
storage system under different FIT levels. Percentage difference of retail price was the model which was used
to calculate the FIT. In this model of FIT, the FIT is lower than the RP by a particular percent value. It was
observed that when the difference between the RP and FIT was low, optimal system sizes were high. As the
difference increased, the FIT reduced. This reduction in remuneration led to smaller optimal system sizes.
Since the revenue that could be generated reduced, the operational costs increased and to reduce this cost,
smaller system sizes were used. It was observed that BES size reduced from 26.057 kWh when FIT was equal
to RP to 8.62 kWh when there was no FIT. PV size reduced from 30 kW), at zero difference to 4.493 kW,,. These
sizes of the BES and PV at zero FIT showed that despite having no remuneration, generation and storage sys-
tems are still required to obtain the minimal cost. For the system power flow at 10% difference between FIT
and RP, it was observed that the maximum grid power observed was 14.85 kW and this value was seen for
both, consumption and feeding in. Energy was consumed at low prices and fed back at high prices.

As the FIT started to reduce, the EV’s use for V2G started to decrease as well. When EV was used for V2G,
high charging and discharging power levels were observed. When the FIT reduced, the power levels reduced
as well and it was observed that the energy stored in EV decreased. The effect of V2G on power flow and
system costs was observed for ToU prices, high, and low FIT. It was observed that at high FIT, V2G was able
to reduce the costs significantly by feeding more energy into the grid and generating revenue. An increase
of 45.15% in total costs was observed when V2G was restricted at high FIT. Under no V2G, the BES costs and
average BES power increased. But, V2G restriction at zero FIT and ToU prices did not make a significant dif-
ference in costs or the power flow. Total costs increased by 0.25% when V2G was restricted for zero FIT and
increased by 0.3% for ToU prices. Seasonal variations were also discussed and it was determined that the PV
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power was the lowest on average during winter which led to low average grid feeding power. However, with
the increase in irradiance during spring and summer, the average PV output increased. When this PV power
was fed back to the grid which increased the average grid feeding power. Additionally, the increased PV out-
put led to more feeding in hours during spring and summer days. The maximum value of average grid power
remained same during the different seasons.

Chapter 6 discussed a variation of a capacity mechanism introduced in the literature. The mechanism
was modified to reduce the grid peak power for both consumption and feeding in. This was done by incen-
tivizing the consumers to subscribe to a particular power level. Exceeding this power level led to addition
of penalties. The capacity price per kW was varied and the effects on the costs and the power flow were ob-
served. It was noticed that when the CT was low, the grid peak power was still high. However, when the CT
started to increase, the grid peak power reduced. Moreover, the increasing CT also led to reduction in charg-
ing and discharging EV. Similar to increasing FIT, increasing CT led to reduction in EV’s use for V2G. Finally,
increasing CT also led to PV curtailment as the generated energy could not be fed back without exceeding the
subscribed power. But increasing the CT led to increase in total costs. Moreover, the seasonal analysis of the
various power level showed that as the CT increased, the average power level of different devices reduced.
The implementation used in this research also led to selection of optimal power to subscribe based on the
capacity tariff.

Chapter 7 discussed the use of EMS to reserve the power for FCR market in the Netherlands. It was ob-
served that EMS was able to use the PV, BES and EV for reserving power. This also led to increase in revenue
and thus, reduction in costs. Since reserving power generated revenue, it was always profitable to reserve
power. Seasonal analysis of power flow when FCR was introduced showed that there was a general reduction
in average grid power and average power across all the devices except PV. The average PV power generated
remained the same and it was fed back to the grid to generate revenue. The total system costs were the lowest
for the case when FCR was introduced.

Compared to the uncontrolled case, when the EMS was added and the BES was introduced, the total costs
reduced by 70.26% under the EMS control. When low CT was considered, the reduction in costs was 52.02%
under EMS control with low CT compared to the uncontrolled case. However, there was an increase of 46.4%
in total costs when high CT was considered on comparison with the uncontrolled case. The total costs re-
duced by 1205.07% when FCR mechanism was introduced on comparison with the uncontrolled case.

9.2. Recommendations

This research determined the effect of power flow and the costs on the household level. Several observations
were made about the effect of market mechanisms on the power flow and the costs. However, this research
does not consider the effects of the market mechanisms on the grid. High grid power values were observed
under high FIT. Thus, it would be interesting to design a grid model with multiple prosumer houses having
variable system sizes under the control of the discussed EMS model. With this grid study, it can be determined
what are the effects of high FIT on the grid parameters such as line loading, voltage, power loss, harmonics
etc. It is also interesting to determine how the EMS would supply power for local consumption in the feeder
in a scenario where a peer to peer market is introduced.

Furthermore, it was observed that the CT was able to reduce the peak grid power for both consumption
and feeding in. Introducing the capacity tariff on the grid model would also help in determining the effec-
tiveness of the EMS and the CM on reducing peak power in the grid. Again, effects on various grid parameters
could be studied and conclusions could be made. Moreover, using the CM, it should also be studied how
much grid expansion and reinforcement costs could be avoided. This would be really beneficial to a DSO and
could help in making optimal expansions in the future. At the household level, it is also interesting to see how
a variable capacity tariff signal can be produced and to determine its effects on costs and power flow.

Further research needs to be done in FCR mechanism as the current implementation does not reserve the
same power for a period of four hours. This is a requirement set forth by TenneT and meeting this requirement
would be a significant improvement for the provision of FCR if necessary. It should be checked if adding more
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households equipped with this EMS can lead to a co-ordinated FCR reserve and delivery. Finally, the observed
effects of FCR on average grid power for different seasons should be checked on a grid scale to see what effects
does decentralized FCR on grid parameters.
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