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Abstract
Supply chains are vital to the global economy, and so, in-
creasing efficiency in supply chain management is of utmost
importance. Modernizing technology has allowed for various
uses of machine learning to be possible in several aspects of
supply chains, specifically in demand forecasting with pre-
diction models, and customer relations with chat-bots. While
this may be the case, many organizations are reluctant to im-
plement such solutions due to potential threats to their pri-
vacy. In addition to this, some currently existing solutions do
not take special care for privacy preservation. This brings the
question of, ”How can privacy be preserved in machine learn-
ing based applications in supply chains?” The results of this
survey show that several approaches for privacy-preservation
of machine learning applications exist, and can be applied to
supply chains while maintaining increased efficiency in sup-
ply chain management.

1 Introduction
With the current level of globalization and advancing tech-
nology, supply chains have become complex, and integral to
any business. With any such systems and new technologies,
there are vulnerabilities present, and new issues surfacing.
Privacy concerns related to sensitive data and unwanted ac-
cess have arisen in supply chains, due to the involvement of
emerging technologies such as Machine Learning (ML) and
Blockchain. In addition to this, concerns about end-user in-
formation being acquired by adversaries is also an issue. Ac-
cording to Hassija et al., many organizations have adopted
Artifical Intelligence (AI) systems in their businesses, and its
use in the future can only be expected to increase due to the
offered advantages [11]. Furthermore, applications of ML,
a subset of AI, have highly potential applications in supply
chains, such as in demand forecasting. While that may be
the case, privacy concerns related to sensitive data exist with
many ML approaches, and so many stakeholders are reluctant
implement such approaches [23].

How can privacy be preserved for ML based applications
in supply chains? This paper will address the aforementioned
research question, due to its importance, and the growing
need for transparency, security, and trustworthiness in asso-
ciated supply chains [11]. This particular survey will focus
on two significant areas for ML applications in supply chains,

namely the applications in demand forecasting, and chat-bot
usage for customer and supplier relations. For these areas,
due to lack of existing implementations of privacy-preserving
ML solutions, a survey of existing research will be used to
determine the ideal privacy-preserving techniques for future
implementations.

2 Background
Supply chains can be complex due to the large volume of in-
volved organizations and various actions. In addition to this,
ML is also a diverse field of computer science, and has sev-
eral applications in supply chains according to industry ex-
perts [4]. To explore the possible privacy concerns with such
applications, some background information on the relevant
topics is required.

2.1 Machine Learning
ML is used to develop applications that learn from experi-
ences and data in order to improve decision-making, or in-
crease prediction accuracy over time [8]. Generally, data sets
known as training data are prepared and used to train ML
models. Depending on the desired application, the data can be
labeled or unlabeled. The training data is then passed through
a chosen algorithm to create a model. Several different types
of algorithms exist such as Artificial Neural Networks and
Support Vector Machines. Other algorithms includes clus-
tering algorithms, association algorithms, and decision trees.
After training, the model can then be used with new data for
output, as well as for improving the model itself. Because of
the nature of these algorithms, the required data, and other
related situations, specific privacy concerns can arise [10].

Threats to Privacy in Machine Learning Applications
ML applications can provide significant advantages, such as
increases in efficiency of supply chain operations [4]. How-
ever, making use of such methods gives rise to privacy threats
[16]. Most of these threats are posed to sensitive data due to
the nature of supply chains, as the amount of involved par-
ties is high. In addition to this, computations are generally
conducted by a party other than the owner of the data, imply-
ing a transfer of private data is involved [10]. This poses a
high risk to the data, as it becomes susceptible to attacks. The
data could then be held for ransom, or be used by third parties
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such as competitors. Due to this, many customers are reluc-
tant to implement ML based solutions, despite the significant
benefits offered by ML solutions [2]. Some prominent threats
to privacy in ML applications are posed by the following at-
tacks:

• Reconstruction Attacks - This threat is related to sen-
sitive data in that Reconstruction Attacks aim to work
backwards from features of a data set and reconstruct
the private raw data used by the ML model [2]. As a re-
sult, even though the features derived from raw data may
be unidentifiable, a reconstruction attack can get access
to the useful raw data for malicious use.

• Model Inversion Attacks - Such attacks, aim to arrive
back at the input data. As ML models do not store raw
data or feature data within the model, attackers cannot
gain access to the input data, but may still have access
to the output. The adversary may instead attempt to cre-
ate a new model that uses the output, and error data of
the ML model to arrive back at the input features [2].
This can then be combined with reconstruction attacks
to arrive at raw data.

• Inference Attacks - Membership Inference Attacks at-
tempt to determine whether a sample was part of a spe-
cific training data set used to construct the targeted ML
model [21]. Such attacks can be used to determine if a
sample belongs to a specific class, such as data belong-
ing to one of several companies.

• De-anonymization - De-Anonymization is, as the name
suggests, a method to determining the true identity or na-
ture of anonymized data sets. Personal information can
be uncovered such as Netflix user data, financial data,
and health care records [19]. Although such an example
is broad, de-anonymization is applicable to multi-party
computations for supply chain applications, especially
when computations are conducted by a third party.

Privacy-Preserving Techniques for Machine Learning
While there are several threats to privacy in ML applications,
several potential solutions also exist.

• Cryptographic Approaches - One of the best ways to
avoid private data falling into the wrong hands is by fol-
lowing cryptographic protocols, especially when multi-
ple input parties are involved [2]. This directly addresses
concerns about sensitive data leaks as it tackles the issue
of raw data being easily accessible to unwanted parties.
In addition to this, such approaches have the added ben-
efits of reducing obstacles to securing multi-party com-
putation, and time-saving benefits.

• Homomorphic Encryption - Although this too is a cryp-
tographic approach, a key differentiating factor from
other cryptographic approaches is that the ML computa-
tion can be performed directly on the encrypted data, and
the output also remains encrypted [12]. This difference
offers a significant level of privacy preservation. Ho-
momorphic Encryption offers similar benefits to other
cryptographic approaches for sensitive data, in addition,
it provides solutions for attacks such as reconstruction

attacks, and model inversion attacks, as any result from
these would still not be accessible. That being said, fully
homomorphic encryption is a costly system [24].

• Garbled Circuits - Garbled Circuits are useful for pre-
serving privacy when the computation involves only two
parties. One party generates the garbled circuit, and
sends it to the other party, along with its own garbled
data. The other party can then evaluate and make use of
the garbled circuit with its own garbled input, in order to
obtain the results. The use of garbled circuits avoids any
leaks of the encrypted data to either parties [13].

• Differential Privacy - Differential Privacy is used to
counter inference attacks. This is done by using pertur-
bation approaches through the addition of random noise
to the data at different points in the algorithm. The goal
of differential privacy is to ensure ”...that any sequence
of outputs (responses to queries) is “essentially” equally
likely to occur, independent of the presence or absence
of any individual.” [7]. While this is an efficient tech-
nique, a certain level of trust is required on the computa-
tion party. As a result of this, Local Differential Privacy
techniques also exist, which is when the data owners add
random noise to the data, eliminating the remaining pri-
vacy risks.

2.2 Supply Chains

A supply chain is a network of organizations, stakeholders,
operations, information, and resources required to provide
any product or service from end to end. Supply chains may
involve raw material suppliers, manufacturers, distributors,
transporters, customers, and several other possible organi-
zations [16]. Predicting demand for each level in the sup-
ply chain is of high importance as balancing supply and de-
mand can greatly improve a supply chain’s efficiency [14].
Communication and interaction between the organizations
and their customers or suppliers is also equally important.
There are ML solutions with great potential for such situa-
tions; however, the solutions can be vulnerable.

While the vulnerabilities in supply chains range from coun-
terfeit goods to theft, the vulnerabilities relevant to ML appli-
cations and privacy are related with cybersecurity and third
party vendor risks [11]. The cybersecurity threats are related
to intellectual property, sensitive data, and cloud technology,
while third party vendors pose threats to companies’ private
data. In all cases, the key threats to privacy are related to a
company’s data being accessed or acquired by unwanted ad-
versaries, with different outcomes depending on the specific
threats that were previously mentioned. In order to reduce re-
luctance of organizations to implement ML solutions in sup-
ply chains, the threats must be addressed. Furthermore, in or-
der to avoid the actualization of such threats, currently exist-
ing applications of ML in supply chains should also be mod-
ified. The scope of this survey concerns two areas in supply
chains where ML applications are highly beneficial, which
may also be vulnerable. These are demand forecasting, and
customer relations through the use of chat-bots.



Demand Forecasting and Forecast Accuracy
Demand forecasting is a process used in supply chains in or-
der to predict future demand of a product based on historical
data [15]. Several methods of demand forecasting exist for a
variety of different situations, such as seasonal demand of a
product or a product with specific trends in its demand. The
methods use historical data about demand for the product in
order to predict future demand.

Several traditional methods for this already exist, such as:

• Naive Forecast - This simple method uses a previous pe-
riod’s data as a viable prediction for future demand [15].

• Moving Average - This method uses an average of recent
historical data to predict future demand [15].

• Trend - Trend based forecasting methods are ideal for
predicting future demand of products’ demand’s that fol-
low specific trends. This too is a relatively simple model,
and uses linear regression as its basis [5].

• Multiple Linear Regression - The Multiple Linear Re-
gression method is used to predict changes in future de-
mand by using historical data of changes in demand [5].

While these are effective methods, they can lead to reduced
accuracy, and result in the Bullwhip Effect [5]. The Bull-
whip Effect refers to an occurrence in distribution channels
when distortions in each stage of of a supply chain cause the
change in accuracy of the next stage to be larger [15]. Slight
inaccuracies in the demand forecasting of retailers can com-
pound onto manufacturers, and so on through to suppliers.
This causes large inefficiencies in the operations of a supply
chain.

In order to reduce the forecasting errors, over the past
decade or so, several algorithmic approaches which make
use of ML algorithms have been implemented. Some promi-
nent approaches are with Artificial Neural Networks (ANN),
Recurrent Neural Networks (RNN), and Support Vector Ma-
chines (SVM). ANNs are based on the neural networks of a
human brain, consisting of layers of neurons (nodes) to which
input is given and the desired data is acquired as output. Car-
bonneau states that Feed-Forward Error Back-Propagation
Type neural networks are most commonly used in demand
forecasting [14]. Feed-Forward refers to the acyclical na-
ture of the connections between nodes, meaning the output
of one layer is passed on as input to the nodes of the next
layer only, moving in one direction. Back-propagation of er-
ror is a method of training ANNs in which a loss function is
used to determine the error, and is propagated back through
the layers in order to increase accuracy. This increases the
efficiency in demand forecasting [5].

While ANNs consist of feed-forward networks, RNNs al-
low for the output of neurons to travel backwards as input for
the same or previous layers. RNNs are especially applicable
for time-series demand forecasting, as an alternative to tra-
ditional methods such as Holt’s Method. While ANNs and
RNNs aim to minimize the forecasting error, SVMs aim to
minimize the margin of error [5].

While these methods have been effective, historically few
precautions have been taken in order to preserve privacy when
applying such techniques in supply chains. Because of this, it

is important to identify which threats to privacy exist in ML
applications, and what the potential solutions are.

Chat-bot Usage in Supply Chains
A chat-bot is simply a piece of software that is used to imi-
tate human communication capabilities to provide a desired
response to a query entered by any given user. Old genera-
tion chat-bots lacked flexibility, being able to only respond
correctly to a fixed set of inputs. In order to design a good
chat-bot, it is important to understand which characteristics
it should display. In essence, a good chat-bot should un-
derstand natural language input, manage dialogue, respond
with natural language, and preserve the privacy of both the
user and the developer [22]. According to Dr. Nuruzza-
man there are essentially four classifications of chat-bots;
goal-based, knowledge-based, service-based and response
generated-based. Goal-based chat-bots designed for a spe-
cific task and only for short conversations, getting inputs from
the user in order to complete said task. Knowledge-based
chat-bots are classified based on what type of data source
they are gathering their data from, either closed domain or
open domain. Service-based chat-bots are aptly named be-
cause they essentially provide a service to the user like order-
ing a meal or making an appointment without the intervention
of a human. Lastly, response generated-based chat-bots are
defined by what kind of action they execute when responding
to the user [18].

The earlier methods used to develop chat-bots did not use
ML approaches, instead they mainly used pattern matching
and rule-based methods.

• Pattern matching: chat-bots based on pattern matching
theory were used in situations where the scenario was
one of the users asking questions and the chat-bot an-
swering them [22]. The software would be developed
such that it would match the input of the user to a set of
predefined questions and return a template answer based
on that match. A.L.I.C.E. is a chat-bot developed by
Richard Wallace is a good example of a chat-bot based
on pattern matching algorithms [22].

• Rule-based: chat-bots developed with the rule-based ap-
proach work on the principle of mapping the user’s in-
put and associating it with the database. The software
reads the input by turning it into a so-called keystack
and marking some predefined keywords with the highest
frequency. It then uses the frequency of the keywords to
associate the input with a category of response, resulting
in a more adaptable response as compared to a pattern
matching chat-bot [22]. Some examples of chat-bots
that utilize a rule-based approach are ELIZA by Weizen-
baum and PARRY by Colby, both in the latter half of the
20th century.

Considering this, it can be seen how the above approaches
for developing chat-bots caused them to be less flexible.
Chat-bots have several applications in supply chain manage-
ment, such as tracking and order related issues, providing in-
formation to customers and conducting surveys. ML can be
used to greatly enhance the performance of chat-bots, such
that they could perform at the level of human operators.



3 Survey Contribution
The Case for Privacy-Preserving ML in Supply Chains
While there are some existing privacy-preserving ML appli-
cations, the scope of the applications is higher still. Many
of the existing uses of ML for supply chains do not take pri-
vacy preservation into account, or organizations are still re-
luctant to implement ML solutions do to the privacy concerns
[23]. As such, it is beneficial for current ML solutions to
have privacy-preserving techniques implemented, and more
importantly, the awareness of the privacy-preserving tech-
niques for reluctant organizations also needs to be raised. Due
to the lack of available resources that discuss supply chains,
privacy-preservation, and ML, it is difficult for the two points
mentioned above to be addressed. The goal of this survey is
to do just so. As such, section four will discuss the differ-
ent privacy-preserving techniques that exist for ML, as well
as their advantages, disadvantages, and applicability to areas
in supply chains. Specifically for demand forecasting, and
chat-bot usage in customer relations.

Section four will also contain information on the motiva-
tion of using ML approaches for demand forecasting and cus-
tomer relations. In addition to this, there is also a discussion
of an example of existing privacy-preserving ML in demand
forecasting, and the current usage of chat-bots in customer
relations. Finally, there is also a discussion of which of the
techniques would be applicable for different application ar-
eas.

4 Research and Results
4.1 Machine Learning in Demand Forecasting
Research shows that ML approaches for demand forecast-
ing increased accuracy when compared to traditional meth-
ods [5]. In addition, more approaches using artificial neural
networks showed promising results in a study conducted by
Kochak et al.[14]. ML approaches such as Artificial Neural
Networks (ANN), Recurrent Neural Networks (RNN), and
Support Vector Machines (SVM) can be used for demand
forecasting. A study conducted by Carbonneau et al. dis-
covered that these techniques are, in fact, more accurate and
reduce the forecasting error, as can be seen on the right in the
extract of results from the study.

Figure 1: Comparison of the Performance (MAE) of Forecasting
Techniques

As evidenced, RNNs and SVMs provide a lower Mean
Average Error (MAE) and lower standard deviation. While
the traditional method of multiple linear regression performs

slightly better than ANNs, it was explained in the study that
this was caused due to over fitting on the training data. Fur-
thermore, it was concluded that such techniques increase
forecasting accuracy, decrease costs, and increase customer
satisfaction [5]. The paper also noted that using the tech-
niques as designed in the study is only viable for single party
operations, since there factors that are hurdles for collabora-
tion [5]. While these ML techniques may be used by orga-
nizations to predict demand without outside information, it
is ideal to have collaboration with other parties involved in
the supply chain, such as suppliers and customers [16]. This
would allow for more valuable data to be available for de-
mand forecasting, thus allowing for higher accuracy, and al-
low increased efficiency in supply chain management in the
long term. While the advantages of ML solutions are signifi-
cant, the ML techniques used can be susceptible to model in-
version attacks, inference attacks, and reconstruction attacks.
This means that techniques for privacy preservation would be
useful in order to promote the collaboration.

4.2 Chat-bot Usage in Supply Chains
With the advent of technologies like machine and deep learn-
ing, computer scientists were able to take the large amounts
of data gathered through supplier/customer interactions and
train a chat-bot to be more versatile. Thus, the chat-bot would
be able to give correct responses to a much wider range of
queries, and at the same time respond to those queries with
more realistic and human-like communication patterns. A
crucial part of supply chain management is the interaction
between supplier and customer, one that requires human cap-
ital to establish and maintain. With the increasing capabilities
of personal assistants like Siri, Alexa, and Google Assistant,
it is not difficult to imagine how similar intelligent chat-bots
can make a significant impact on this aspect of supply chain
management.

A study conducted by Lei Cui et al. on the customer ser-
vice SuperAgent, covers important customer-company based
relations such as FAQs and chit-chat conversation on E-
Commerce websites. Cui provides an example of ATT us-
ing this chat-bot to answer people’s FAQs in a chat, includ-
ing natural language like chit-chat [6]. ML is already mak-
ing an impact in supply chains due to its practical applica-
tions and offered advantages. Some of the use cases are dis-
cussed in a conference paper by Hannah Wenzel et al., where
the three areas of focus are Selecting Supply Chain Part-
ners, Demand Forecasting for DM (one of Germany’s largest
drugstore companies) and Detecting False-Positive RFID Tag
Reads [25]. All three of these applications can be argued to be
more complex in nature than what is expected of a ML based
chat-bot, especially the selection of supply chain partners and
demand forecasting. From this, it is evident that not only will
implementing ML based chat-bots free up human capital in
supply chain processes, but it also allows for around the clock
availability and support for any customer queries in order to
reduce inefficiencies in supply chain management.

In this age of increasingly intermingled technology in hu-
man lives, privacy preservation is of high importance. Al-
though it appears simple when an organization states that user
data will be fed to ML algorithms in order to improve chat-



bots, it is important to concretely define from where and how
the data will be collected, as well as which data will be col-
lected. As with all developing technologies, chat-bots also
have their disadvantages. For the purposes of this survey, the
main focus will be on the privacy vulnerabilities of chat-bots.
The foremost privacy issue in ML based chat-bots is the large
amounts of data that is required in order develop a model and
have a well functioning chat-bot. There are many debates as
to where the data will be collected from, and many raise con-
cerns about the in-home, always-on devices such as Alexa
and Google Home [20]. Considering this, there are several
ethical concerns about how the data will be collected. These
privacy concerns only pile onto an audience which is already
skeptical of the use of technologies like ML and AI in every-
day life, from an ethical standpoint.

One of the biggest advantages that ML presents to the
field of chat-bots is allowing them to communicate in a more
human-like manner. Because of this, there are several areas
where ML can be implemented. As briefly mentioned earlier,
these areas include Natural Language Processing (NLP), Nat-
ural Language Understanding (NLU), Dialogue Management
(DM), and Natural language Generation (NLG) [22]. ML can
be used to identify the emotions of the user interacting with
the chat-bot, and thus return a proper response to the user ac-
cording to their mood. For this, DM is used to decide the
category of the database from which the chat-bot will pull its
response. The next stage is generating a response that seems
like a human wrote it, for which NLG is used. It also allows
for personalized and immediate natural language responses
made by chat-bots [22].

The reason why so much research is being conducted into
ML based chat-bots is because of the offered increase in opti-
mization of supply chain processes, along with the introduc-
tion of cost saving measures for corporations. chat-bots are
aimed to replace human agents, for which corporations cur-
rently have high expenditure. In a study mentioned in Martin
Adam’s paper on AI-based chat-bots in customer service, it
is mentioned that as of 2019, chat-bots could effectively re-
duce global business expenditures of roughly $1.3 trillion by
30% related to customer service inquiries [1]. This signifi-
cant impact would be created by using chat-bots to decrease
the response times, freeing human capital and dealing with
up to 80% of frequently asked questions. The paper goes on
to state that chat-bots can save up to $8 billion per year by the
year of 2022. From this, it is evident that not only will imple-
menting ML based chat-bots free up human capital in supply
chain processes, but it also allows for around the clock avail-
ability and support for any customer queries. While that is the
case, the privacy concerns regarding data of users with chat-
bots are high. This is mostly related with re-identification of
user data [19]. A prominent example of this was a study con-
ducted at the University of Texas, where personal data and
identities of Netflix users were easily uncovered. Similarly,
other personal data such as financial and health care records
can be at risk [19].

4.3 Privacy Preserving Techniques for Machine
Learning Applications in Supply Chains

Cryptographic Approaches - An Example
Cryptographic approaches for privacy-preservation are com-
mon due to the best practices considered when transferring
sensitive data between parties. Some cryptographic privacy-
preserving ML techniques already exist for demand forecast-
ing. A paper by Fabian Taigel et al. discusses the reluctance
of customers to provide condition data to suppliers for de-
mand forecasting usage due to privacy concerns [23]. Due
to this a privacy preserving method of supervised ML was
used, with order preserving encryption. The paper states that
without privacy preserving techniques, normally one main-
tenance, repair, and overhaul service provider (MRO) serves
multiple customers. This is done by customers individually
determining when a part needs MRO, and the order is sent
to the provider. This is inefficient as MRO providers can-
not predict when specific parts will be required especially for
air crafts, and as previously stated, customers are reluctant to
share the private data.

The alternative to this is the concept of the ML approach
suggested in the paper. This entails the use of real-time con-
dition data from multiple customers for all parts. The data is
secure on the customers’ encrypted databases, and they hold
the key. The process takes six distinct steps [23].

1. MRO provide discovers a probabilistic decision tree
model on a training data set.

2. Next, the decision tree is translated into basic SQL
queries.

3. The queries are then encrypted in order to be executable
on encrypted databases that contain the sensitive data of
several customers.

4. In step 4, part of the classification function is applied on
the encrypted data.

5. The results are then aggregated using a privacy-
preserving aggregation protocol, also described in detail
in the paper.

6. Finally, the results are obtained, which indicate the pre-
dicted demand, and demand forecast’s accuracy.

The paper concludes that an approach such as the one de-
scribed above allows for increased efficiency in demand fore-
casting and forecasting accuracy, due to the possible collabo-
ration of customers after the threats to sensitive data was ad-
dressed. Other substantial benefits include a reduction in ser-
vice times, and lower inventory costs for the MRO provider.
Furthermore, this approach does not neglect the forecast ac-
curacy, which is an equally important aspect of demand fore-
casting [23].

Such approaches display the feasibility and high potential
privacy-preserving ML approaches have in supply chains. As
a result, privacy concerns held by other parties in a supply
chain can be addressed, while still increasing the performance
of demand forecasting in terms of accuracy, and reduced costs
of operations, both in time and a financial sense.



Homomorphic Encryption Approaches
Homomorphic Encryption differs from other encryption ap-
proaches in the sense that the computation can be performed
directly on encrypted data. Due to this key difference, it al-
lows for increased privacy-preservation and defense against
certain attacks. An encryption is considered to be homomor-
phic if, ”from Enc(a) and Enc(b) it is possible to compute
Enc(f(a, b)), where f can be +, x, ⊕, and without using the
private key,” [24]. As can be seen in this definition and the
details of the paper by Taigel et al., the approach mentioned
above requires the private key. In addition to this, the opera-
tions for that privacy-preserving approach were not limited to
+, x, and ⊕ operations, which was due to high cost.

With cost in mind, homomorphic encryption can be fur-
ther differentiated into fully homomorphic encryption, addi-
tive homomorphic encryption, and multiplicative homomor-
phic encryption. Considering the relatively high costs of fre-
quently bootstrapping cipher texts, fully homomorphic en-
cryption approaches are generally not preferred [2]. Instead,
additive homomorphic encryption is preferred for privacy
preserving ML approaches. Such a system conducts addition
operations on the encrypted data, while multiplication opera-
tions are done with plaintext. A well known example of this
is the Paillier Cryptosystem.

Such techniques are used in order to avoid high costs, with
the loss of efficiency and functionality. In order to make up
for this, protocols to perform secure multiplication and de-
cryption operations were developed. In addition to this, data
packing techniques that enable multiple plain text values to
be encrypted by the same cipher text were also developed.
In order to develop a system that is efficient and privacy-
preserving, a combination of the aforementioned techniques
with additive homomorphic encryption were proposed for the
collaborative filtering system by Erkin et al. [9].

There are several advantages and disadvantages of Homo-
morphic Encryption approaches. While fully homomorphic
encryption approaches can be highly secure, they have high
costs. On the contrary, additive homomorphic approaches
have reduced functionality, and if no special measures are
taken for increasing functionality, in terms of privacy, the
threats to privacy still remain. A system like that would be
vulnerable not only to insider attacks on the sensitive data,
but specific ML algorithms would also be open to model in-
version attacks, inference attacks, and reconstruction attacks.
This results from the fact that some of the data would have
to be decrypted. That being said, the disadvantages of ad-
ditive homomorphic encryption approaches can be mitigated
with the use of the techniques mentioned above, resulting in
a privacy-preserving system and maintaining the functional-
ity. The only drawback such a system has is the vulnerability
to insider attacks, which can be possible if involved parties
collude. While such a possibility is low due to the separation
of organizations in supply chains (e.g. different companies),
the possibility still exists, because of which other techniques
should also be explored.

Garbled Circuits
The use of garbled circuits is also a potential privacy-
preserving approach. Garbled circuits are for computations

involving two parties. Because of this, such a privacy-
preserving technique is applicable to demand forecasting uses
as computations are generally conducted by another organiza-
tion. In addition to this, private data about sales from retailers
can be kept secure from suppliers. The figure below describes
a garbling scheme, which provides a simplified overview of
how a garbled circuit works in practice.

Figure 2: Components of a garbling scheme G = (Gb, En, De, Ev,
ev). Function Gb maps f and k to (F, e, d), strings encoding the
garbled function, the encoding function, and the decoding function.
Possession of e and x lets one compute the garbled input X = En(e,
x); having F and X lets one calculate the garbled output Y = Ev(F,
X) and knowing d and Y lets one recover the final output y = De(d,
Y), which must equal ev(f, x).

[3]

The generator of the garbled circuit would not have access
to the evaluator’s data. In addition to this, the evaluator only
gains the garbled input of the generator, keeping the secure
as well. Moreover, research conducted by Huang et al. dis-
cuss the efficiency and significantly fast run times of a garbled
circuit approach [13]. The framework suggested not only of-
fers improvements in run times by a whole order of magni-
tude, but also mention how the garbled circuit approach can
be more beneficial to other custom protocols or homomorphic
approaches. Huang et al. also conclude that simple pipelined
garbled circuits are quite applicable and scalable to a vast va-
riety of situations, with modifications to minimize the circuit
size [13]. This is especially beneficial in demand forecasting,
as input data can range all the way from real-time sensor data
to historical sales data.

Differential Privacy and Perturbation Approaches
Perturbation approaches consist of introducing random noise
in different steps of the system. This can be done to the in-
put data, intermediate data through the algorithm, or output
data. Such techniques are used in conjunction with Differ-
ential Privacy. As stated earlier, the goal of differential pri-
vacy is to ensure ”...that any sequence of outputs (responses to
queries) is “essentially” equally likely to occur, independent
of the presence or absence of any individual.” [7]. Meaning,
if any individual data point is included in a data set that is
being computed on, the inclusion or exclusion of it will be
unknown. As a result, differential privacy is especially use-
ful to counter inference attacks, and de-anonymization. In
addition to this dimensionality reduction approaches such as
Principal Component Analysis (PCA), a specific type of per-
turbation approach, allow for security against reconstruction
attacks [2].

Differential Privacy algorithms are randomized. The ap-
proach of the randomization can be categorized into different
types, which were mentioned earlier.



• Input Perturbation - With this method, the random noise
is added to the input data. The computation is then done
on the randomized input, and the output is thus differen-
tially private. Dwork et al. discuss an example of this
with a PCA algorithm. The group added a symmetric
Gaussian noise matrix to the co-variance matrix and then
followed the steps of the algorithm [7]. Such a method
is useful when the value of the sensitive data lies in the
input data.

• Output Perturbation - This method regularly conducts
computations on the input data, without special con-
ditions ensuring privacy. Once this is done, the ran-
dom noise is then added to the generated model [2].
While such a method would not provide enough security
against attacks on the input data or model reconstruction
attacks, it does safeguard the output data. As a result, if
the input data is kept secure with other means, and the
value lies with the output, output perturbation would be
an appropriate method for Differential Privacy.

• Algorithm Perturbation - This method adds random
noise to the intermediate values in an algorithm, itera-
tive algorithms to be exact. Due to this, ML algorithms
such as PCA and Deep Learning algorithms can be dif-
ferentially private. In addition, Algorithm Perturbation
counters model inversion attacks, and reconstruction at-
tacks, as any generated models from such attacks would
be obsolete due to the randomization of the intermediate
values.

While these perturbation methods can be effective for
differential privacy, the privacy-preservation depends on the
fact that the data which is computed on can only be from
a single trusted server [2]. Because of this, when multiple
parties are involved, such as the MRO example by Taigel et
al. mentioned above, these perturbation approaches would
not be good alternatives [23].

4.4 Discussion
As can be seen from the techniques mentioned above, the
techniques have varying advantages and disadvantages. Due
to this, different privacy-preserving techniques are better
suited for different situations, depending on the type of ML
approach that is already being used, the specifics of the data
that is to be used, or the requirements of a specific organi-
zation or industry. Considering the varying advantages and
disadvantages, the topic merits discussion. The table on the
right briefly states the associated advantages, disadvantages,
and general use cases for each of the privacy-preserving
techniques, in the context of ML and supply chains.

Cryptographic Approaches
Cryptographic approaches, excluding Homomorphic Encryp-
tion approaches, are primarily advantageous against sensitive
data being acquired or accessed by adversaries. In addition
to this, because of the nature of such an approach, a custom-
tailored system can be implemented to best fit the situation.
As was seen in the example discussed earlier, Taigel et al.

Table 1: Advantages, Disadvantages Potential Application Areas
for Privacy-Preserving Techniques

created a cryptographic approach for forecasting the demand
of aircraft MRO parts (Maintenance, Repair, Overhaul), with
real-time data about the condition of the parts [23]. Due to
this approach, the collaboration of multiple parties was pos-
sible, as the concern of data leakage was addressed.

While the advantages are apparent, disadvantages also ex-
ist. For example, this kind of approach has high costs in terms
of time and manpower, as designing and implementing a so-
lution to a specific situation requires more research, planning,
and time for implementation, such as the case with the MRO
example. This is because other than standard encryption of
data during transferring, specific methods have to be devel-
oped for each situation, and so it is not generalizable. In
addition to this, while the input and output data may be en-
crypted, often times it has to be decrypted for computation,
which makes some cryptographic approaches susceptible to
model inversion attacks, and reconstruction attacks.



Nonetheless, such an approach is still applicable to a wide
number of situations. For example, when the privacy con-
cerns are only related to the input or output data, a crypto-
graphic approach can be a good fit. Especially when data
about sales, revenue, or performance is being used in demand
forecasting. Furthermore, it can also be used for data related
with chat-bot usage as user records and personal data can be
kept secure.

Homomorphic Encryption Approaches

This specific cryptographic approach offers several advan-
tages, and addresses the shortcomings mentioned in the sub-
section mentioned above. In addition to safeguarding against
data leaks, fully homomorphic encryption approaches can
also defend against de-anonymization, inference attacks, and
reconstruction attacks. This is a significant addition as the
sensitive data can be kept secured, despite having multiple
parties involved.

That being said, disadvantages such as high costs due to
refreshing ciphertexts. In addition to this, in order to avoid
the higher costs aditive homomorphic encryption is used, but
at the expense of functionality when compared to fully homo-
morphic encryption approaches.

Despite the disadvantages, fully or partially homomorphic
encryption approaches can still be of great use in situations
with sensitive input or output data, systems susceptible to in-
sider attacks, and situations where run times and costs are not
of significance. For example, this would not be a good ap-
proach for demand forecasting of fast-fashion products due
to the short selling times [17]. However, it may be a good
approach for chat-bot training and development as homomor-
phic approaches safeguard against re-identification and infer-
ence attacks.

Garbled Circuits Approaches

Garbled circuits are useful for preserving privacy by address-
ing threats such as data leaks, reconstruction attacks, de-
anonymization, inference attacks. In addition to this, mod-
ern approaches offer significantly faster run times even when
compared to homomorphic approaches. Furthermore, there is
a wide range of applicability.

While the advantages are numerous, there are some dis-
advantages as well. The most prominent one is that garbled
circuits are a good approach when only two parties are in-
volved. For example, a retailer and its supplier. It cannot
allow for multiple parties. Furthermore, garbled circuits are
still susceptible to insider attacks on the input data if collusion
occurs between members of the two parties.

Although there are some disadvantages, garbled circuits
can be an excellent technique for ML based applications in
supply chains. This is especially true for collaboration be-
tween two closely working organizations, such as retailers
and suppliers in the clothing industry. In addition to this, the
fast run times also have potential for future implementations
where real-time data is used. This has high potential for de-
mand forecasting in the fast fashion industry, more of which
will be discussed later.

Differential Privacy Approaches
Differential privacy approaches have the advantages of safe-
guarding against data leaks because of the perturbation. In
addition to this, such approaches are also useful to defend
against reconstruction attacks, and model inversion attacks.
Furthermore, the very basis of differential privacy doesn’t al-
low inference attacks and re-identification.

While the advantages are numerous, the disadvantages
could cause hurdles. For example, additional data transfer
is required if multiple data sources or multiple parties are in-
volved. In addition to this, the random noise added can cause
lossy transformations, which reduces accuracy.

While differential privacy approaches can be used for some
cases of demand forecasting, the accuracy is of utmost impor-
tance and so it may not be the best solution. That being said,
it is an excellent technique to preserve privacy in the devel-
opment and training of chat-bots, since inference attacks and
re-identification are prominent threats for the related data.

5 Responsible Research
As this paper is a survey, the research was primarily based
on existing work by other authors. Furthermore, no experi-
ments were conducted during the research process. The ex-
isting works such as papers, journal articles, and other publi-
cations was discovered through different tools such as Google
Scholar, WorldCat and the IEEExplore Digital Library. After
discovery of the resources, the information was collected and
inferences were made in an unbiased manner.

The research was kept unbiased by making use of resources
that show several aspects of the topics, not only positive or
negative aspects. For example, the study conducted by Car-
bonneau et al. also included the negative performances of
ML solutions [5]. In addition, advantages and disadvantages
of the techniques were discussed in order to have a balanced
and unbiased overview.

Because of the availability of the tools used, and the ap-
proach to the research, such a method is highly reproducible
by others. This is because the conclusions drawn from the
research were based on the resources used, and so it is likely
that others following a similar method would arrive at simi-
lar conclusions; which is that the different privacy-preserving
techniques are applicable in a variety of areas depending on
the requirements of the situation. In addition, because of this
unbiased approach, the research was conducted ethically and
responsibly.

6 Conclusions and Future Work
The goal of this survey was to determine how privacy can be
preserved for ML based applications in supply chains, specif-
ically in the area of demand forecasting, and customer rela-
tions through chat-bots. ML applications are advantageous
because of the benefits they offer, such as increased accu-
racy and efficiency in demand forecasting, and the increased
quality of chat-bots. Due to the applications the efficiency
of supply chain management can be increased. In order to
address privacy concerns of organizations not yet using ML
solutions in supply chain management, and also non-privacy-
preserving solutions, this survey will be useful.



It can be concluded that in most cases issues concerning
privacy were related to the data being used in the ML algo-
rithms, whether it was as a direct threat to the data, or through
other approaches such as attacks on the ML model. Threats
such as data leaks, Model Inversion Attacks, Reconstruc-
tion Attacks, Inference Attacks, and De-Anonymization were
identified as prominent threats for supply chain use cases of
ML. In addition, it was seen that many of these threats lead
to an adversary getting access or acquiring sensitive data or
feature vectors. In order to address the possible threats, some
privacy-preserving techniques were also identified, such as
general Cryptographic Approaches, Homomorphic Encryp-
tion Approaches, Garbled Circuit Approaches, and Differen-
tial Privacy Approaches. It was discussed that the different
advantages and disadvantage of each of the approaches, as
well as the specifics of the situation and ML algorithm used,
allow for the techniques to be applied to a wide variety of situ-
ations for demand forecasting and customer relations in order
to preserve privacy. In addition to this, because of the nature
of the techniques, it is also possible for them to be used with
other ML applications in supply chains, such as more accu-
rate delivery prediction.

It can be concluded that general cryptographic approaches
are beneficial preserving the privacy of sensitive data, and for
collaboration of multiple parties. Homomorphic encryption
approaches would be most suited to safeguard against data
leaks, inference attacks, de-anonymization, and reconstruc-
tion attacks, while also allowing multiple parties to collabo-
rate. Garbled circuits offered fast run times and all the bene-
fits mentioned previously, while only allowing two parties to
be involved. These three approaches are ideal for ML applica-
tions in demand forecasting. In addition to this, the technique
with differential privacy approaches may also be used for de-
mand forecasting applications, but is not ideal due the poten-
tial for reduced accuracy of the model because of the random
noise added to the data. Instead, it is an ideal approach for
ML applications in chat-bots for customer relations, as it safe-
guards against several attacks, and re-identification, meaning
user records or personal data would be secure, and identifica-
tion of an individual would not be possible.

Considering the reasons mentioned above, it can be con-
cluded privacy can be preserved through several different
techniques for a wide variety of situations involving ML ap-
plications in supply chains, especially for demand forecasting
and customer relations. That being said, the topic is ripe for
future work. One prominent example is demand forecasting
in the fast fashion industry, for companies such as HM and
Zara. As of now, demand forecasting in the fast fashion in-
dustry is not common due to long replenishment lead times,
short selling seasons, and unpredictable demand [17]. This
leads to inaccurate forecasts. ML approaches for demand
forecasting in the fast fashion is an excellent solution. Some
research has been conducted into the usefulness of ANNs for
this. Companies in this industry are large and so value the
privacy, of themselves as well as end-users, quite highly. An
interesting field of research for future work would be to de-
termine which privacy-preserving techniques would fit the re-
quirements of a novel ML solution for demand forecasting in
the fast fashion industry.
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