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Abstract

In 2022, global carbon dioxide emissions surged to a record high of 36.8 gigatons, highlighting the urgent
need for a sustainable energy transition despite a temporary decrease during the COVID-19 pandemic.
This trajectory underscores the imperativeness to replace fossil fuels with renewable energy sources, which
are expected to double their capacity in the next five years. However, the integration of intermittent
renewables like wind and solar presents challenges in stabilizing electricity grids, necessitating innovative
solutions to balance supply and demand effectively.

This thesis presents a thorough exploration of mid-term storage strategies aimed at enhancing flexibility
in hybrid offshore power systems that integrate wind and solar energy. A multi-criteria analysis was
employed to identify the most suitable storage technologies for medium-term applications, resulting in the
selection of Compressed Air Energy Storage (CAES), Lithium-ion batteries, and Lead-acid batteries as the
top three candidates.

A specific study area, already equipped with offshore wind turbines, was selected for this research.
Weather data were obtained and analyzed to reduce power mismatches and their associated costs. A
multi-objective optimization approach was applied, focusing on minimizing the hourly loss of load and
total capital costs associated with the hybrid renewable energy system.

In the base case scenario examined, which comprised 100% wind power, CAES emerged as the storage
technology with the lowest total capital cost. However, by varying the proportions of offshore wind and
solar energy, it was found that adjusting the mix to 80% offshore wind and 20% solar led to a significant
reduction in the annual loss of load, thus reducing the total capital cost of the renewable hybrid system.

The results, depicted through Pareto optimal graphs underscore CAES as the most cost-effective solution
when integrated with a predominantly offshore wind generation mix. The findings provide valuable insights
into sustainable energy storage solutions and strategic planning for future developments in renewable
energy.
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Abbreviations
Table 1: List of Abbreviations

Abbreviation Definition
AHP Analytic Hierarchy Process
MCA Multi-Criteria Analysis
EST Energy Storage Technology

CAPEX Capital Expenditure
PHES Pumped Hydro Energy Storage
CAES Compressed Air Energy Storage
LAES Liquid Air Energy Storage
PTES Pumped Thermal Energy Storage
Li-ion Lithium Ion

LA Lead Acid
VRFB Vanadium Redox Flow Battery
SoC State of Charge
HES Hybrid Energy System
PV Photovoltaic

FPV Floating Photovoltaic
MOOPs Multi-Objective Optimization Problems

MPC Model Predictive Control
R&D Research and Development
DC Direct Current
AC Alternating Current
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Symbols
Table 2: List of Symbols

Symbol Definition Unit
A Rotor swept area [m2]

Am Module azimuth [◦]
Apanel Area of solar panel [m2]

As Sun azimuth [◦]
a Wind shear exponent [-]

am Elevation of the module [◦ ]
as Sun elevation [◦]

Csto(t) Storage capacity at time (t) [Wh]
Csto(t − 1) Storage capacity at time (t-1) [Wh]
CPV,cap(t) PV farm capacity [W]
CW,cap(t) Wind farm capacity [W]

cp Power coefficient [-]
cwake Wake loss coefficient [-]
∆P(t) Power imbalance at time (t) [W]

∆Pf inal(t) Final power imbalance at time (t) [W]
ED,t Energy demand at time (t) [Wh]

Egen,total Total annual energy generated [Wh]
Ein Energy input [Wh]
Eout Energy output [Wh]

EPV, f arm Total power production of a PV farm [Wh]
EPV, f arm,new New solar energy after adjusting the number of PV panels [Wh]

EPV, f arm,t Energy generated by PV panels at time (t) [Wh]
Esto(t) Energy stored at time (t) [Wh]
Etotal Total annual energy generated after considering grid losses [Wh]

Ew, f arm,new New wind energy after adjusting the number of wind turbines [Wh]
Gdi f Diffuse solar irradiance component [W/m2]
Gdir Direct solar irradiance component [W/m2]
Ggro Ground-reflected solar irradiance component [W/m2]
Gtot Total solar irradiance on the surface [W/m2]

h Hub height [m]
hre f Reference height [m]
ηabs Grid absorption rate (energy lost as heat) [%]
ηdis Distribution losses [%]

ηdrive Efficiency of drive train [%]
ηgrid Total efficiency of the grid [%]
ηinv Inverter efficiency [%]
ηPV Efficiency of PV panel [%]
ηsto Efficiency of storage technology [%]

ηsto,1 Efficiency of the storage technology always 1 [%]
NPV Number of PV panels [-]
Nw Number of wind turbines [-]

Nw,new Number of new wind turbines required [-]
Nw,original Original number of wind turbines [-]
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PDnormilised Normalized power demand [W]
PDnormilised(t) Normalized power demand at time (t) [W]
Pdischarge(t) Power discharged from storage at time (t) [W]

PG(t) Power generation at time (t) [W]
PPV, f arm Total power production of a PV farm [W]

PPV, f arm(t) Power output by a PV farm at time (t) [W]
PPV,rated Rated power per PV panel [W]
Pw, f arm Total wind power generated by a wind farm [W]

Pw, f arm,new Total installed wind power after adjustment [W]
Pw, f arm(t) Power output by a wind farm at time (t) [W]

Pw,rated Rated power per wind turbine [W]
Pcap(t) Cost per unit of PV capacity [€/W]

Qn Nominal Capacity [Wh]
Qt Available capacity [Wh]
ρ Air density [kg/m3]

rPV Ratio of solar power [-]
Scap(t) Storage capacity [W]

SF Scaling factor for normalizing power demand [-]
s f Shading factor [-]

SoC(t) State of Charge at time (t) [-]
SoC(t − 1) State of Charge at time (t-1) [-]

ΣPD Cumulative power demand over the same period [Wh]
θ Optimal tilt angle of module [◦]
α Albedo [-]

v(hre f ) Velocity at reference height [m/s]
vcut−in Cut-in wind speed [m/s]
vcut−out Cut-out wind speed [m/s]

vrated Rated wind speed [m/s]
Wcap Cost per unit of wind capacity [€/W]
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1
Introduction

1.1. Energy Transition
In 2022, the worldwide carbon dioxide (CO2) emissions from energy combustion and industrial processes
increased by 321 Mt/y, resulting in a new record high of 36.8 Gt of CO2 per year [1]. Figure 1.1 presents the
trend of global CO2 emissions from the year 1900 to 2022. The graph demonstrates that the trajectory of
CO2 emissions has generally been increasing over this time period. However, a notable deviation occurred
during the COVID-19 pandemic, resulting in a temporary decrease in emissions. Nevertheless, following
this period, the emissions quickly rebounded and resumed their upward trend, reaching maximum levels.
Worldwide concerns about climate change, the Climate Agreement, and the energy crises created by
geopolitical tensions have all contributed to accelerating the transition to a sustainable energy sector. Thus,
replacing traditional fossil-fueled power plants with clean, renewable generation is key to the essential
energy sector transition. The IEA report [2] states that the worldwide goal is that the total capacity
of installations of renewable power will grow to almost double in the next five years. This will allow
renewable power to overtake coal as the largest source of electricity generation and assist in keeping alive
the possibility of limiting global warming to a maximum of 1.5 °C.

Figure 1.1: Global CO2 emissions from energy combustion and industrial processes (1900-2022)
[2]

1.1.1. Balancing Supply and Demand
The energy transition, despite its potential benefits, encounters significant challenges in terms of stabilizing
and maintaining the smooth operation of electricity grids. Energy generation from conventional fossil-
fuelled power plants can be regulated depending on the energy demand, and therefore electricity grids have
sufficient flexibility to balance changes in demand. On the contrary, wind turbines and photovoltaics, which
are the two dominant renewable energy sources, are inconsistent and non-dispatchable as the availability of

1



1.1. Energy Transition 2

natural resources determines their energy generation potential. This variability can hinder the penetration
of wind and solar energy into the electricity market due to the instability created to the power system and
the associated balancing costs required to use current technologies such as fossil fuel generators.

1.1.2. Hybrid Solar and Wind System
Currently, the additional flexibility required to balance Renewable Energy Sources (RESs) is provided by
the limited storage capacity, which is led by Pumped Hydro Energy Storage (PHES) and by traditional
power plants [3]. Thus, due to the rising electricity demand, conventional power plants are operating
more often than before in part-load, and therefore more startups of these facilities are required. Part-load
operation reduces the efficiency of the traditional power plants operation (full-load), forcing the power
plants to use relatively more fuel than before to produce the same amount of electricity and consequently
increasing CO2 emissions. This paradox could be avoided if the required flexibility is provided by different
elements [3], to reduce the effect of this intermittency. Combinations of renewable energy technologies
will be required to achieve a smoother power output and reduce (or even eliminate) the use of traditional
fossil-fueled power plants. Wind based hybrid systems with photovoltaics are the most promising sources for
power generation due to their advantageous complementary nature. Wind speeds are often low in periods
when the solar resources are at a peak. On the other hand, the wind is often stronger in seasons when
there are less solar resources. The dependence of hybrid renewable energy systems in highly unpredictable
weather patterns introduces a significant level of complexity in their design. The inherent variability and
intermittency of renewable sources, make it impossible to achieve a perfect resolution of the mismatch
between energy generation and demand.

1.1.3. Storage
Storage is a key technology that will limit the challenges posed by the intermittency of the sources. Energy
storage can eliminate the time mismatch between energy demand and generation by taking excess electricity
from the grid when generation surpasses demand, storing it, and returning it when there is insufficient
electricity production to meet the demand [4]. The discharge time scales are divided into four main
categories [5] also depicted in Figure 1.2:

1. Very-short-duration storage (<5 min)
2. Short-duration storage (5 min–4 h)
3. Medium-duration storage (4–200 h)
4. Long-duration storage (>200 h)

Figure 1.2: The four main durations of energy storage

Due to the various discharge time scales, no single storage technology is suitable for all durations.
Therefore, a combination of storage technologies will be necessary to effectively manage the intermittence
of renewable energy generation sources.

1.1.4. Overview of Current Hybrid Wind, Solar, and Storage Systems
In the past, there have been several projects focused on onshore hybrid renewable energy systems that
combine wind and solar technologies. These projects have primarily been implemented in off-grid settings
and have involved the integration of battery backup systems. Additionally, some projects have explored grid-
connected configurations [6]. The largest hybrid renewable energy system in Europe is in the Netherlands.
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Vattenfall commissioned an onshore hybrid energy park in the Dutch province of South Holland. The
Haringvliet energy park consists of a 38MW solar park, a 22MW wind farm composed of 6 wind turbines,
and 12 containers with 288 batteries for a total power of 12MW. The amount of green electricity the park
will produce corresponds to approximately the annual consumption of 39,000 households [6, 7].

Another pertinent illustration of a hybrid system that closely corresponds to the generation technologies
explored in this thesis is located in China. China accounted for over half of the world’s total onshore
and offshore wind power capacity. The cumulative worldwide capacity for onshore and offshore wind
power surpassed 830 GW by the year 2021. During the same period, China installed more offshore wind
generation capacity than every other country installed over the last five years [8], showing how devoted
China is to reach their 2060 net-zero targets. China has recently completed the world’s first commercial
pilot offshore hybrid generating facility, including a floating wind turbine and a floating photovoltaic park,
as shown in Figure 1.3. The installation is located off the coast of Haiyang, in Shandong Province in eastern
China. China’s State Power Investment Corporation (SPIC) commissioned the pilot hybrid offshore energy
generator that includes one floating wind turbine and two solar arrays. The solar floaters are connected to
the wind turbine and a sub-sea cable transmits power from the site to the onshore power grid [9, 10]. This
example proves that offshore energy hybrid systems are possible and countries are exploring this potential.

Figure 1.3: Pilot project of an offshore hybrid system in China
[10]

1.2. Introduction to Medium-Term Storage
The variability of supply of the hybrid power plant over a medium-term storage period (4hrs -200hrs) is
primarily caused by the diurnal and seasonal variations of the regional weather. Studies have concluded a
strong correlation between weather patterns and wind speeds [11, 12]. The diurnal variation of offshore
wind speeds shows distinct patterns between day and night. Although offshore wind speeds can exhibit
slightly higher values at night, these changes are relatively small because the overall variability of offshore
winds is lower compared to onshore winds. This consistent wind behavior offshore is due to the reduced
influence of land-based temperature variations and surface friction, making offshore wind a more reliable
energy source. Additionally, if an offshore wind farm is located near the coast, the timing of peak wind
speeds may differ slightly, compared to a wind farm situated further offshore due to the varying influence
of the landmass on wind patterns.

According to a study conducted by Coelingh, Van Wijk, and Holtslag [11] on diurnal variations of
offshore wind speed, the results indicated minimal diurnal fluctuations at the offshore platforms. Another
study by Coelingh, Van Wijk, and Holtslag [12] demonstrates that the offshore platforms also don’t exhibit
any seasonal dependence. A significant atmospheric factor that exerts a considerable influence on weather
patterns is the presence of high- and low-pressure systems. These systems play a pivotal role in shaping
daily weather variations. High- and low-pressure areas arise due to the upward and downward movement
of air, leading to the formation of a pressure gradient force. Variation in pressure across different locations
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generates both horizontal motion of wind and vertical motions within the atmosphere [13]. However, it is
essential to note that at higher altitudes, the influence of the earth’s surface on wind speed diminishes.
Instead, the prevailing wind patterns at these altitudes are primarily driven by synoptic air pressure
gradients and the Coriolis force [14]. For solar radiation, the diurnal patterns are during daytime and
night-time. Solar radiation is also heavily dependent on seasonality change, with higher solar radiation in
summer months compared to winter.

1.3. Problem Formulation
Currently, fossil-fueled power plants provide enough flexibility to balance changes in demand as their output
energy can be controlled depending on the required energy. However, as discussed above, variable renewable
sources are inflexible as the availability of the natural resources determines their output. Consequently, the
grid loses flexibility as more renewables replace fossil-fueled generation. As the penetration of renewables
continues to increase, the task of effectively matching energy supply and demand becomes progressively
more challenging, particularly within the time range of 4 to 200 hours. Consequently, the utilization of
storage technologies becomes imperative to address this specific time range, highlighting the significance of
medium-term energy storage as an essential component for the energy transition.

The main problem identified during the outset of this thesis was that while examining the current
storage configurations, it was found that medium-term storage has not yet been investigated in-depth.
Medium-term storage is not yet widely used and most research has been based on short-term storage and
recently on long-term storage [15]. Using medium-term storage will allow the hybrid renewable energy
system to become more flexible and improve the balance between supply and demand. As stated in
a seminar [15] on medium-term energy storage by Prof. Seamus Garvey, “Medium-term storage is the
most important category of energy storage by the significant way but yet it doesn’t appear in any policy
document or recognised at all. However, more than 60% of all energy emerging from storage comes from
medium-duration storage technologies” [5].

1.4. Objective
Building upon the problem analysis presented in the preceding section, the primary objective of this
research is to develop the design of the building blocks to determine the most optimum medium-term
storage technology to match the desired demand by electricity generated from a hybrid off-shore system.

The sub-objectives of this thesis are:

• Determine, analyse and compare the energy demand pattern and the intermittency of energy generation
sources.

• Identify and optimise the potential medium-term storage technologies to ensure a secure and feasible
storage configuration.

• Simulate and evaluate the impact of the design medium-term storage system on the hybrid generation
system required to meet the demand.

1.5. Scope
The scope of this research focuses on the simulation of an offshore generation and onshore storage hybrid
system in the Netherlands. The choice of the Netherlands is based on its ambitious renewable energy
targets and significant investments in offshore wind power. This study will specifically examine mature,
currently viable onshore storage technologies, given that offshore storage technologies are still in the research
phase with limited literature available. The analysis will exclude the transmission of energy from offshore
generation to the onshore grid, focusing exclusively on generation and storage technologies. Additionally,
only the capital costs of each technology will be considered, as including operational costs would add
significant complexity due to the variability in maintenance, operational lifetimes, and efficiency losses over
time. The primary objective is to evaluate and propose a reliable and cost-effective hybrid energy system
using current technology, contributing to the Netherlands’ renewable energy goals. The study will consider
technologies that have undergone extensive testing and development to ensure reliability and practicality
in present-day applications.
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1.6. Approach
A comprehensive outline of the steps followed in this thesis comprises of the following key components:

1. Energy Demand and Generation Analysis: The first step involved analyzing daily data on solar
radiation, wind speed, and electricity demand to determine, analyze, and compare energy demand
patterns with the intermittency of energy generation sources. This analysis was supported by a
detailed discussion of the data sources used and culminated in the presentation of a normalized figure
representing the power demand.

2. Integrated Multi-Criteria Analysis Model: The possible medium-term energy storage technologies
where identified. Then the research utilizes an integrated MCA model based on the Analytic Hierarchy
Process (AHP). This model facilitates the systematic evaluation and comparison of alternative
technologies for medium-term storage. By assigning weights to criteria and scoring the technologies,
the MCA model enables the narrowing down of suitable options for the subsequent optimization.

3. Computational Model Development: A computational model is developed to optimize the configura-
tion of medium-term storage technologies. This model takes into account various parameters and
constraints. Through a multi-objective optimisation, the Pareto optimal solutions are determined,
enabling to demonstrate the optimal medium-term storage technologies.

4. Simulation and Impact Evaluation: A simulation model was developed to assess the impact of the
designed medium-term storage system on the hybrid generation system’s ability to meet demand.
This step involved evaluating the performance of the selected storage technologies through different
case studies, determining the most effective energy generation mix, and analyzing its effect on the
capital cost. Additionally, a sensitivity analysis was performed to provide further insights into the
robustness and overall effectiveness of the system.

1.7. Thesis Description
This section outlines the structure of the thesis. Chapter 2 introduces and evaluates various medium-term
energy storage technologies through a multi-criteria analysis, ultimately selecting the top three technologies
based on specifically chosen criteria. Chapter 3 then delves into a comprehensive examination of the
simulation model developed, detailing the methodology and equations employed. Following this, Chapter 4
focus on the study location in the Netherlands, analyzing pertinent data such as local weather patterns
and electricity demand trends. Chapter 5 presents the findings from the simulation model, encompassing
an assessment of the selected storage technologies performance and a sensitivity analysis that provides
additional insights. This chapter also compares outcomes from two different case studies and determines the
most effective energy generation mix and its impact on the capital cost of the medium-term storage system.
Finally, Chapter 6 concludes the thesis by summarizing the key discoveries, exploring the implications of
the research, and offering recommendations for future studies.



2
Selection of Medium-term Storage

Technologies

In this chapter, the focus will be on identifying alternative technologies suitable for medium-term storage.
An integrated Multi-Criteria Analysis model based on the Analytic Hierarchy Process was chosen to narrow
down the selection of technologies for the optimization phase. A total of eight energy storage technologies
were initially selected for evaluation. Each of these technologies were assessed using six different criteria.
Based on the Multi-Criteria Analysis, three storage technologies emerged as the most promising options.
These technologies underwent further analysis and evaluation in the subsequent stages of the thesis. The
first section delves deeper into the need for medium-term storage. The following section introduces a
range of potential energy storage technologies. The subsequent section provides an in-depth explanation
of the MCA which was conducted and elucidated the outcomes derived from this analysis. The final
chapter presents a comprehensive overview of all the storage technologies explored, providing the necessary
background literature information required for the MCA.

2.1. Medium-term Storage Technologies
In this thesis, the technologies which will be analysed and examined need to comply with the time frame
of medium duration storage i.e. a minimum of 4hrs and a maximum 200hrs. Thus, the analysis did not
consider technologies with very high frequencies, very short discharge times or small capacities. Therefore
the technologies that were not considered, included flywheels and supercapacitors. Not all main parameters
and limitations are accounted for at this point of the report, as particular details are not yet specified (eg.
spatial limitations) due to the generic nature of the analysis. The thesis is focused on the Netherlands as
was stated in Section 1.5, and therefore certain geographical limitations become apparent. For instance,
technologies, like pumped hydro storage, are not applicable in the Dutch storage portfolio due to the
country’s flat topography. The Netherlands has limited hydraulic head as a result of minimal elevation
changes across its landscape. Therefore, alternative storage technologies that are more suitable for the
Netherlands’ geographic characteristics will be explored and evaluated in this study.

In paper [3], the authors propose that the ideal storage technology should satisfy several key criteria.
These criteria include a minimum nominal power rating to enable operation at the electricity grid level
(10 MW), an appropriate capacity over power ratio suitable for load shifting (t>1h), high roundtrip
efficiency, short startup times, and cost-effectiveness. Additionally, the ideal storage technology should
not be dependent on location-specific geographical features. To ensure a consistent approach, a constraint
was imposed in the study, specifying that all storage facilities would be situated onshore, despite potential
advantages that might be associated with offshore locations, as mentioned in Section 1.5. Nevertheless,
most offshore technologies are in the research phase and are not ready to enter the market.

2.2. Multi-Criteria Analysis
As denoted in the previous section, the tool used to assess and compare the different storage technologies is
MCA. The utilisation of a Multi-Criteria Analysis (MCA) aims to provide a structured methodology for
the selection of the most suitable list of options for the chosen criteria. MCA was determined the most
suitable technique given the multi-dimensional and complex nature of storage technologies to be assessed,

6
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which typically involve a range of conflicting criteria featuring different forms of data and information. The
MCA used in this study follows a technique known as the simple additive weighting method. This method,
which is described in detail in the paper [16], is a popular and widely used decision-making approach that
considers different criteria. The simple additive weighting method utilises a straightforward and intuitive
weighted additive model, which in this case incorporates the AHP to determine the overall performance of
the various options being evaluated. The AHP was chosen due to its transparency and ability to reveal the
relative merits of alternative solutions in a MCA problem [17]. AHP is a simple mathematical method that
provides a structured approach to decision-making by breaking down complex problems into a hierarchical
structure of criteria and alternatives. AHP also allows obtaining weights of evaluation criteria by comparing
these criteria through pairwise comparison matrices. The primary objective of the simple additive weighting
method is to derive global scores, obtained as the weighted sum of individual performance scores, that
clearly indicate the best option for addressing the problem under consideration. However, it is important
to acknowledge that the simple additive weighting method lacks the theoretical accuracy of more formal
decision-making methods. It may resemble basic weighted average calculations and may have limited
connections to the broader MCA theory. Despite this limitation, the simplicity and transparency of this
method makes it widely adopted and applicable in practical decision-making scenarios [17].

Finally, four steps are followed to conduct the MCA and are defined as follows [18]: The first step is
identifying all possible energy storage technologies (ESTs). The second step involves the identification and
selection of criteria enabling the comparison of these storage technologies. In the third step, weights are
assigned to the criteria, completing the MCA. In the final step, the possible ESTs are scored against each
criterion. Below, these four steps are further analyzed and then applied, to conduct the MCA.

Step 1: From literature review [19, 20, 21], as many as possible storage technologies meeting the
requirements for medium-term energy storage were identified. Using the same structure as paper [22]
Figure 2.1 was developed, illustrating the eight possible energy storage technologies (ESTs) and introduces
the abbreviations for each storage technology.

These technologies are categorized based on their method of converting and storing electricity as
extracted from paper [22]. Specifically, the identified ESTs are grouped into three categories [23]: mechanical,
electrochemical, and chemical, as depicted in Figure 2.1.

Figure 2.1: Potential Energy Storage Technologies
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Step 2: In this step, the identification and selection of criteria enable the comparison of the potential
ESTs. The Analytic Hierarchy Process (AHP) was used to evaluate the multiple options and make a
choice based on a set of criteria. AHP relies on a hierarchical structure that allows the problem to be
divided into smaller sub-problems, which can be examined independently, ensuring no criteria overlap,
reducing the dependence and interaction between the criteria. This approach simplifies the overall problem
enabling the identification of the criteria. Thus following the AHP process from literature [22, 24] first,
the three main criteria were selected, consisting of Technical, Economical, and Environmental aspects.
Subsequently, seven criteria were chosen, which are depicted in Figure 2.2. These selected criteria are crucial
for facilitating an unbiased and thorough evaluation of the alternative storage technologies, ultimately
guiding the selection of the most suitable energy technology. While socio-political factors are acknowledged
as significant considerations for Multi-Criteria Analysis (MCA) it is determined that they fall outside the
scope of the current study and will not be further investigated.

Figure 2.2: Selected main criteria and criteria used for the MCA

STEP 3: This step involves selecting the weights for the criteria for the Multi-Criteria Analysis. To
assign the appropriate weights to the criteria, previous MCA studies on related topics of storage technologies
were consulted as references [22, 24]. However, it is important to note that the ideal method for determining
the weights would involve input from experts in the field. Unfortunately, due to practical constraints, this
approach was not feasible for this thesis.

Instead, a thorough analysis was conducted to assess the importance of each criterion within the context
of this thesis and its relevance to the subsequent model. Careful consideration was given to identifying
and prioritizing the criteria that are crucial for the research objectives and the model’s effectiveness. This
analysis served as the basis for assigning appropriate weights to the criteria in order to reflect their relative
importance accurately.

Using the hierarchical structure with the three categories illustrated in Figure 2.2, the selected criteria
were systematically evaluated to ensure an unbiased allocation of weights. Initially, weights were assigned
to higher-level categories: 60% to the technical category, 30% to the economic category, and 10% to the
environmental category. The detailed breakdown of weights for the lower levels within these categories is
provided in Table 2.3.

The importance of technological maturity is evident when examining Table 2.3, aligning with the
emphasis placed on it in section 1.5 of the introduction. This importance arises from the fact that the
hybrid system is planned for construction and implementation based on present data and technologies.
Therefore, selecting mature technologies ensures a higher level of reliability and reduced risk in the
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implementation phase. In the table, technological maturity is given a relative weight of 40% within the
technical criterion, which translates to 24% of the overall decision-making weight, making it the highest
and highlighting its significant role in the process. Discharge time is crucial in meeting the medium-term
storage requirements (4-200 hours) specified in this thesis. The table assigns a 30% weight to discharge
time within the technical criterion, contributing 18% to the overall decision. This underscores its critical
role in the hybrid system’s performance. Energy efficiency is another key criterion, particularly important
in the context of renewable energy technologies. It is widely regarded as a crucial factor and is assigned
a high weight in most MCA studies. In line with this, energy efficiency is given a 30% weight within
the technical criterion, translating to an 18% impact on the overall decision, emphasizing its vital role in
achieving an efficient hybrid system.

Capital expenditure (CAPEX) is highly relevant in the analysis. Within the economic criterion, which
has an overall weight of 30%, CAPEX holds a relative weight of 65%, contributing 19.5% to the overall
decision-making weight. Lifetime, while still considered, holds a lesser weight compared to CAPEX within
the economic criterion. With a relative weight of 35%, it contributes 10.5% to the overall decision. This
reflects the project’s focus on short-term implementation, where CAPEX is prioritized over long-term
considerations like lifetime.

Lastly, the local environmental disruption criterion, although assigned a relatively low overall weight
of 10%, is crucial for reducing CO2 emissions and protecting both global and local environments. This
importance is comparable to lifetime, reflecting its focused but limited impact in this analysis.

Figure 2.3: Selected weights for each main and criterion

STEP 4: In the final step the possible ESTs are assessed and scored for each criterion presented in
Figure 2.3. The scoring of the criteria for each storage option evaluated is accomplished by assigning a
value between 1 (low performance) and 9 (high performance) [18, 25]. From papers [19, 20, 21] Table
2.1 was developed, playing a crucial role in generating the results. Section 2.4 provides a comprehensive
overview of the eight storage technologies selected in Step 1, offering the necessary background literature,
including the advantages and disadvantages of each, to support the MCA and the construction of Table
2.1. This ensures a deeper understanding of the selected technologies and effectively contextualizes the
results presented. Table 2.1 presents the selected ESTs alongside the selected criteria, and it provides the
corresponding qualitative or quantitative data for each technology-criterion combination. The information
in this table served as a foundation for developing Table 2.3 and facilitated the scoring process. Scoring
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each criterion involved different methods due to the variation in data types. To determine the scores for
the quantitative criteria, such as CAPEX (Capital Expenditure), the technology with the lowest cost was
assigned the highest score (9), reflecting its desirability. Conversely, for efficiency, the technology with the
highest efficiency among the alternative ESTs was identified and assigned a score of (9), indicating the
highest performance. Then, for the remaining alternative ESTs, the relative score was assigned according to
Table 2.2. This approach ensured that the scoring was proportionate and reflected the relative performance
of each EST in relation to the highest value.

Table 2.1: Literature review on possible ESTs and the selected criteria

ESTs / Criteria Efficiency (%) Discharge time
(h)

Lifetime (years) Technology Maturity Environmental
Impact

CAPEX
(€/kW)

Pumped Hydro Energy Storage 65-85 1-24+ 30-60 Mature High/Medium 500-2000
Compressed Air Energy Storage 50-60 1-24+ 40 Mature High 900-2300
Liquid Air Energy Storage 50-60 1-12+ 20-40 R&D – Pre-commercial Low 1000-3000
Pumped Thermal Energy Storage 30-50 1-6+ 25 R&D – Pre-commercial Low 350-450
Lithium Ion 85-95 min-h 8-15 Commercial Medium/Low 150-1300
Lead Acid 70-80 s-h 3-10 Mature High 100-500
Vanadium Redox Flow 65-85 s-10h 10-20 R&D – Pre-commercial Medium/Low 500-2300
Hydrogen 30-50 1-24+ 20-30 Developing Low 2000-5000

For criteria with qualitative data (lifetime, technology maturity and environmental impact), specific
score ranges were established for the ESTs, and the match or non-match of the data to these ranges
determined the scores. Table 2.2 enables the translation of these ranges into appropriate criteria scores,
facilitating the scoring process within the MCA. By aligning each technology’s performance across various
criteria with the predetermined weights (Step 3), it becomes possible to systematically assign scores
reflecting their relative performance.

Table 2.2: Scoring system for the criteria evaluated

Scores Efficiency (%) Discharge Time Lifetime
(years)

Technology Maturity Environmental
Impact

CAPEX (€/kW)

1 10-20 s-hr 5 R&D - Pre-commercial High 3200+
2 20-30 s-hr 10 R&D - Pre-commercial High 2800-3200
3 30-40 min-hr 15 Developing Medium/High 2400-2800
4 40-50 min-hr 20 Developing Medium/High 2000-2400
5 50-60 1-6hr 25 Developing/Commercial Medium 1600-2000
6 60-70 1-24hr 30 Commercial Medium/Low 1200-1600
7 70-80 1-24hr 35 Commercial Medium/Low 800-1200
8 80-90 24hr+ 40 Mature Low 400-800
9 90-100 24hr+ 45+ Mature Low 0-400

The total scores of the MCA analysis have been derived and are presented in Table 2.4. To determine
the total score for a specific alternative EST, the selected weights from Figure 2.3 are multiplied by the
corresponding scores from Table 2.3. This multiplication takes place for each criterion. The resulting
values are then summed up, considering all criteria, to obtain the final score for the alternative EST. By
multiplying the weights by the scores and summing the results, accounts for the relative importance of each
criterion, as indicated by the weights, and combines it with the performance of each EST across all criteria.
Consequently, the resulting total score, presented in Table 2.4, provides a comprehensive assessment of the
alternative EST’s and the overall suitability within the hybrid energy system.
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Table 2.3: Scores per suitable ESTs for the selected criteria

Criteria Efficiency Discharge time Lifetime Technology Maturity Environmental Impact CAPEX
Pumped Hydro Energy Storage 7 9 9 9 3 6
Compressed Air Energy Storage 5 9 9 8 2 5
Liquid Air Energy Storage 5 7 6 3 8 4
Pumped Thermal Energy Storage 7 5 5 2 8 1
Lithium Ion 8.5 5 2 6.5 6 8
Lead Acid 7 3 1 8 8 8
Vanadium Redox Flow 7 4 3 2 6 6
Hydrogen 3.5 4 5 4 8 1

Table 2.4: MCA total scores

ESTs / Criteria Efficiency Discharge time Lifetime Technology Maturity Environmental Impact CAPEX Total Scores
Weights (%) 0.18 0.18 0.105 0.24 0.1 0.195 1
Pumped Hydro Energy Storage 7 9 9 9 3 6 7.46
Compressed Air Energy Storage 5 9 8 8 2 5 6.45
Liquide Air Energy Storage 5 7 6 3 8 4 5.09
Pumped Thermal Energy Storage 7 5 5 2 8 1 4.16
Lithium Ion 8.5 5 2 6.5 6 8 6.36
Lead Acid 7 3 1 8 8 8 6.19
Vanadium Redox Flow 7 4 3 2 6 6 4.55
Hydrogen 3.5 4 5 4 8 1 3.83

2.3. Discussion of MCA results
Based on the results presented in Table 2.4, it is evident that Pumped Hydro Energy Storage (PHES)
emerges as the most suitable alternative EST according to the MCA. However, as discussed previously in
Chapter 2, Pumped Hydro Energy Storage is not feasible for the region under consideration. Consequently,
the focus shifts to the three alternative ESTs that follow PHES from the results of the MCA. These
options are Compressed Air Energy Storage (CAES), then Lead Acid batteries (LA), and lastly Lithium-ion
batteries (Li-ion). In the subsequent subsection, a comprehensive exploration of these three selected
alternative ESTs will be provided. This detailed analysis will encompass their technical aspects, method
of use and other relevant considerations. By delving deeper into the specifics of each alternative EST, a
better understanding of their potential within the context of the hybrid energy system can be achieved.

2.4. Analysis of possible storage technologies
This subsection provides a concise overview of the eight selected storage technologies and aims to offer a
better understanding of how the MCA results were concluded.

2.4.1. Mechanical Energy Storage (MES)
Mechanical Energy Storage, built on the direct storage of potential or kinetic energy, is among the oldest
energy storage methods, alongside thermal storage. This approach allows for the direct storage of exergy
[26]. The four MES technologies that were investigated further are Pumped Hydro Energy Storage (PHES),
Compressed Air Energy Storage (CAES), Liquid Air Energy Storage (LAES) and Pumped Thermal Energy
Storage (PTES).

1. Pumped Hydro Energy Storage (PHES)

PHES is the most mature and widely deployed grid-scale storage technology, accounting for about
96% of the global storage power capacity and 99% of the global storage energy volume [27]. PHES
requires two water reservoirs at different elevations to generate power as water flows from the top
reservoir to the bottom, passing through a turbine. For charging, PHES operates by storing electrical
energy by pumping water into the upper reservoir to produce a potential difference, in periods of low
energy demand.

Advantages [19]:
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• High round-trip efficiency 65-85%.
• Very long life expectancy, approximately 30-60 years.
• Potentially highly cost-effective in suitable locations, resulting in a low cost per kilowatt-hour

(kWh).

Disadvantages [19]:

• Constrained by specific geographical features, significantly limiting the number of suitable sites.
• High capital cost primarily due to the extensive civil engineering, site preparation, mechanical

and electrical equipment required, and the long development and construction periods.
2. Compressed Air Energy Storage (CAES)

CAES is a commercially matured technology. Traditional CAES operates by storing electrical energy
by compressing air and storing it under pressure in an underground cavern/reservoir or above ground
in pipes or vessels. The compressor is powered by electricity to compress the air, which is then stored
under pressure. For the discharge process, compressed air and natural gas are used to pre-heat the
stored compressed air before it is expanded in a turbine to produce electric energy. Innovative CAES
solutions are proposed and are under R&D to eliminate some of the environmental issues and increase
the efficiency of the system [28]. However, this thesis does not identify these alternatives as they are
out of scope.

Advantages [29]:

• Very long life expectancy of around 40 years.

Disadvantages [30]

• The conventional CAES setup involves the direct use of fossil fuels, which leads to the emission
of pollutants into the environment.

• Low efficiency 50-60%.
• Geographical constraints, relying on the presence of salt formations, depleted reservoirs, porous

aquifers, and unused mines.
3. Liquid Air Energy Storage (LAES)

LAES is an emerging technology that stores thermal energy by air liquefaction. Electricity drives
a liquefaction cycle when charging, and the liquefied air is stored in a thermally insulated tank at
cryogenic temperatures [21]. In the discharge cycle, the pressure of liquid air is increased and is
then converted to high-pressure air by passing through a heat exchanger. The high-pressure air is
used to generate electricity in an expansion turbine. Thermal storage is used to retain cold from the
evaporation that will be recovered in a counterflow heat exchanger to reduce the energy required by
the liquefaction cycle [31, 32]. Currently it Pre-commercial level but Highview Power has successfully
constructed and demonstrated two LAES plants, one with a capacity of 350 kW and another with
5 MW. Additionally, they are constructing a commercial plant with a capacity of 50 MW and an
energy storage capacity of 250 MWh [31].

Advantages [33]:

• LAES boasts a high energy density, typically ranging from 1 to 2 orders of magnitude greater
than some alternative storage methods. This is primarily due to the fact that liquid air takes up
only about 1/700th of the volume compared to gaseous air, allowing for the storage of substantial
quantities of air in relatively compact containment structures.

• There are no site constraints limiting its deployment.

Disadvantages:

• Relatively low round-trip efficiency, estimated at around 50% to 60% due to the energy-intensive
air liquefaction process [32].

• High capital cost 1000-3000 €/kW [3]

.
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4. Pumped Thermal Energy Storage (PTES)

PTES is a technology still in the development stage with pilot projects. Electricity is converted into
heat using a large-scale heat pump, and this heat is stored in a hot material such as water or gravel
inside an insulated tank. The heat is then converted back into electricity using a heat engine. PTES
is combined with common thermodynamic cycles, but interest is limited due to the acknowledged
inefficiency of thermal engines in generating electricity, typically around 20-50%. However, integrating
a heat pump with a thermal engine to establish a complete charge and discharge cycle can make the
system more attractive [34, 35].

Advantages [34]:

• Quite high life expectancy of 20–30 years.
• Location-independent.

Disadvantages [34]:

• Low efficiencies 20-50%.

2.4.2. Electrochemical Energy Storage (EES)
Electrochemical energy storage encompasses various types of batteries. These batteries operate by con-
verting the chemical energy stored within their active materials into electrical energy through a reversible
electrochemical oxidation-reduction reaction [36]. The three EES technologies investigated further are Lead
Acid batteries (LA), Lithium-Ion batteries (Li-ion) and Vanadium Redox Flow batteries (VRFB).

1. Lead Acid (LA)

LA is the most mature rechargeable battery for commercial applications. It consists of electrodes of
lead metal and lead oxide in a sulfuric acid solution. During discharge, lead and lead oxide turn into
lead sulfate, and the electrolyte’s sulfuric acid concentration diminishes. During charging, lead metal
is deposited on the negative electrode and lead oxide on the positive electrode, increasing the sulfuric
acid concentration [37].

Advantages [4, 37]:

• High energy efficiency of around 70%-80%.
• Low capital costs 100-500 €/kW.

Disadvantages [4, 38]:

• Relatively small cycle life (400-1000 cycles), translating to a lifespan of approximately 3 to 10
years, depending on usage and maintenance.

• Contains lead, which is known to have a negative environmental impact due to its toxicity.
2. Lithium Ion (Li-ion)

Li-ion batteries have become one of the primary energy storage solutions in modern society. Their
applications and market share have expanded rapidly and continue to grow steadily [39]. Li-ion
operates by the intercalation principle, a reversible injecting of a guest atom into a solid host structure
without causing a significant disruption of the lattice structure. In Li-ion batteries, lithium ions are
transported between the two electrodes, being de-intercalated from one to be re-intercalated to the
other [40].

Advantages:

• High capital cost ($900-1300/kWh).
• High efficiency 85-95%.

Disadvantages:

• High capital cost ($900-1300/kWh).
• It is fragile and requires a protection circuit to maintain safe operation.
• Low average lifetime of a Li-ion battery is typically estimated to be between 8 and 15 years.
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3. Vanadium Redox Flow Battery (VRFB)

Vanadium Redox Flow Battery (VRFB) is the most advanced type of flow battery, utilizing vanadium
ions as charge carriers. The operation of VRFB is based on the redox reactions of different ionic
forms of vanadium in two separate electrolyte solutions, typically stored in external tanks. During
the charging process, electrical energy is used to pump these electrolyte solutions through the cell
stack, where vanadium ions undergo oxidation and reduction reactions. This process stores energy in
the form of chemical potential. During discharge, the flow of the electrolyte solutions is reversed,
and the vanadium ions release the stored energy by reversing the redox reactions, which generates
electricity[41, 42].

Advantages:

• Extended operating life 5000-20,000 cycles, which is approximately 10-20 years [43].
• High energy efficiency around 65%-85%.
• Ability to independently scale power and energy capacities.

Disadvantages:

• High and volatile prices of vanadium minerals, posing a risk for investments. Significant upfront
capital investment due to the cost of vanadium and system components 500-2300 €/kW.

2.4.3. Chemical Energy Storage (CES)
CES utilizes chemical materials from which energy can be extracted immediately or latently through
physical sorption, chemical sorption, intercalation, electrochemical, or chemical transformation [44]. Only
one CES technology, Hydrogen (H2), was investigated further.

1. Hydrogen (H2)

Hydrogen energy storage converts electrical power into hydrogen. This stored energy can later be
released by using hydrogen as fuel in either a combustion engine or a fuel cell. Hydrogen is produced
from electricity through electrolysis of water. The most mature and commercially utilized technology
for this is the Alkaline Electrolyzer, with an efficiency ranging from 43% to 66%. Hydrogen can be
stored in underground caverns or steel containers for smaller applications and converted back into
electricity in fuel cells, which can achieve efficiencies up to 70% [44].

Advantages [32]:

• Hydrogen is characterized by an exceptionally low self-discharge rate.
• Hydrogen energy storage systems can be readily scaled up to accommodate very large storage

capacities.

Disadvantages [32]:

• Whole process of power to power has a very low efficiency of around 30-50%.
• Hydrogen energy storage has a high capital cost 2000-5000 €/kW.
• Safety issues arise as hydrogen is an extremely flammable and volatile substance.



3
Model Description / Parametric Design

This chapter focuses on presenting and discussing the theory, formulas, and methodologies employed in the
development of the simulation model. The model is designed to be generic, allowing for its application to
various scenarios. However, certain assumptions are made, and the relevant literature supporting these
assumptions is provided. The chapter begins with an overview of the work process, followed by subsections
detailing each step in the development and execution of the model. Next, a comprehensive discussion of the
different optimization techniques is presented, explaining their roles and implementations in detail. Finally,
the chapter concludes with an outline of the optimization parameters that are input into the model, along
with an explanation for their selection.

3.1. Model Overview
This subsection outlines the steps involved in designing the model to enable the analysis of a hybrid
renewable energy system. Figure 3.1 presents a flow chart detailing the work process used in this thesis.
The workflow begins with gathering power demand data and calculating wind and solar power generated
from collected weather data. The next step is to determine the number of wind turbines and solar panels
required for the selected energy mix. The flow chart also incorporates a normalization process to align
power demand with the total annual energy output from renewable sources, ensuring that the data is scaled
for accurate comparison.

The model starts from the far left where all the necessary inputs for the model are calculated using the
equations discussed in the preceding Subsections 3.2 and 3.3. The power demand data are sourced from a
database maintained by the electricity distributors.

Following normalization, the power imbalance is determined for each time step. This imbalance, derived
from the difference between generated renewable energy and normalized demand, informs the control
strategy for managing energy storage. Since this thesis focuses on medium-term energy storage, the
imbalance is filtered to consider variations within the 4 to 200 hour range. This filtering process eliminates
short-term and long-term variations from the dataset, refining the analysis to the relevant time frame.

Subsequently, the control strategy, depicted in Figure 3.7, manages the charge and discharge cycles of
the energy storage system based on state of charge (SoC) constraints. This control strategy ensures efficient
operation by charging the storage during periods of excess generation and discharging it when generation
is insufficient to meet demand. This approach optimizes the use of renewable energy, maintaining a stable
and reliable energy supply.

15
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Figure 3.1: Flow chart depicting the work process

The control strategy is part of the control system that enables the provision of energy to the end
users. The conceptual schematic shown in Figure 3.2 depicts the overall system architecture and the key
components involved in transmitting energy from the hybrid system to the end users. It includes the
electricity generation technologies, such as offshore wind turbines and offshore solar farm, which generate
renewable energy. The system also includes an onshore storage technology. To ensure efficient transmission,
the conceptual schematic incorporates electronic equipment such as converters, transformers, and control
system.

Figure 3.2: Schematic of the Energy configuration

The focus is on integrating the electricity generation technologies, the storage system, and the main
on-land grid transmission line to ensure the delivery of energy to the selected demand. This involves
considering various losses that occur during the transmission process and designing a conceptual schematic
that illustrates the arrangement and the necessary equipment for the hybrid system.

The electronic equipment play a crucial role in managing the flow of electricity, converting the energy
to the appropriate voltage levels, and maintaining stability and reliability throughout the transmission
process [45]. The main on-land grid transmission line acts as the connection between the hybrid system
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and the broader electricity grid. This allows the energy generated and stored in the hybrid system to be
integrated into the existing power infrastructure, enabling it to supply energy to the selected demand.

3.2. Wind Power
To determine the wind power output, one of the critical factors is estimating the wind speed at the hub
height of the wind turbines. The wind speed at different heights above the ground can vary significantly, a
phenomenon known as wind shear. The wind shear needs to be accounted for in order to accurately predict
the power production potential of a wind farm. There are two commonly used equations to extrapolate the
wind shear: the power-law model and the logarithmic-law model [46]. The power-law model assumes a
power relationship between the wind speed and the height above the ground, while the logarithmic-law
model assumes a logarithmic relationship. In a study conducted by Lopez-Villalobos et al. (2022) [47], the
accuracy of these models were compared. It was found that the logarithmic-law model tends to overestimate
the wind speed, resulting in a higher percentage error compared to the power-law model. Specifically, the
log-law model had an overestimation of 9% in the estimation of mean power at a height of 80 m and above
for wind speeds measured at the standard height of 10m. Based on these findings, it is recommended to
use the power-law model with a wind shear exponent (α) of 1/7 [14] and [47]. The power- law model is
depicted below by Equation 3.1:

v = v(hre f ) (
h

hre f
)α (3.1)

To determine the power generated by a wind turbine, the best approach would be to use the power
curve of the specific wind turbine. However, as this is a generic approach, a general Equation 3.2 will be
used to determine the power [14].

Pw =


0 if v < vcut-in
1
2 cpηdriveρAv3 if vcut-in ≤ v ≤ vrated
Prated if vrated ≤ v ≤ vcut-out
0 if v > vcut-out

(3.2)

Some constraints that need to be considered to ensure that the wind turbine calculations are accurate
are the cut-in, nominal and cut–out wind speeds. The wind turbines cannot generate electricity for very
low wind speeds of around 3.5 m/s, or extremely high wind speeds of around 25 m/s as specified on the
power curve presented in Figure 3.3. As the wind exceeds the cut-in speed, the power output increases
rapidly. However, around a certain speeds, known as rated wind speed, i.e. approximately 12–14 m/s, the
power output reaches a maximum point called the rated power output. This is the maximum operation
level of the electrical generator [14].

Figure 3.3: Theoretical Wind Power Curve [14]

The power coefficient has a theoretical maximum of 59.3% called Betz limit. However, in practice, the
power coefficient (cp) is typically around 40–50% [48], in the model, the constant value used was 45%. The
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total efficiency of the drive train as determined through the literature review, has a range of 0.9 to 0.98
depending on the gearbox and generator use. The value that was used in the model was 0.95%. There is
not yet a set configuration of a drive train for offshore wind turbines. As the wind energy industry is still
in its early stages of development concerning drive train type and configuration, further research efforts are
required, especially for floating and larger turbines, given the limited experience in these areas [49].

Finally, the wake effect is an important parameter to consider when investigating large wind farms.
In the literature review, wake models were identified [50], allowing to determine the wake, but this is out
of the scope of this thesis. Thus, it was concluded that the average power losses due to wind turbine
wakes are of the order of 10% to 20% of total power output in large offshore wind farms. These values
were determined in a study that was conducted for the Danish offshore wind farm Horns Rev, consisting
of 80 wind turbines in an 8 × 10 grid configuration, with seven diameter spacing between each turbine
[51]. In the model, a constant value of 15% was chosen as it falls within the appropriate range and was
maintained consistently throughout all simulations. Consequently, Equation 3.2 was modified to include
the wake loss coefficient (cwake), which quantifies the reduction in power output due to the wake effect. In
this thesis, the wake loss coefficient is defined as 85%. As discussed, the wake effect was determined for a
wind field consisting of 8 wind turbines in a row. Therefore, the boundary condition is set such that if
the number of wind turbines (Nw) is less than or equal to 8, the wake loss coefficient is not considered.
Conversely, if the wind farm consists of more than 8 turbines, the wake effect must be taken into account.
This simplification acknowledges that the real-world scenario is more complex and would require extensive
analysis and experimental validation, which are beyond the scope of this thesis. Thus, the total wind power
generated by a wind farm (Pw, f arm) is represented by Equation 3.3.

Pw,farm =



0 if v < vcut-in
1
2 cpηdriveρAv3 × Nw if vcut-in ≤ v ≤ vrated and Nw ≤ 8
cwake × 1

2 cpηdriveρAv3 × Nw if vcut-in ≤ v ≤ vrated and Nw > 8
Prated × Nw if vrated ≤ v ≤ vcut-out and Nw ≤ 8
cwake × Prated × Nw if vrated ≤ v ≤ vcut-out and Nw > 8
0 if v > vcut-out

(3.3)

3.3. Solar Power
Several steps and calculations are required to determine the total power output of the photovoltaic panel.
This complicates the calculation more than for wind turbines. The first step is to determine the optimum
tilt angle (θ) of the PV panel by utilizing Equation 3.4. For the purpose of this thesis, it is assumed that the
solar panels will have a fixed tilt angle. The Equation 3.4 is used to calculate the tilt angle has been derived
empirically [52] as obtaining an accurate tilt angle requires conducting experiments specific to the location
under consideration. The only input required is the latitude (φ) of the location under consideration.

θ = 0.764φ + 2.14◦ (3.4)

The Angle of Incidence (AOI) of the solar panels is then calculated based on Equation 3.5. The sun
azimuth (As) and the sun elevation (as) were determined by using a solar location calculator that was
programmed in Python. Finally, the elevation of the module (am) was determined using Equation 3.6 and
the module azimuth (As) [53]:

AOI = cos−1 [cos (am) · cos (as) · cos (Am − As) + sin (am) · sin (as)] (3.5)

am = 90 − θ (3.6)

Equation 3.11 will be used to calculate the total solar irradiance incident on the solar panel. As the
total irradiance is the sum of the direct irradiance (Gdir), diffused irradiance (Gdi f ) and the reflected
irradiance (Ggro) as depicted by Equation 3.7 and Figure 3.4. The Direct Normal Irradiance (DNI) and
Diffused Horizontal Irradiance (DHI) data will need to be collected for the specific region. The Sky View
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Factor (SVF) will be determined using Equation 3.12. An important consideration that should be made
while planning the offshore solar park is to eliminate shading losses.

Equation 3.7 will be utilized to calculate the total solar irradiance incident on the solar panel. This
equation takes into account the direct irradiance (Gdir) Equation 3.8 , diffused irradiance (Gdi f ) Equation
3.9, and reflected irradiance (Ggro) Equation 3.10, as shown Figure 3.4. Finally by combining Equations
3.7-3.10 Equation 3.11 is formed. To calculate the total solar irradiance, data on Direct Normal Irradiance
(DNI) and Diffuse Horizontal Irradiance (DHI) specific to the region of interest will be required. These
data will be obtained for a specific region. Additionally, the Sky View Factor (SVF) will be determined
using Equation 3.12, which quantifies the degree of sky obstruction. It is imperative to take shading losses
into account during the planning phase of an offshore solar park. The proper positioning and design of solar
panels play a vital role in minimizing shading from surrounding objects or structures, ultimately maximizing
the capture of solar energy and optimizing the overall performance of the system. The advantage of offshore
environments lies in their absence of limitations and minimal obstacles, which facilitates the effective
reduction of shading losses through meticulous planning and design.

Gtot = Gdir + Gdi f + Ggro (3.7)

Gdir = s f · DNI · cos(AOI) (3.8)

Gdi f = SVF · DHI (3.9)

Ggro = DNI · cos (as) + DHI · α · (1 − SVF) (3.10)

Gtot = s f · DNI · cos(AOI) + SVF · DHI + DNI · cos (as) + DHI · α · (1 − SVF) (3.11)

SVF =
1 + cos ϑ

2
(3.12)

Figure 3.4: The three contributions to the total irradiance of the PV module [53]

The power output of a single PV panel can be determined using Equation 3.13. This equation requires
knowledge of the solar panel’s efficiency (ηPV) and its area (APV). In this thesis, a general approach is
adopted based on research findings that indicate crystalline silicon panels, either single or polycrystalline,
dominate the global market production, accounting for approximately 80% to 90% of installations. Among
these two types, monocrystalline panels are selected for this thesis due to their higher energy efficiency,
which typically ranges from 15% to 20% [54]. While cost considerations are also taken into account during
the selection process, the emphasis is placed on energy efficiency, especially for an offshore project. The
costs of the panels themselves are relatively small compared to other installation costs.
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The efficiency of solar panels varies throughout the year due to the impact of fluctuating module
temperatures (TM). Ground-based solar PV installations often face reduced energy efficiency caused
by elevated module temperatures. However, installing solar PV panels above water bodies can partially
mitigate this issue. Such installations offer benefits such as preventing water evaporation and reducing
the temperature beneath the solar panels, ultimately leading to increased energy production [55, 56]. So
efficiency is assumed to be constant for the offshore PV panel.

PPV = ηPV · Gtot (3.13)

Finally, to determine the overall power production of a photovoltaic farm, it is necessary to consider
the number of PV panels that will constitute the farm. This can be calculated using Equation 3.14.

PPV, f arm = NPV · PPV (3.14)

3.4. Power Demand
Power demand is a critical factor that affects carbon emissions and system costs, and it is shaped by human
activities in various settings such as industries, homes and workplaces. Behavioral approaches are crucial in
explaining how individuals respond to internal and external factors that influence their energy consumption
patterns [57]. As discussed in Chapter 1, the objective of this paper is not to precisely match a specific
power demand and thus the power demand is normalized. The normalized demand represents a sensible
example of a profile that exhibits variability characteristics, which could be considered representative of
future needs for supply profiles of hybrid power plants. This approach ensures that the demand profile used
in the analysis is realistic and adequately reflects the dynamic nature of electricity consumption patterns
in the Netherlands. The power demand data are sourced from a database maintained by the electricity
distributors.

3.5. Storage
From Chapter 1 and Chapter 2, it becomes evident how crucial storage systems are for the energy transition.
The Multi-Criteria Analysis (MCA) conducted in Chapter 2, led to the selection of two electrochemical
and one mechanical Energy Storage Technologies (ESTs) to be investigated further. In the first subsection,
the State of Charge (SoC) the efficiency, and finally, a table depicting the above parameters for the three
chosen ESTs is presented.

3.5.1. State of Charge (SoC)
A vital parameter extensively used in storage technologies is the State of Charge (SoC). SoC is a relative
quantity representing the ratio of the available capacity (Qt) to the maximum possible charge stored in a
battery, typically the nominal capacity (Qn). This relationship can be mathematically expressed as shown
in Equation 3.15 [58].

SoC =
Qt

Qn
(3.15)

While SoC is predominantly associated with batteries, it is not restricted solely to them. In fact, SoC
can be applied to a wide range of energy storage systems, provided they have the ability to store energy
and their capacity can be quantified. To clarify the concept of SoC further, a storage system with a SoC of
1 indicates that it is fully charged and at its maximum energy capacity. Conversely, a fully discharged
battery or storage system would have an SoC of 0.

3.5.2. EST Efficiency
Efficiency is a critical parameter in evaluating energy storage systems, as it directly impacts the overall
performance and economic viability of the storage technology. Efficiency (ηsto) in energy storage refers
to the ratio of the energy output (Eout) to the energy input (Ein), expressed as a percentage as seen in
Equation 3.16. This ratio indicates how much of the stored energy can be effectively retrieved and used.
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ηsto =
Eout

Ein
× 100% (3.16)

As discussed in Chapter 2 high efficiency is desirable in energy storage systems as it ensures that a
greater proportion of the stored energy is available for use, reducing losses and improving the system’s
cost-effectiveness. Conversely, lower efficiency implies higher energy losses during storage and retrieval,
making the system less effective and potentially more expensive in the long run.

Focusing on the three energy storage technologies (EST’s) identified as most suitable from the MCA, two
are electrochemical storage technologies (lithium-ion and lead-acid batteries), and the third is a mechanical
storage technology (Compressed Air Energy Storage). The significant difference in efficiency between these
electrochemical and mechanical storage system’s is primarily due to fundamental differences in their energy
conversion processes, internal resistance, heat losses, and energy density.

Electrochemical storage systems, such as lithium-ion batteries, achieve high efficiency in their charge
and discharge processes due to the nature of chemical reactions. The intercalation mechanism in lithium-ion
batteries, in particular, involves minimal energy loss. Conversely, mechanical energy storage systems,
especially CAES, involve multiple stages of energy conversion (compression, storage, and expansion), each
with inherent potential for energy losses. The compression and expansion of air in CAES result in significant
thermal losses, which are challenging to recover efficiently.

3.5.3. Model Parameters
In this subsection, the key parameters for the selected ESTs are presented, focusing on efficiency and
State of Charge (SoC) metrics. Table 3.1 below summarizes these values, highlighting the performance
characteristics of lithium-ion batteries (Li-Ion), lead-acid batteries (LA) and Compressed Air Energy
Storage (CAES). This information can also be found in Section 2.4 where all references are included.

Table 3.1: Performance characteristics for the selected ESTs

Parameters Li-Ion LA CAES
Efficiency (%) 85-95 70-80 50-60
SoCmax (%) 80 80 100
SoCmin (%) 20 20 0

3.6. Determination of Renewable Energy Capacity
Following the calculation for the inputs, the next step involves determining the total installed solar and
wind power required to meet the selected generation mix. In order to achieve this the required number of
PV panels (NPV) and wind turbines (Nw) needs to be determined. It should be noted that this method
can be approached in various ways. However, for the purposes of this thesis, the wind turbine is used
as the primary generation system, leading to a variable ratio of solar power (rPV), which influences the
overall energy mix. To facilitate direct comparisons across all scenarios, the total annual energy generated
(Egen,total) is kept constant. This constant value is based on the amount of wind power that would be
produced in a scenario with an energy mix consisting of 100% wind power. Essentially, in the 100% wind
scenario, the total energy generated by wind power alone is set as a baseline. As the ratio of solar power
increases, wind power is reduced accordingly, but the total energy output remains the same. This approach
allows us to compare different energy mixes while maintaining consistent energy production levels across
all scenarios. To determine the number of wind turbines (Nw) required Equation (3.17) below is used:

Nw,new = Nw,original −
⌈

Nw,original ×
rPV
100

⌉
(3.17)

The new wind power, Ew,new, is then recalculated with the new number of wind turbines. The total
energy required from PV units, EPV total, is determined by subtracting the new wind energy from the total
constant energy:
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EPV total = Egen,total − Ew,new (3.18)

Then the number of PV panels required, NPV, is calculated by dividing the total required PV energy
(EPV total) by the energy generated by a single PV panel:

NPV =

⌈
EPV total
EPV,panel

⌉
(3.19)

Finally, the model determines the total installed solar power and total installed wind power, where the
total installed solar power Psolar total is calculated as the product of the number of PV units NPV and the
rated power per panel Ppanel rated depicted by the Equation 3.20 below:

Psolar total = NPV × Ppanel rated (3.20)

Similarly, the total installed wind power Pw,new is computed as the product of the number of wind
turbines Nw,new and the rated power per turbine Pturbine rated:

Pw,new = Nw,new × Pw,rated (3.21)

This approach ensures that the energy mix aligns with the specified solar ratio (rPV), optimizing the
system to reduce the need for energy storage. The methodology is consistent with strategies used in
renewable energy studies, where balancing contributions from different sources is crucial to enhancing
system reliability and reducing costs, which is discussed in more detail in Section 1.1.2.

3.7. Normalisation of Power Demand
Using the previously determined number of PV panels (NPV) and wind turbines (Nw), the power demand
is normalized based on the total annual energy generated (Etotal). This normalization process involves
adjusting the total power demand to match the total energy produced by the selected mix of renewable
energy sources over a year. Essentially, this means scaling the energy demand to ensure it aligns with
the annual energy output from the renewable energy sources the need for this step is further explained in
Subsection 3.4.

The total annual energy generated, Etotal, is calculated by summing the power output from the wind
turbine farm (Pw,farm) Equation 3.3 and the photovoltaic park (PPV,farm) Equation 3.14 over the course of
the year, thereby converting the power values into energy. Lastly as discussed in Section 3.1 the grid also
has some losses that need to be considered thus employing Equation 3.22 enables the determination of the
grid losses using values from relevant literature [59, 60]. Resulting in the total efficiency of the grid to be
approximately 90% [61].

ηgrid = ηabs · (1 − ηdist ) · ηinve (3.22)

The total annual energy generated, Etotal, is calculated

Etotal = (∑ Pw, f arm + ∑ PPV,farm)× ηgrid (3.23)

Next, to normalize the power demand, a scaling factor (SF) is introduced, which is the ratio of The
total annual energy generated, Etotal, to the cumulative power demand ∑ PD over the same period as the
renewable energy sources, thereby converting the power values into energy.

The total annual energy generated, Etotal, is calculated by using the Equation 3.24 below:

SF =
Etotal
∑ PD

(3.24)

Finally, the scaling factor (SF) is introduced to normalize the power demand PDnormalized , as shown in
Equation 3.25:

PDnormalized = PD × SF (3.25)
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3.8. Determine the Power Imbalance
The next step involves calculating the power imbalance at each time step by summing the renewable energy
produced by the generation technologies mix selected, and then subtracting the normalised demand power
for the same time step using Equation 3.26. This power imbalance will provide insight into how the battery
will operate. Specifically, it determines whether, for a given time step, the generated energy exceeds or falls
short of the required load. This crucial information feeds into the decision-making process, guiding the
control strategy’s determination of whether the energy storage system should be charged or discharged.
The power imbalance is then filtered to meet the timeframe for medium-duration storage which spans from
4 to 200 hours as explained in Subsection 3.9.

∆P(t) =
(

Pw, f arm(t) + PPV, f arm(t)
)
− PDnormalized(t) (3.26)

3.9. Filtering Power Imbalance
As discussed in the preceding Chapters, the analysis timeframe for medium-duration storage spans from
4 to 200 hours. However, the dataset under examination encompasses not only medium-term data but
also exhibits short-term and long-term variations. To enhance the accuracy of the analysis, specifically for
medium-term storage, it becomes imperative to eliminate the influence of these variations. In this regard,
frequency domain filters emerge as the appropriate tools for the task. Frequency domain filters are typically
employed to allow certain frequencies to pass unaffected through the filter, while effectively blocking others.
In this context, the selected filter is designed to attenuate most of the variations occurring at frequencies
below a specific threshold (below 4 hours) and above another threshold (beyond 200 hours). This strategic
filtering approach serves to refine the dataset, enabling precise and focused analysis of medium-term storage
characteristics.

Filters can be classified in many ways. One common method of classification is based on a filter’s
frequency selectivity, which categorizes filters according to the range of signal frequencies they allow to pass
or block. This classification includes the following types: Low-pass, High-pass, Band-pass, and Band-stop
filters. Figure 3.5 illustrates these four basic frequency responses. Below a brief summary of each signal
frequency is provided [62]:

• Low-Pass Filter: This type of filter allows lower frequencies to pass through with minimal attenuation,
while it attenuates or blocks higher frequencies that exceed a certain cutoff frequency. It is often
used to eliminate high-frequency noise from a desired low-frequency signal.

• High-Pass Filter: In contrast, a high-pass filter permits higher frequencies to pass through, while
it attenuates or blocks low frequencies. It is used when you want to remove low-frequency noise or
extract higher-frequency components from a signal.

• Band-Pass Filter: A band-pass filter only allows frequencies within a specific frequency band to pass
through, while frequencies outside this band are attenuated. This is useful when you need to isolate
signals within a certain frequency range.

• Band-Stop Filter (Band-Reject Filter): This type of filter attenuates or blocks frequencies within
a specific band while allowing others to pass. It’s used to eliminate or suppress signals within a
particular frequency range.
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Figure 3.5: The four basic frequency responses [63]

In this thesis, a bandpass filter was determined as the most suitable filter. The data is sampled at a
frequency of one sample per hour. This means that each data point represents an hourly measurement.
The sampling frequency is thus set to 1 samples per hour. The high cut frequency corresponds to 1/4
samples per hour as the period is 4 hours. The low cut frequency corresponds 1/200 samples per hour as
the period is 200 hours.

Butterworth filters serve as the foundational design for bandpass filters and fall under the category of
filters classified based on their frequency response. Other types include Chebyshev Type I, Chebyshev Type
II, and Elliptic filters. The Butterworth filter, an analog filter design, is distinguished for its flat frequency
response in the passband and a smooth roll-off in the stopband. These filters are designed to achieve a
maximally flat magnitude within the bandpass, making them an ideal choice for various applications, such
as motion analysis. However, this comes at the expense of a relatively wide transition band.

An important parameter that needs to be taken into consideration when using the Butterworth filter is
the filter’s order. The flatness of the output response of a Butterworth filter increases with the filter’s order.
Higher-order filters provide greater precision, but in practical implementation, there’s no ideal filter. The
higher the Butterworth filter order, the more cascaded stages there are within the filter design, bringing
the filter closer to an ideal ”brick wall” response seen in Figure 3.6, although achieving a perfect response
remains challenging in practice [64]. Thus, for this thesis a fourth-order Butterworth bandpass filter was
used.
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Figure 3.6: Frequency response of the Butterworth filter for various orders of the filter

Lastly, a linear filter is employed in tandem with the Butterworth filter for zero-phase filtering. This
technique involves the application of an infinite impulse response filter to the signal, in both the forward
and reverse directions. Notably, the order of the filter is doubled compared to the original filter order [65].

3.10. Control Strategy
This section provides an in-depth overview of the control strategy is used in this thesis. It is commonly
known that the efficient and reliable operation of a hybrid renewable energy system relies significantly on
the effective implementation of an appropriate control strategy. As a hybrid system combines different
renewable energy sources, each with its own characteristics and variability, a control strategy becomes
essential to optimize the system’s performance and ensure its reliable operation [66]. The objectives of the
control of a hybrid renewable energy system are:

1. Optimal Power Generation
2. Stability and Reliability

Research was conducted to identify the most suitable approach for developing the model required for
this study. During this investigation, a wide range of software tools specifically developed for the design,
analysis, and optimization of hybrid renewable energy systems were examined. In their paper, Sinha and
Chandel [67] performed a comprehensive analysis of 19 software tools, including HOMER, Hybrid2, and
SOMES. However, based on the broad perspective of this thesis, it was concluded that none of the available
software options adequately met the requirements. As a result, the decision was made to employ the
Python programming language for developing the required model. Python was deemed more suitable due
to its flexibility and versatility in handling complex modeling and simulation tasks.

To calculate the required storage capacity for a given renewable penetration it is not only required to
know the demand and generation profiles, but also requires modelling the operation of the storage (charge/
discharge). The numerical model developed for this purpose is presented below. To begin the analysis
of the work process a flowchart was developed as shown in Figure 3.1 which illustrates the methodology
adopted for coding the model.

The final step shown in the flowchart Figure 3.1 is the control strategy. Unlike the other processes, which
remain constant and unalterable, the control strategy at this stage retains the flexibility to accommodate
internal modifications. Control strategies play a vital role in addressing the integration challenges of
intermittent renewable generation into the power grid. In general, control strategies can be categorized
into classical and intelligent control strategies. Consequently, the control strategy tends to be complex,
requiring continuous operation due to the intermittent nature of renewable energy sources and the pursuit
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of multiple objectives. It is important to note, however, that within the scope of this thesis, the focus is not
determining the most optimal control strategy. Thus, the control strategy which is depicted by a flowchart
Figure 3.7 is employed to manage the charge and discharge cycles of energy storage devices. These devices
are charged during periods of excess renewable generation and discharged when generation falls short of
meeting demand following the SoC constraint as shown in Equation 3.29. While this basic control strategy
is fundamental, it is worth noting that there is also literature exploring a range of optimization techniques
to enhance efficiency and revenue generation, including forecasting methods and AI.

Figure 3.7: Flow chart depicting the control strategy used for this thesis

The power imbalance from Equation 3.26 is filtered with the method described in Section 3.9 to obtain
the medium-term imbalance which on an hourly basis is used to determine the State of Charge (SoC) of
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the storage system. When the filtered power imbalance exceeds zero, the excess power is used to charge
the storage system. In this charging scenario, the SoC equation can be expressed as follows (3.27):

SoC(t) = SoC(t − 1) +
(EPV(t)− ED(t)) · ηsto,1

ηinv
(3.27)

In the Equation 3.27 above, SoC(t) and SoC(t-1) represent the states of charge of the storage system
at time t and t-1, respectively. The efficiency of the inverter is denoted as ηinv, and the efficiency of the
storage technology (ηsto,1) is always 1 as explained below.

On the other hand, if the filtered power balance is below zero, the power not provided by the generation
system will be covered by the storage system. Equation 3.28 shows the battery SoC(t) discharging equation:

SoC(t) = SoC(t − 1)− (ED(t)− EPV(t))
ηinv · ηsto,1

(3.28)

However, there is a constraint that requires the SoC to remain within certain limits, as shown in
Equation 3.29:

SoCmin ≤ SoC(t) ≤ SoCmax (3.29)

Battery systems used for renewable energy applications typically have a limited range of depth of
discharge (DoD), often restricted to a maximum of 80% (for Li-Ion and LA), although this can vary slightly
depending on the battery technology. Exceeding this limit can lead to over-discharge, potentially causing
permanent damage to the battery. To ensure the longevity and efficiency of the battery, it is recommended
that the SoC remains within an optimal range specific to each battery technology. For instance, maintaining
the SoC within a specified range is considered ideal for optimal performance. This control strategy helps
ensure that the battery operates in good condition, with a high probability of maintaining an adequate
SoC and minimizing the loss of power supply probability (LPSP). LPSP refers to the likelihood that the
energy storage system will be unable to meet power demand at any given time. By keeping the SoC within
optimal limits, the effectiveness of the load control strategies is validated, contributing to an extended cycle
life for the battery system [68].

Efficiency is a crucial parameter when evaluating storage technologies and was one of the selected
criteria in the MCA, as discussed in Chapter 2. In traditional approaches, the efficiency of storage systems
is typically accounted for by scaling up generation to compensate for efficiency losses. However, in this
thesis, such approaches proved ineffective due to the filtering process used in the analysis. This filtering
process alters the expected energy balance, resulting in inaccurate reflections of how efficiency losses impact
the system’s performance.

To address this issue, the efficiency of the storage technology (ηsto) was temporarily set to 1 in our
model (ηsto,1). This simplification was necessary to prevent the filtered energy balance from distorting
the dynamic relationship between generation, demand, and storage efficiency. If the actual efficiency were
applied, it would have led to gradual, unrealistic changes in the SoC, ultimately requiring storage capacities
far beyond practical or realistic levels.

Despite this adjustment, it was still important to incorporate storage efficiency (ηsto) into the model to
ensure realistic outcomes. To achieve this, the initial storage capacity input into the model was adjusted to
reflect the efficiency of the storage technology. As shown in Equation 3.30 and depicted in Figure 3.7, this
efficiency-adjusted capacity ensures that the SoC is updated accurately to represent realistic performances.

Csto(t) = Csto(t − 1) · ηsto (3.30)

To conclude in Figure 3.7 there is a check point ensuring that the filtered power imbalance (∆P(t)),
including the energy storage technology (Es(t)), at a specific time step, is zero by implementing Equation 3.31.
This step is crucial for ensuring that there is no underproduction, allowing for the accurate determination
of the appropriate storage capacity range needed to adjust the renewable energy capacity.

∆Pf inal(t) = ∆P(t) + Es(t) (3.31)
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3.11. Optimisation of Hybrid System
Analyzing hybrid systems poses significant challenges and requires thorough examination. The optimization
objectives for these systems focus on attaining optimal operational conditions and conducting economic
evaluations to maximize power generation efficiently and affordably, especially on days with extensive
sunlight or wind. This involves considering the dependency of renewable sources, such as wind and solar,
on meteorological conditions. Ultimately, the aim is to optimize performance to meet all physical and
technical constraints, emphasizing the importance of techno-economic analysis in ensuring the effective
utilization of renewable energy sources [69].

The integration of various optimal sizing techniques in the design of hybrid energy systems is gaining
popularity. The optimal configuration and control method of the hybrid system are interconnected,
intensifying the challenges associated with sizing, designing, and evaluating these systems. Introducing an
optimal sizing approach becomes instrumental in ensuring peak performance, minimal investment, and
optimal utilization of system components.

One of this thesis’s primary objectives encompass optimising the storage capacity of the hybrid system
to ensure a secure and feasible storage configuration. The optimization approach applied here employs
a multi-objective framework, involving two distinct objective functions. The first objective is aimed at
minimizing the power mismatch between the energy demand and the energy generated by the hybrid energy
system. Simultaneously, the second objective concentrates on minimizing the overall capital cost associated
with the hybrid energy system. Given the complexity introduced by these dual objectives, comprehensive
research was undertaken to determine the most suitable optimization technique for this thesis. An in-depth
examination of diverse optimization methods was conducted. This exploration aims to identify a suitable
approach which is described in detail in Section 5.1.

3.11.1. Weighted Sum Method
The first method explored was the weighted sum method. This technique involves the combination of
multiple objectives into a single objective by summing each objective, each multiplied by a predetermined
weights. These weights are assigned based on the relative significance of each objective [70]. In this
approach, the optimization problem can be formulated as follows:

min
x

F(x) =
M

∑
m=1

wm fm(x), m = 1, 2 . . . , M

subject to
gj(x) ≥ 0, j = 1, 2 . . . , J

hk(x) = 0, k = 1, 2, . . . , K

x(L)
i ≤ xi ≤ x(U)

i , i = 1, 2, . . . , n

(3.32)

In these equations, wk represents the weight assigned to the m-th objective function.

3.11.2. Multi-objective Optimisation Method
The second method investigates is multi-objective optimization, a facet of multiple criteria decision-making
that deals with mathematical optimization problems featuring more than one objective function to be
simultaneously minimized or maximized [70]. Multi-objective optimization problems (MOOPs) have
widespread applicability across real-world scenarios. They involve making optimal decisions while factoring
in trade-offs among two or more conflicting objectives, all while adhering to constraints. In the context of
a MOOP, the goal isn’t to attain a solitary optimal solution, but rather a set of trade-off solutions. These
trade-off optimal solutions are referred to as Pareto-optimal solutions. [71]. In its simplest form, a MOOP
can be represented as follows: [70]:
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min
x

fm(x), m = 1, 2 . . . , M

subject to
gj(x) ≥ 0, j = 1, 2 . . . , J

hk(x) = 0, k = 1, 2, . . . , K

x(L)
i ≤ xi ≤ x(U)

i , i = 1, 2, . . . , n

(3.33)

When addressing MOOPs, two distinct approaches are available. Firstly, the classical methods usually
require repetitive applications of an algorithm aiding in finding multiple Pareto-optimal solutions [70].
However, these do not guarantee that a Pareto-optimal solution is found. A classical approach to solving a
MOOP is the parametric scalarizing approach, such as the weighted sum method, which is further elaborated
in Subsection 3.11.1. The second approach for handling MOOPs involves the utilization of evolutionary
algorithms (EAs). EAs adopt a population-based strategy wherein multiple solutions participate in each
iteration, leading to the evolution of a new population of solutions in each iteration. This EA-based
approach facilitates the calculation of multiple Pareto-optimal solutions within a single simulation run [70].
Genetic algorithms (GAs) are a class within the EAs that employ natural selection and an evolutionary
process in their operations [72].

As explained by Mohapatra, Mishra, and Mishra [72], GAs maintain a pool of solutions that evolve over
time. This is done in different generations where in each generation, the GA produces a new population using
genetic operators such as selection, crossover, and mutation. Of course, an optimization procedure must be
adapted such that it spreads the population to the Pareto front as best as possible instead of concentrating
on some areas of it. Examples of such adapted procedures in the EA field are the non-dominated sorting
Genetic Algorithm (NSGA-II), the Strength Pareto EA (SPEA-2), or the S-metric selection evolutionary
multi-objective optimization algorithm (SMS-EMOA), to mention only a few [73]. These combinations
of population-based optimization procedures and Pareto optimality, in general, will estimate the Pareto
front roughly at the minimum, with less computational effort than it can be attained using the aggregation
methods introduced for the assessment of the individuals of the same population-based methods.

3.12. Optimisation Parameters
This section comprises a detailed explanation and literature review aimed at defining the challenges
encountered in determining the capital expenditure for the hybrid renewable system, and the three different
storage systems. Given the novelty of these technologies in the market and their significant dependence
on location and system size, detailed analysis was imperative. As a result, determining precise capital
expenditures proved challenging, leading to the provision of ranges to accommodate the varying factors
influencing costs.

3.12.1. Floating Photovoltaic
Determining the capital expenditure (CapEx) for floating photovoltaic (FPV) and storage technologies
is a highly complex procedure that requires consideration of numerous parameters. These parameters
include system size, location, local labor rates, market fluctuations, local climate conditions, environmental
considerations, and transportation/access challenges [32]. Hence, for this thesis cost estimates from the
literature are employed.

Estimating the CapEx for a FPV system is a notably intricate task, primarily due to the limited
availability of publicly accessible data on this matter. FPV systems can be installed on artificial or natural
water bodies. However, the selection of the floating structure type and anchoring solution is contingent on
site-specific factors, resulting in considerable variability in the total system cost [74].

The National Renewable Energy Laboratory’s report [74] was utilized to arrive at the CapEx estimation.
This comprehensive report employs a bottom-up analytical approach to assess the installed costs of FPV
systems with fixed tilt deployed on artificial water bodies under typical site conditions. It was determined
that for a 10-MW fixed-tilt FPV system, the installed system cost stands at $0.26/W , which is equivalent to
a 25% increase relative to ground-mounted, fixed-tilt photovoltaic systems installed over bare ground. The
higher structural costs associated with the floating platforms and anchoring systems contribute significantly
to this premium. Furthermore, it’s essential to acknowledge that the complexity of FPV systems necessitates
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additional efforts for site investigation, planning, and design. As a result, the site investigation costs for
FPV installations are currently higher due to the intricate nature of these installations. By relying on
the comprehensive insights of the National Renewable Energy Laboratory’s report, this study successfully
incorporates a robust foundation to estimate the CapEx for floating photovoltaic systems.

3.12.2. Offshore Wind
Determining the cost of an offshore wind farm depends on various parameters, such as the type of wind
turbine used, the foundation design etc [75]. The capital costs of a wind power project can be categorized
into the following major components [76]:

Turbine cost: This encompasses expenses related to the turbine components such as blades, towers,
and transformers.
Civil works: This includes construction costs for site preparation and the foundations for the towers.
Grid connection costs: These expenses cover transformers, substations, and the connection to the
local distribution or transmission network.
Other capital costs: This category may include expenditures for the construction of buildings, control
systems, project consultancy costs, and other miscellaneous expenses.

The Cost of the wind field was determined to be approximately €1700/kW [77]. This value was assumed
based on the existence of a similar off-shore wind farm.

3.12.3. Li-ion and LA Batteries
The notion of capital cost encompasses diverse components that exhibit variations according to the
technology type. Cost information for battery technologies is typically broken down into four components
[78]:

• Capital cost: Battery packs cost varies by the type of technology used (€/kWh).
• Power conversion system (PCS): Includes costs for the inverter, packaging, and controls. This system

affects all battery technologies similarly.
• Balance of plant (BOP): This includes components like site wiring and transformers, measured in

€/kW.
• Construction and commissioning (C&C): Also known as engineering, procurement, and construction

(EPC) costs. It covers site design, equipment procurement, transportation, labor, and installation
costs.

From the literature, only the capital cost was available for both EES technologies. The estimated
capital cost range for lead-acid (LA) batteries is between $200–$500/kWh. For lithium-ion batteries, the
estimated range is $340–$450/kWh [78].

3.12.4. CAES
Accurately estimating the Capital Expenditure (CapEx) of Compressed Air Energy Storage (CAES)
presents considerable challenges due to its inherently site-specific nature. Factors such as localized civil
engineering expenses and environmental restrictions exert significant influence on CAES costs. The cost
estimation process heavily relies on the unique characteristics of the chosen location. For example, utilizing
an existing gas cavern can mitigate overall costs, whereas excavating a storage cavern from hard rock can
lead to substantial cost escalations. Comparing CAES projects to previous endeavors is complex due to the
limited operational CAES facilities and challenges in drawing parallels with pumped hydropower projects
constructed decades ago under different energy and economic frameworks. This lack of direct comparability
further complicates the cost estimation process in the CAES context. As a result, there exists a large range
in capital costs for Compressed Air Energy Storage (CAES) systems, typically ranging from $1,050 to
$2,300 per kW.

3.12.5. Conclusion of Optimisation Parameters
Since this thesis is based in the Netherlands, all costs will be presented in euros. Therefore, values obtained
from literature sources in dollars need to be converted to euros for consistency. The average exchange rate
for the year 2023 was used for conversion. According to [79], the exchange rate from dollars to euros was
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0.9241 EUR. Table 3.2 displays the converted CapEx costs in euros for all the renewable energy technologies
utilized for generation and storage.

Table 3.2: Converted capital expenditures (Capex) to euros for all renewable technologies

Parameters Values
Li-ion €300–650/kWh
LA €185–465/kWh
Offshore Wind farm €1700/kW
Floating PV €280/kW
CAES €970-2310/kW



4
Specific Cases

In this chapter, the selected location is introduced. Next, the analysis of daily data for solar radiation,
wind speed, and power demand, along with the sources used for data collection, will be discussed. The
final section presents the normalized figure of the power demand. Additionally, a histogram is provided,
examining and highlighting the importance of medium-term storage.

4.1. Location
The region which was selected for this study is in the Netherlands. The Netherlands was chosen because
the Dutch government has set a target that by 2030, emissions will be reduced by 49% relative to 1990 and
will be further reduced by 2050 by 95% relative to 1990. This concludes that to achieve the targets 70% of
the electricity must be produced from renewable energy sources (wind and solar) by 2030 and 100% by
2050 [80]. In 2021, approximately 33% of the total electricity was produced from renewable sources [81].
Another factor taken into consideration is that the Climate Agreement states that an additional 7GW of
offshore wind farm capacity is required in the Dutch sector of the North Sea between 2023 and 2030 [80].
As also discussed in paper [81] there is limited space for the development of onshore wind farms. Therefore
the Netherlands will have to invest heavily in renewable sources, especially offshore power plants. The
name of the wind farm chosen is called Hollandse Kust (Noord), located 18.5km from Egmond aan Zee,
as shown in Figure 4.1 with the number three. This location was chosen as the Dutch government has
ensured that all the conditions for planning and building wind farms, the measures to protect nature, and
the necessary permits are as required. Additionally, the Dutch government provides that the energy from
the wind farm will be delivered to land via an offshore grid [82].

32
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Figure 4.1: Dutch Offshore Wind Farm Zones [82]
Hollandse Kust (Noord) is depcited with the number three

4.2. Data Collection
The offshore region under investigation provided daily data for solar radiation and wind speed at the height
of 10 meters above sea level. These data covered a four-year period from 2016 to 2019. The information was
sourced from MERRA 2, a global atmospheric reanalysis developed by NASA. MERRA 2 utilizes satellite
observations of earth, providing comprehensive data from 1980 to the present [83]. To ensure accuracy and
to mitigate the impact of incorrect data collection or extreme conditions, an average of daily solar radiation
values was calculated for the four-year period. This approach helps to minimize uncertainties and provides
a representative measure of solar radiation levels in the offshore region over the specified timeframe.

The actual total load data for the Netherlands in 15-minute intervals for two specific periods, namely
2018-2019 and 2019-2020, were acquired from the European Network of Transmission System Operators
for Electricity (ENTSO-E) Transparency Platform. This platform serves as a reliable source of diverse
information concerning the European electricity market. ENTSO-E is an association that represents the
transmission system operators (TSOs) responsible for electricity across Europe. The total hourly load of
the Netherlands was calculated by averaging the four values of 15 minutes. Two years were considered in
order to decrease the uncertainties of the data as described above. By considering two years’ worth of data,
the aim was to provide a more robust and comprehensive analysis, minimizing potential fluctuations and
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outliers that could impact the overall assessment. While maintaining a constant annual demand serves
as a useful simplification for analytical purposes, it is important to recognize its limitations, particularly
as real-world demand tends to increase over time. Forecasting future power demand and understanding
shifts in consumption patterns are crucial endeavors that require dedicated resources and research efforts.
However, it is important to note that such forecasting lies beyond the scope of this paper. Our focus
remains on the analysis of present conditions and the implications for the current energy system.

4.2.1. Generation Technologies Specification
The capacity and specifications of a 10 MW wind turbine and a monocrystalline solar panel are evaluated,
both based on the current advanced technologies and that both generation technologies are located offshore.
For this study, the wind turbine utilized is the 10 MW reference turbine developed by the Technical
University of Denmark (DTU). This turbine was selected due to the comprehensive specification sheet
available, which provided all necessary parameters for our analysis. Key specifications include a rotor
diameter of 178 meters, a hub height of 119 meters, and a rated wind speed of 12 m/s, with a cut-in wind
speed of 3 m/s and a cut-out wind speed of 25 m/s [84].

On the other hand, the selection of solar panels involved a more extensive review due to the wide
range of available products and their varying specifications. As discussed in Section 3.3 average values for
crucial parameters were adopted for a monocrystalline solar panel to ensure representatives. The selected
parameters include a rated power output of 400W, with an efficiency of 18.5%, a typical module size of
1.9 m². These parameters, derived from a synthesis of contemporary literature and manufacturer data as
seen in appendix Figures A.1, A.3, A.2, ensure a robust and realistic evaluation of solar energy potential
in the context of our study. These values were chosen as they represent the most common and optimum
configurations for offshore solar parks, allowing for significant energy capture due to the expansive and
unobstructed nature of offshore installations.

By combining the data from the DTU 10 MW wind turbine and the averaged parameters for the
monocrystalline solar panel, a comprehensive analysis of the renewable energy potential is provided,
facilitating a deeper understanding of the performance and integration of these technologies in an offshore
hybrid energy system.

4.3. Analysis of Demand and Generation Data
In this section, the data collected from the previous subsection will be analyzed using the methodology
outlined in Figure 3.1 and the equations from Subsections 3.2, 3.3. The focus will be on emphasizing the
annual and diurnal profiles and investigating the patterns of energy demand alongside renewable generation
technologies. Moreover, based on the analyzed data and employing a normalization technique, we will
examine the necessity of medium-term storage and determining its significance.

4.3.1. Power Demand
Figure 4.2 depicts the profile of the Netherland’s hourly power demand alongside the average monthly
demand. Figure 4.2 illustrates a notable increase in demand during the winter months (November- March)
in contrast to warmer periods (April- October). This was expected as several factors contribute to this
trend. For instance, reduced daylight hours and colder weather conditions play significant roles. Further
analysis was conducted to observe the variations of the daily and weekly profile of the power demand.
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Figure 4.2: Annual hourly energy demand alongside the average monthly annual demand for the
Netherlands

Figure 4.3 depicts three lines for comparison, providing insight into the daily power demand in the
Netherlands. The red line signifies the lowest energy demand, the blue line represents the average daily
energy demand, and the green line illustrates the highest energy consumption. As anticipated, the highest
daily energy demand occurred during the winter month 22nd of January, while the lowest demand was
recorded in the summer month 9th of June. Additionally, there is a noticeable peak in demand between
17:00-19:00 in all three cases. Furthermore, the patterns of the three lines are largely similar, with some
variations observed during the summer months.

Figure 4.3: Comparison of power demand of the Netherlands including the higher, average, and lowest
demand day
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4.3.2. Wind Power Generation
Figure 4.4 illustrates the variable profile of annual hourly wind power generation from a single wind turbine
stationed at the specified offshore location. This profile deviates from expectations outlined in Section 1.3,
which were based on existing literature suggesting minimal seasonal and diurnal variations in offshore wind
speeds. Discrepancies between the data obtained and these expectations are evident in Figures 4.4 and 4.6.

To address these discrepancies, further investigation was conducted using data from an alternative
source. The Copernicus Earth observation program, a European Union initiative, provides accurate and
reliable environmental information through a combination of satellite data, ground-based observations,
and advanced modeling techniques [85]. The annual and average diurnal wind power results from the
Copernicus database are depicted in Figure 4.5. A comparison between the two datasets reveals minimal
differences, further validating the accuracy of the obtained data.

Possible factors contributing to the discrepancies between the dataset and the literature include the
wind farm’s proximity to the shore, variations in local atmospheric conditions, differences in measurement
methodologies, and potential biases in data calibration between the sources. Despite these discrepancies,
the data from MERRA 2 will be used for the analysis.

Figure 4.4: Annual hourly and average monthly wind power for a single wind turbine. Source MERRA 2
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Figure 4.5: Annual hourly and average monthly wind power for a single wind turbine. Source Copernicus

Three graphs depicted in Figure 4.6 where required to capture the extreme volatility in power generation,
due to the significant diurnal variations, especially evident in Figure 4.6c, underscore the dynamic nature
of wind power generation. On the day with the high generation, peak power was sustained throughout the
day seen in Figure 4.6a, while on the day of low generation, no power was produced during the day, with
an increase at night seen in Figure 4.6b. From Figure 4.6c, it is clear that daytime generation power is
lower compared to the power generated during the night.
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(a) (b)

(c)

Figure 4.6: Comparison between the highest (a), average (b), and lowest (c) generations day

4.3.3. Solar Power Generation
Figure 4.7 illustrates the fluctuating profile of annual hourly solar power generation from a singular
photovoltaic panel situated at the designated offshore location. As previously discussed in Section 1.3, solar
radiation and consequent power output exhibit pronounced dependence on seasonal changes, with peak
solar radiation occurring during summer months in contrast to reduced levels during winter, as corroborated
by Figure 4.7. Examining the diurnal patterns portrayed in Figure 4.8, a substantial disparity between
daytime and nighttime solar power generation is evident. Furthermore, distinct graphical representations
emphasize the considerable variability inherent in solar energy production are presented in Figure 4.8.
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Figure 4.7: Annual hourly and the average monthly solar power for a single photovoltaic panel

Figure 4.8: Comparison between the highest, average, and lowest generations day

4.3.4. Power Demand vs Generation
Normalization was employed as a preprocessing technique to standardize the scale of generation and
power demand data. Given the substantial disparity in magnitude between the datasets, with power
demand values seen in Figure 4.2 significantly exceeding those of generation as seen in Figures 4.4 and 4.7,
normalization was necessary to facilitate meaningful comparison. Scaling the power demand datasets to a
common range using the theory and equations as shown in Section 3.7 enables straightforward comparisons.
In conjunction with Equation 3.26, the power imbalance was determined for a scenario involving one wind
turbine and one PV panel and the results are presented in Figure 4.9. It is important to note that, due
to the normalization applied for scaling, the average of the imbalance in the figure is zero. Figure 4.9
illustrates periods of positive and negative electricity imbalance. Positive imbalance occurs when renewable
output exceeds power demand, resulting in a surplus of energy. Conversely, negative imbalance indicates
instances when power demand surpasses the power generated.
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Figure 4.9: Power imbalance of a single wind turbine and pv panel and the normilised power demand

A histogram, as illustrated in Figure 4.10, has been constructed to emphasize the critical role of medium-
term energy storage, as elaborated in Section 1.3. The x-axis delineates consecutive hours during which
power demand surpasses generation, signifying periods of negative power imbalance. The y-axis represents
the frequency of these occurrences, thereby highlighting how often mismatches of varying durations take
place. The histogram reveals a notable prevalence of short-term storage needs, specifically for durations of
less than four hours. Nevertheless, the data underscores a pronounced concentration of frequency within
the medium-term storage range, particularly at the shorter end of this spectrum, underscoring its pivotal
importance. It is imperative to recognize, however, that the analysis is inherently limited by its temporal
scope, being confined to a single year. This limitation precludes the capture of seasonal variations and
multi-year trends, which might otherwise indicate a greater necessity for both medium-term and long-term
energy storage solutions.
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Figure 4.10: Histogram of Frequency Distribution of Energy Demand Mismatch Durations Highlighting the
Importance of Medium-Term Storage



5
Results

This chapter aims to explore the final two sub-objectives through detailed case studies. The first case
study considers a scenario with a 100% generation from wind power. The optimization process identified
the Pareto front for both capital cost and mismatch for the selected storage technology. From this, the
solution with the lowest capital cost that meets all normalized demand (zero mismatch) was identified. In
the second case study, the percentage of solar energy is incrementally increased to evaluate its impact and
determine the optimal energy mix. This two-dimensional study aims to identify the most efficient hybrid
generation system configuration with the cumulative negative mismatch over a year, without storage.

5.1. Base Case: Only Wind Power for Generation
In this section, the results produced by the model used to analyse the generation mix, comprising only of
100% wind power. To ensure realism and accuracy, the analysis is based on the Hollandse Kust (Noord)
wind farm, which has a total capacity of 759 MW. For the base case scenario, the model uses a slightly
adjusted and rounded total capacity of 760 MW. As discussed in Section 3.10, the total annual energy
generated is kept constant to ensure direct comparisons across all scenarios. By doing so, the analysis
remains realistic and applicable to real-world conditions. Thus, by applying the equations from Chapter
3 Figure 5.1 is created which illustrates the average monthly wind energy generation for the Base Case
scenario.

Figure 5.1: Monthly wind energy generation for the Base Case

42
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According to the workflow in Figure 3.1 the third step involves normalizing the power demand. This
step is crucial because it enables to adequately reflect the dynamic nature of power demand patterns in the
Netherlands, as discussed in Section 3.4. Using the equations from Section 3.10, Figure 5.2 is obtained.

Figure 5.2: Normilised power demand for Base Case

The next step involves calculating the power imbalance using Equation 3.26, providing the requirements
of the storage technology. Figure 5.3 depicts the variation between wind power generation and normalised
power demand. As expected, and as discussed in Subsection 4.3.4, there are significant variations between
generation and demand, especially during winter days. Conversely, during the summer period, there is
a deficit as wind power generation is significantly lower compared to power demand. This graph clearly
indicates the need for mid-term energy storage. However, due to the many short and swift variations
observed in Figure 5.3 and the results shown in the histogram in Figure 4.10, the need for filtering is
necessary.

Figure 5.3: Power imbalance for Base Case
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Thus, the power imbalance is filtered to meet the requirements of the timeframe for medium-duration
storage, as shown in Figure 5.4 depicted by the orange line. This figure exhibits a marked reduction in
short-term variations, achieving a smoother representation of the data compared to Figure 5.3 which is also
visible in Figure 5.4a. The short-term fluctuations that dominate the unfiltered graph have been effectively
minimized, demonstrating that the filter successfully excluded variations occurring over periods shorter
than four hours. Additionally, Figure 5.4a shows a shift of the power imbalance values closer to zero. This
shift closer to zero results from the filtering properties, which suppress extreme short-term fluctuations and
minimize seasonal variations. By eliminating these spikes and dips, the data points are drawn closer to the
mean value.

Furthermore, to ensure that the filtering is working properly, a sensitivity analysis was conducted. The
two plots in Figure 5.4 illustrate the results of the sensitivity analysis. Each plot displays two time-series
datasets: the unfiltered energy imbalance by the blue line also depicted in Figure 5.3 and the orange line
depicts the filtered energy imbalance. The blue line remains constant across all plots, serving as a reference
for comparing the effects caused by varying the low pass frequency of the band-pass filter.

Figure 5.4b, where the low cut frequency was increased to 1/40 samples per hour compared to the base
case where the low cut frequency was 1/200 samples per hour, the filtered signal demonstrates a more
aggressive smoothing effect. This is characterized by a substantial reduction in high-frequency oscillations
and a more stable trend, suggesting a higher cutoff frequency. Consequently, the filter suppresses more
noise, leading to a smoother signal but also beginning to smooth out some finer details present in the
original data. This aligns with the expected behavior where increasing the low-cut frequency filters out
more low-frequency noise, resulting in a smoother overall signal.

Figure 5.4c, where the low cut frequency was reduced to 1/400samples per hour compared to the base
case where the low cut frequency was 1/200 samples per hour, the filtered energy imbalance shows a less
aggressive smoothing effect compared Figure 5.4b and Figure 5.4a. This results in a signal that retains
more low-frequency content and exhibits more fluctuations. This indicates that a lower cutoff frequency
was used, filtering out less low-frequency noise and preserving more of the finer details in the data. This
behavior is also expected, as reducing the low cut frequency should lead to less aggressive noise attenuation
and a signal that closely follows the original energy imbalance. Thus, these observations confirm that the
band-pass filter behaves as expected.
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(a) Actual low pass frequency (1/200 samples per hour)

(b) Low pass frequency (1/40 samples per hour) (c) Low pass frequency (1/400 samples per hour)

Figure 5.4: Comparison of the filtered power imbalance and unfiltered power imbalance including
sensitivity analysis.

The final step of the process is the optimization step. An in-depth analysis has already been made
in Section 3.11 enabling the determination of the most efficient and suitable optimisation technique to
be adopted. The optimization problem is a multi-objective optimization, as it involves minimizing two
conflicting objectives: Minimising the mismatch between energy generation and demand, Equation 5.1, and
minimising the capital cost of the hybrid system, Equation 5.2.

Analyzing further the first objective function shown in Equation 5.1, the optimization seeks to determine
the optimal storage capacity that minimizes the hourly loss of load. This objective function focuses on
minimizing the discrepancy between power demand and generation shortfall by incorporating storage
systems. This approach ensures that the system is not penalized for surplus generation and concentrates
solely on unmet demand. The total mismatch is accumulated over an entire year, capturing the temporal
dynamics of power generation, demand, and storage interactions.

The second objective function is defined in Equation 5.2 and aims to minimize the total capital costs
associated with the hybrid renewable energy system. This optimization seeks to identify the optimal storage
capacities that result in the lowest possible capital costs, including the capital cost for the generation
systems.

Between the two objective functions, there are trade-offs because minimizing the net power capacity
mismatch often necessitates a larger storage capacity, which increases capital costs. Conversely, minimizing
capital costs involves limiting storage capacity, potentially leading to higher mismatches between generation
and demand. Finally, the one constraint identified is depicted by Equation 5.3. which was introduced and
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discussed in Section 3.10. This constraint ensures that the state of charge (SoC) of the storage system
stays within specified minimum and maximum limits, which is essential for prolonging battery life.

Optimization Problem Formulation:

Objective Functions:

Minimize (Mismatch) =
8760

∑
t=1

(
max

.
{0,−( PG(t)− PDnormalized(t) + Pdischarge(t)}

)
(5.1)

Minimize (Cost) = Scap × Csto,cap + Wcap × Cw,cap + Pcap × CPV,cap (5.2)

Constraints:

SoCmin ≤ SoCi ≤ SoCmax (5.3)

Given the inherent trade-off between the two objectives, the use of Pareto optimality allows for the
simultaneous consideration of both objectives. By exploring the trade-offs between minimizing mismatches
and minimizing costs, Pareto optimal solutions offer a balanced approach where no objective can be
improved without compromising the other. This ensures an efficient and effective configuration for the
renewable energy system. As already discussed in Section 3.11, the Pareto front provides a range of optimal
solutions rather than a single point solution, offering a broader perspective on the feasible solution range
as seen in Figure 5.5. To determine the points for the Pareto front in this thesis, a stepwise approach
was employed. This method involved incrementally increasing the storage size in predefined steps and
determining the mismatch and costs for each step. This approach is more predictable and reproducible
compared to evolutionary algorithms (EAs). The stepwise approach offers straightforward implementation,
requires fewer computational resources, and converges more quickly to optimal or near-optimal solutions.
Its deterministic nature enhances robustness and reliability.

For the optimization process, the storage capacity ranges were determined for three types of storage:
Lithium-ion, Lead-acid, and Compressed Air Energy Storage (CAES). The ranges were as follows:

• Lithium-ion:

– Capacity Range: 2.5 GWh to 35 GWh
– Increment: 0.4 GWh

• Lead-acid:

– Capacity Range: 2.7 Wh to 37 GWh
– Increment: 0.4 GWh

• CAES:

– Capacity Range: 2.6 GWh to 36 GWh
– Increment: 0.4 GWh

These ranges were selected after determining the point at which each storage technology achieves zero
negative mismatch. The incremental steps were chosen to balance accuracy and computational efficiency.
While smaller increments offered only marginal improvements in accuracy, they significantly increased
computation time. The selected storage capacities provide a comprehensive analysis of the relationship
between costs and mismatch for each storage type. This stepwise approach, compared to EAs, offers a faster
and more user-friendly optimization method. However, it lacks the flexibility and potential for discovering
diverse solutions that EAs provide and requires detailed domain knowledge to set appropriate step sizes
and evaluate their impacts accurately.

Figure 5.5 represents the Pareto optimal results, comparing the three distinct energy storage technologies:
Li-ion, Lead-acid, and CAES, each represented by blue, orange, and green lines, respectively. The figure
reveals an inverse relationship between cost and mismatch for each technology, as expected. As investment
increases, the mismatch decreases, indicating an improved alignment between energy supply and demand.
Interpreting the graph, a position more to the left indicates a higher dependence on grid energy, whereas
moving towards the right signifies reduced grid dependency, approaching self-sufficiency. When the loss of
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load is zero, the hybrid energy system fully meets the demand. Among the storage technologies analyzed,
Compressed Air Energy Storage (CAES) exhibits the lowest capital cost to achieve this zero loss of load
condition. However, its required capacity is neither the lowest nor the highest, which may seem contradictory
given its low efficiency as shown in Table 3.1. Unlike electrochemical storage systems, CAES does not
have a State of Charge (SoC) limitation, allowing it to store more energy. Lithium-ion batteries require
the highest capital investment but need the lowest energy capacity, which is vital in regions with spatial
limitations, particularly in Europe. As discussed in the paper [61], most developed countries, especially
in Europe, face spatial and social limitations on the amount of onshore renewable systems that can be
commissioned. Finally, lead acid has the largest required capacity and its capital cost is also quite high.

The graph succinctly illustrates the trade-offs between cost and mismatch for different storage tech-
nologies, aiding in the selection of the appropriate technology based on financial constraints and desired
mismatch levels. This analysis is crucial for informed decision-making in energy storage and generation
investments. Additionally, it highlights the importance of considering both capital cost and system efficiency
when evaluating energy storage solutions.

Figure 5.5: Cost-Mismatch Trade-offs for the three selected ESTs Base Case

A sensitivity analysis was conducted to investigate the relationship between storage technology parame-
ters and the capital cost of the storage system. The parameter selected for this analysis was the efficiency
of the storage technology, with values presented within the ranges specified in Table 3.1. Figures 5.6 and
5.7 illustrate the low-end and high-end efficiency points, respectively, within this range. Comparing these
figures with the points (crosses) depicted in Figure 5.5, it is suggested that efficiency influences the total
capital cost of the storage technologies. This influence can be observed through the changes in capital cost
corresponding to different efficiency levels. While the relationship may not be strictly linear, a trend can
be seen where variations in efficiency impact the overall cost. The comparison of Figure 5.6 with Figure 5.5
highlights this trend more clearly. At lower efficiency levels, the required storage capacity and consequently
the total capital cost are significantly higher compared to scenarios with higher efficiency percentages.
This is because lower efficiency necessitates more capacity to store the same amount of energy, leading to
increased capital expenditure.
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Figure 5.6: Impact of Low-End Efficiency on Cost-Mismatch Trade-offs for the three selected ESTs Base
Case

Figure 5.7: Impact of High-End Efficiency on Cost-Mismatch Trade-offs for the three selected ESTs Base
Case

Finally referring to Figure 5.5, it is apparent that the representation of CAES is compressed due to
the scale of the graph, making it challenging to discern its trend clearly. Referring to Figure 5.5, it is not
immediately clear whether allowing for some excess energy generation or drawing energy from the grid would
affect the total capital cost of the renewable energy system. Consequently, Figure 5.8 was developed to
constrain scaling, offering a clear visual representation to facilitate analysis and decision-making. Allowing
for excess energy generation involves producing more renewable energy than the immediate demand, which
can be stored for later use or potentially curtailed if storage capacity is insufficient. This strategy can
reduce the reliance on high-capacity storage systems, potentially lowering the capital costs associated with
large-scale storage investments. However, it also requires an accurate assessment of the balance between
generation, storage, and curtailment costs but this will not be analysed further in this thesis as it is not
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part of the scope. Notably, examining the left side of Figure 5.8, allowing for a slight mismatch in energy
generation and demand, presents the potential for significant reductions in capital costs. It becomes evident
that with a mismatch ranging from 0.01 to 0.15 × 1011, the capital cost could be reduced to approximately
0.5 billion euros.

Figure 5.8: Cost-Mismatch Trade-offs for the CAES Base Case

5.2. Second Case: Optimum Wind and Solar mix
The main goal of this section is to determine the effects of varying the energy mix of the hybrid renewable
energy system and to obtain the optimal energy mix. As detailed in Chapter 1 and Section 4.3, the profiles
of wind power and solar power generation are promising when combined for a hybrid renewable energy
system, due to their complementary nature. Further, by tuning the generation mix to closely match demand
profile, it is possible to reduce the required storage capacity, as discussed in paper [86] and therefore also
the capital cost of the system. Therefore, the percentage of solar power will be incrementally increased to
evaluate its impact and identify the most efficient hybrid generation system configuration with the least
annual negative mismatch. To achieve this, the analysis will proceed in two steps. In the first step, the
optimal mix of wind and solar power will be determined without considering storage. This initial step will
help identify the most effective combination of renewable sources based solely on their generation profiles
and the required demand profile. Subsequently, the performance of this optimal mix will be evaluated with
the inclusion of storage. By introducing storage, the analysis will determine how well the chosen mix can
accommodate fluctuations in demand and generation, ultimately aiming to minimize the need for additional
storage capacity and determine the effect it will have on the capital cost of the hybrid energy system.

By using Equations 3.17 to 3.26, an incremental analysis was performed to determine the lowest energy
imbalance. Increments of 5% of solar mix were used from 0 to 100%. The focus is on periods where demand
exceeds generation, computing the negative mismatch as shown in Equation 5.4. This parameter was
identified as more accurate for the analysis required since the objective is to compensate for generation
shortfalls to ensure reliability. By emphasizing the negative mismatch, the aim is to address and mitigate
periods of energy deficit, thus enhancing the overall stability and performance of the hybrid renewable
energy system.

Mneg = ∑
t

min(B(t), 0) (5.4)

These incremental analysis results are illustrated in Figure (5.9).
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Figure 5.9: Negative Energy Imbalance Across Varying Solar Mix Percentages

From Figure 5.9, it can be deduced that the optimal energy mix is 80% wind and 20% solar. This
outcome aligns with expectations due to the complementary nature of wind power generation patterns
with power demand, and it is similar to the optimal energy mix concluded in literature [86], as the UK has
similar weather conditions to the Netherlands. The results obtained from the incremental analysis together
with the Base Case scenario results are depicted in Table 5.1 and Figure 5.10 below. These will be used as
input for the model as outlined in Section 3.1.

Comparing the two cases, it is evident that the cumulative negative mismatch over a year, without
storage, is significantly different. The optimal energy mix shows a reduction for the annual negative
mismatch of 130.35 GWh, which is considered substantial. This demonstrates that determining the optimal
energy mix effectively reduces the cumulative negative mismatch over a year.

Table 5.1: Simulation results comparing the Base Case and the Second Case

Percentage (%) Installed Wind Power(MW) Installed Solar Power (MW) Annual Negative Mismatch (GWh)
0 760 0 739.90
20 610 538.37 609.55
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Figure 5.10: Monthly energy generation of solar and wind energy for the second case

Following the same methodology as described in the previous section and the workflow depicted in
Figure (3.1) allows for determining the Pareto optimal solutions for the three selected storage technologies.
The results of the Pareto optimal analysis are depicted in Figure 5.11. As expected, the hybrid energy
system that includes CAES has the lowest capital cost requirement. Furthermore, comparing the capacities
from the two cases reveals a noticeable decrease in the required storage capacity. For example, in CAES,
the capacity was reduced from 31,300 MWh (Figure 5.5 to 24,800 MWh (Figure 5.11, thus the reduction is
6,500 MWh, which is considered substantial.

Figure 5.11: Cost-Mismatch Trade-offs for the three selected ESTs Second Case
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Finally, as discussed in the Base Case, Figure 5.12 illustrates that a small amount of over-generation can
lead to a significant reduction in capital costs. Comparing the misssmatch range from 0.01 to 0.15 × 1011

Wh, the capital cost is reduced by approximately 1 billion euros.This point was further analysed in a paper
[86], where the authors simulated various percentages of over-generation. They concluded that a small
amount of over-generation (and subsequent curtailment) can reduce the need for energy storage and result
in lower overall capital costs.

Figure 5.12: Cost-Mismatch Trade-offs for the CAES Second Case



6
Conclusion and Recommendation

This is the final chapter of the paper and includes the conclusions derived from this thesis by answering
the sub-objectives. Finally, recommendations for future work are also provided based on the outcome of
the thesis.

6.1. Conclusion
This research evaluates the feasibility and effectiveness of integrating medium-term storage solutions into
hybrid offshore renewable energy systems, specifically focusing on offshore wind and solar energy generation.
The main objective is to develop the building blocks necessary to identify the optimal medium-term
storage technology that aligns electricity generation from a hybrid offshore system with the desired demand.
Through this study, three sub-objectives have been addressed and are now concluded:

First, the complementary nature of wind and solar energy sources was analyzed by examining the
specified location, weather data, and electricity demand. Wind power exhibits higher short-term variability,
while solar power offers predictable daily and seasonal patterns. When combined, these energy sources
mitigate overall intermittency, enhancing the system’s reliability. This finding underscores the importance
of leveraging the complementary characteristics of wind and solar power in hybrid systems. By tuning the
generation mix to closely match the generation profile with the demand profile, it is possible to reduce the
required storage capacity.

Secondly, a Multi-Criteria Analysis (MCA) was employed to evaluate eight different energy storage
technologies. These technologies were assessed using six criteria, which identified Compressed Air Energy
Storage (CAES), Lithium-ion batteries, and Lead-acid batteries as the most suitable options for medium-
term applications.

Thirdly, a multi-objective optimization approach was applied, focusing on minimizing net power capacity
mismatch and total capital costs associated with the hybrid renewable energy system. Two energy mix
scenarios were discussed: the base case and the optimized scenario. The base case, which examines a 100%
wind power configuration, revealed CAES as the medium-term storage technology with the lowest total
capital cost. Its lower total capital costs and high efficiency make it an attractive option for enhancing the
reliability and economic viability of renewable energy systems.

In the optimized scenario, the study highlights the importance of the complementary nature of wind
and solar power, resulting in an optimal energy mix of 80% offshore wind and 20% solar power. This
configuration substantially decreases the net power capacity mismatch, thus reducing the total capital cost
of the renewable hybrid system.

This thesis not only addresses the variability of renewable energy sources but also provides a robust
framework for investigating, choosing and analysing future energy storage solutions. It contributes to the
strategic planning and development of sustainable energy systems by offering a viable path for integrating
renewable energy sources with efficient medium-term storage technologies.

6.2. Recommendations
From the methodology and logic used in this thesis, the research yielded some interesting findings. However,
some recommendations can be made for future research. Due to time constraints and the limited resources
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available for this thesis, certain simplifications were necessary.

6.2.1. Increase Weather Data Accuracy
The simulation study employed an hourly average for wind speed, solar radiation, and power demand,
utilizing a one-hour time step to assess the general hourly performance of the generating system. This
choice assumes constant conditions within each hour, though acknowledging the inherent intermittency of
wind and solar resources. While this simplification doesn’t significantly impact the overall hourly response,
it may not accurately capture system behavior when detailed variability is of interest. Incorporating
stochastic distribution curves, such as the Weibull distribution for wind, can address this by adjusting
power generation within each hour. Previous research comparing hourly and 15-minute wind data showed
minimal impact on general hourly wind power generation. For a more detailed system response, smaller
simulation time steps (e.g., 15 minutes or one minute) can be used with corresponding data availability.

6.2.2. Seasonal Data Utilization
Utilizing seasonal data for the simulation study can enhance the accuracy of results, considering the seasonal
variability of wind speed, solar radiation, and power demand. This approach not only improves system
performance across different seasons but also enables informed engineering decisions regarding the sizing of
system components based on season-specific outcomes [87]. Especially in the paper [86], it is evident that
sizing an energy store based on monthly scenarios may not adequately address the variations in demand
and generation throughout the year. For instance, using a single year’s data for storage sizing might not
be sufficient to meet demand in some years. This underscores the importance of considering inter-annual
variability in renewables, indicating that the storage capacity required to manage such variability may be
several times larger than what analyses based on a single year might suggest. This limitation was also
discussed in Subsection ?? and is also visible from the results that were obtained from Figure 4.10.

6.2.3. Weather Forecasting
Renewable energy forecasting is critical for reducing the uncertainty associated with renewable energy
generation, given the highly intermittent and variable nature of these sources. Accurate forecasting enables
better decision-making and improves the accuracy and realism of data analysis. However, as discussed in
this thesis and stated in Subsection 4.2, this aspect was beyond the scope of the current thesis and was
not further investigated or incorporated into the data collection and analysis. Nevertheless, from paper
[88], various forecasting models, including physical models, statistical models, artificial intelligence-based
models, and machine learning and deep learning models, were identified. Through further research, these
models could be implemented in the control strategy of this thesis to enhance the overall effectiveness and
reliability of the energy management system.

6.2.4. Model Predictive Control (MPC)
Optimizing charging and discharging strategies is critical for the efficient management of medium-term
energy storage systems in hybrid offshore power systems. Strategies relying on predictive algorithms, such
as weather and energy demand forecasting, are essential for anticipating fluctuations in energy availability.
Model Predictive Control (MPC) combined with stochastic optimization techniques offers a robust approach
for optimizing the operation of storage systems. MPC employs predictive models of system dynamics
to optimize control actions over a defined time horizon. By integrating stochastic optimization, which
addresses uncertainties inherent in factors like energy demand and renewable energy generation, MPC can
effectively enhance efficiency and cost-effectiveness in managing energy storage [89] and [90].

6.2.5. Integration of more Renewable Technologies and strategies for grid flexibility
A renewable energy system should not solely rely on variable renewable energy technologies such as PV and
wind. Further optimization can be achieved by integrating other carbon-neutral and flexible options like
biomass. Leveraging these technologies can reduce the required storage capacity[86]. To further enhance
the system’s efficiency, exploring various strategies for grid flexibility is essential. Demand-side management
(DSM) is a key approach that involves adjusting consumer demand to match supply conditions, which
helps alleviate grid stress during peak periods [91]. Other strategies include interconnecting different
grids to balance generation and demand across regions and implementing supply response techniques.
These approaches can significantly reduce the storage capacity required and should be considered in the
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optimization process. By integrating these technologies and strategies, the hybrid energy system can
achieve a lower mismatch and reduced capital costs, optimizing the overall performance.
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A
Appendix

  

  MONOCRYSTALLINE SOLAR MODULES 

Electrical Characteristics I-V Curve 

Model No.  SPS-M400  

 

Maximum Power (Pmax)  400W  

Max-power Voltage (Vmp)  37.62V  

Max-power Current (Imp)  10.64A  

Open-circuit Voltage (Voc)  45.52V  

Short-circuit Current (Isc)  11.27A  

Module Efficiency  20.12%  

Operating Temperature -40℃~+85℃ 

Maximum System Voltage 1000Vdc 

Maximum Series Fuse Rating 15A 

Power Tolerance ±5% 
Module Diagram 

*STC condition：1000 W/m²,1.5AM and 25℃ cell temperature. 

Temperature Characteristics 

 

NMOT 46℃±2℃ 

Temperature Co-efficient of Pmax -0.398%/℃ 

Temperature Co-efficient of Voc -0.340%/℃ 

Temperature Co-efficient of Isc 0.0576%/℃ 

Mechanical Characteristics 

Mono Power 400W 

Cell Type Mono 166mm 

Cell Arrangement 66(6*11) 

Dimensions 1906*1043*35mm 

Weight 20.5kg 

Front Cover 3.2mm tempered glass 

Frame Material Anodized aluminium alloy 

Junction Box IP67 rated 

Output Cables 4mm2,Length 900mm+MC4 

*All specifications and data described in this data sheet are tested under Standard Test 

Conditions (STC - Irradiance: 1000W/m2 , Temperature: 25 C,  
Air Mass: 1.5) and may deviate marginally from actual values. Solar Power Supply and 

any of its affiliates has reserved the right to make any modifications to the information on 

this data sheet without notice. It is our goal to supply our customers with the most recent 

information regarding our products. These data sheets can be found in the downloads 

section of our website, www.solarpowersupply.eu 

 

Figure A.1: Technical data sheet for the 400W Mono 166 PV panel [92].
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PARTNER SECTION

ENGINEERING DRAWING (mm)

Rear View 

Mounting Hole

CS6R-405MS-HL / I-V CURVES

-
al products due to the on-going innovation and product enhancement. CSI Solar Co., Ltd. reserves 
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ELECTRICAL DATA | STC*
CS6R-395/400/405/410/415/420MS-HL
Nominal Max. Power (Pmax) 395 W 400 W 405 W 410 W 415 W 420 W
Opt. Operating Voltage (Vmp)30.6 V 30.8 V 31.0 V 31.2 V 31.4 V 31.6 V
Opt. Operating Current (Imp) 12.91 A 12.99 A 13.07 A 13.15 A 13.23 A 13.31 A
Open Circuit Voltage (Voc) 36.6 V 36.8 V 37.0 V 37.2 V 37.4 V 37.6 V
Short Circuit Current (Isc) 13.77 A 13.85 A 13.93 A 14.01 A 14.09 A 14.17 A

20.2% 20.5% 20.7% 21.0% 21.3% 21.5%
Operating Temperature -40°C ~ +85°C
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Module Fire Performance TYPE 2 (UL 61730 1000V)  
or CLASS C (IEC 61730)

Max. Series Fuse Rating 25 A
Class A 

Power Tolerance
* Under Standard Test Conditions (STC) of irradiance of 1000 W/m2, spectrum AM 1.5 and cell tempe-
rature of 25°C. 

ELECTRICAL DATA | NMOT*
CS6R-395/400/405/410/415/420MS-HL
Nominal Max. Power (Pmax) 296 W 300 W 304 W 307 W 311 W 315 W
Opt. Operating Voltage (Vmp)28.7 V 28.9 V 29.1 V 29.2 V 29.4 V 29.6 V
Opt. Operating Current (Imp) 10.33 A 10.39 A 10.45 A 10.52 A 10.58 A 10.65 A
Open Circuit Voltage (Voc) 34.6 V 34.8 V 35.0 V 35.1 V 35.3 V 35.5 V
Short Circuit Current (Isc) 11.09 A 11.15 A 11.21 A 11.28 A 11.34 A 11.41 A
* Under Nominal Module Operating Temperature (NMOT), irradiance of 800 W/m2, spectrum AM 1.5, 
ambient temperature 20°C, wind speed 1 m/s.

TEMPERATURE CHARACTERISTICS

Data
-0.34 % / °C
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Nominal Module Operating Temperature 41 ± 3°C
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MECHANICAL DATA
Data

Cell Type Mono-crystalline
Cell Arrangement 108 [2 X (9 X 6) ]

Dimensions

Weight 22.4 kg (49.4 lbs)

Front Cover 3.2 mm tempered glass with anti-

Frame Anodized aluminium alloy,      
J-Box IP68, 3 bypass diodes
Cable 4 mm2 (IEC), 12 AWG (UL)

Connector T6, MC4, MC4-EVO2 or MC4-EVO2A 

Cable Length  
(Including Connector)  1550 mm (61.0 in) (+) / 1100 mm (43.3 in) (-)* 

Per Pallet 30 pieces
Per Container (40' HQ) 780 pieces
* For detailed information, please contact your local Canadian Solar sales and 
technical representatives.
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Figure A.2: Technical data sheet for the HiKu6 CS6R-MS PV panel produced by Canadian Solar [93].
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ELECTRICAL CHARACTERISTICS
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Temperature Coefficients of Pmax -0.35%/°C

Temperature Coefficients of Voc -0.29%/°C

Temperature Coefficients of Isc 0.048%/°C

Nominal Operating Cell Temperature (NOCT) 45±2°C

Operating Temperature (°C) -40°C~+85°C

Maximum System Voltage 1500VDC (UL and IEC)

Maximum Series Fuse Rating 20A

Module Type JKM380M-72HBL-V JKM385M-72HBL-V JKM390M-72HBL-V JKM395M-72HBL-V JKM400M-72HBL-V

STC NOCT STC NOCT SCT NOCT STC NOCT STC NOCT

Maximum Power (Pmax) 380Wp 280Wp 385Wp 283Wp 390Wp 287Wp 395Wp 291Wp 400Wp 294Wp

Maximum Power Voltage (Vmp) 39.10V 36.5V 39.37V 36.8V 39.64V 37.0V 39.90V 37.4V 40.16V 37.6V

Maximum Power Current (Imp) 9.72A 7.67A 9.78A 7.71A 9.84A 7.75A 9.90A 7.77A 9.96A 7.82A

Open-circuit Voltage (Voc) 48.2V 45.4V 48.4V 45.6V 48.6V 45.8V 48.8V 46.0V 49.1V 46.2V

Short-circuit Current (lsc) 10.30A 8.32A 10.38A 8.38A 10.46A 8.45A 10.54A 8.51A 10.61A 8.57A

Module Efficiency STC (%) 18.89% 19.13% 19.38% 19.63% 19.88%

ELECTRICAL PERFORMANCE & TEMPERATURE DEPENDENCE

BUILDING YOUR TRUST IN SOLAR. WWW.JINKOSOLAR.US

The company reserves the final right for explanation on any of the information presented hereby. JKM380-400M-72HBL-V-F1-US

Voltage (V)

Temperature Dependence  
of Isc, Voc, Pmax

Current-Voltage & Power-Voltage 
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Length: ± 2mm
Width: ± 2mm
Height: ± 1mm
Row Pitch: ± 2mm

*STC:      	Irradiance 1000W/m2

NOCT:     	 Irradiance 800W/m2

*Power measurement tolerance: ±3% 

Cell Temperature 25°C
Ambient Temperature 20°C

AM = 1.5
AM = 1.5 Wind Speed 1m/s

1st year degradation not to exceed 2.5%, each subsequent year not to 
exceed 0.6%, minimum power at year 25 is 83.1% or greater.

25-year product and 25-year linear power warranty
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Figure A.3: Technical data sheet for the JKM380-400M-72HBL-V Eagle Continental PV panel produced
by JinkoSolar [94].
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