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Abstract—Traffic grooming, i.e. the aggregation of multiple on-line fashion, while for static traffic all requests arewased

traffic streams on one channel or wavelength, has often beentg be known a priori. Section V provides our simulation resul
considered in the context of reducing blocking and improviny and Section VI concludes the paper.

capacity utilization. More recently, traffic grooming has aso been

advocated in the context of energy-aware routing. In this pper

we study energy-efficient path selection under the schedwude

traffic model in IP-over-WDM optical networks. We show that

there is indeed a strong relation between traffic grooming ad Il. RELATED WORK

energy efficiency, but also that it sometimes pays off not torgom.

We propose an energy-aware routing algorithm that is based o

traffic grooming, but which has the flexibility to deviate from it Cavdar [2] addresses dynamic energy-aware traffic provi-
where needed. Our approach can be applied to networks with sioning at the WDM layer by allocating weights to links and
22&32&‘;&”%5{%@@;gC;ﬂ‘r’]%s'é’g‘t-hSk')’:i]#éas“gi”gsni?izg‘:]"t tgg;g; selecting a path with minimum weight. However, the author
savings as well as a lower blocking probability in compariso to assume§ that the Ca}paCIty of each traffic demgnd is equal to
a shortest paths based routing algorithm and a traffic groomag the maximum capacity of each wavelength, which means that

algorithm. traffic grooming cannot be applied.
|. INTRODUCTION Xia et al [7] discuss the energy and traffic flow details

In wavelength division multiplexing (WDM) technology, themc every operation in an IP-over-WDM net'work. Thgy Sub-
. . A ; .“sequently propose an energy-aware routing algorithm that
capacity of a fiber is divided into several non-overlappin

wavelength channels that can transport data independen%Ses an auxiliary graph to represent the consumption of each

. eration, both at the IP and WDM layers. The proposed
These wavelength channels make up lightpaths that are ased't .. : . . .
: ) : . . routing method can deal with both static and dynamic traffic,
establish optical connections that may span several fibkes.li

. ) : although for dynamic traffic an infinite holding time is as-
With current commercial technology, each lightpath can be P
. sumed. Chen and Jaekel [3] do take holding time into account
independently operated at data rates of several Gb/s. HoweV : .

i ) . ~and use an ILP to show that the holding time affects the
traffic between a pair of nodes may not be able to fill u

the available bandwidth of a lightpath. In order to efficignt groergz;zn:ggfglgne':et:aﬁ_'gfg;?eonT'trr]g];ﬁ?Ovrvggﬁjri’nthgg(ﬁi not
utilize the available bandwidth, several independentfid:rafp P ay 9 9

streams can be a : . fo[r scheduled traffic.
ggregated to share the capacity of a lightpa . . ] ]

This is known as traffic grooming (e.g., see [1]). While Zhanget al [9] incorporate holding time in energy-aware
traffic grooming has obvious potential to increase throughp traffic grooming and solve both the static and dynamic case.
the grooming of traffic may also lead to energy efficienc;0r static traffic, they propose an ILP. For dynamic traffic,
although this is not always the case. The main contributidns they find the shortest paths in an auxiliary graph with specifi
this paper are (1) a model for energy consumption in IP-ové¥€ights. Their algorithm is compared to two routing algo-
WDM networks, (2) an energy-aware algorithm, for allocgtinfithms from [10], which are “minimum lightpaths” that tries
scheduled lightpaths, that finds the best balance betwadic tr ©© minimize the number of newly established lightpaths and
grooming or setting up a new lightpath, and (3) a simulativéhinimum hops” that tries to minimize the number of lightpat
study to the effect of introducing wavelength conversion diPs- Simulation resuits show that the algorithm of Zhang
the overall blocking probability and consumed energy. al. performs best under low traffic, but performs worst under

The remainder of this paper is organized as follows. Secti§igh traffic.
Il presents related work. Section Ill describes our network The algorithm proposed in this paper uses a more refined
model and analyzes the energy consumption with traffemergy model than in [9]. For instance, we distinct between
grooming and when setting up a new lightpath. An energgnergy consumed in router ports at the IP layer and in the
aware routing algorithm for dynamic traffic is proposed icomponents at the optical layer that consume a fixed energy
Section IV. Dynamic traffic refers to requests that come in dar each full wavelength connection.



IIl. NETWORK MODEL AND ENERGY ANALYSIS

A. Network Architecture v
Lightpath 1

We adopt the transparent IP-over-WDM with optical bypass
and grooming model of Musumeet al.[6]. It is a two-layered
network architecture, with routers in the IP layer and atic
cross connects (OXCs) in the WDM layer. The following NN
components consume energy, where the values are taken from
[6]:

1) TranspondersH;, = 34.5 W per 10 Gb/s wavelength): Fig. 1. Example

Transponders have two functionalities: (i) O/E and E/O

conversion between OXC and IP and (ii) transmitting | ¢t ys consider the example of setting up a new lightpath in
and receiving signals. ~___the network of Fig. 1, where already two lightpatiis-2—3)

2) OXCs (E,s = 1.5 W per 10 Gb/s wavelength): Optical 4nq (3 — 5) exist. Lightpath 1 still remains for 5 hours and
cross connects optically switch traffic, either when traﬁ'ﬁghtpath 2 remains for 6 hours. The new requEss, 5, b, 3 :

is bypassed at a node or when adding/dropping traffigy 4) asks for a lightpath from nodé to node5, needing
3) Router portsK., = 14.5 W per Gbrs): The ports mainly j, Gpys, starting at time3 : 00 and lasting for4 hours. We

deal with electronic processing. discuss the energy consumption of two routing strategies to
We are only interested in the energy consumption involvedute this request: (i) making use of existing lightpaths, i
in accommodating a new request. We therefore do not consigesoming the new request into the existing lightpaths, d@ihd (
energy that is consumed continuously, irrespective of ndret setting up a new lightpath, for instance along the shottept-
there is traffic or not. For instance, optical amplifiers aome path from source to destination.
a constant value of energy regardless of the presence fif traf
When our objective would be to switch off components, then

those static energy costs would have to be taken into account ESN% Es% Es@
B. Energy Analysis of Traffic Flow in Different Cases £/0 O/E; €/0 ofe

We will discuss the energy model that we adopt in this paper os@ Amp _@ Amp @ Amp @

and analyze the energy consumption in the cases of botlctraffi
grooming and setting up a new lightpath. @ @
Often, e.g. in [8], [5], [7], it is assumed that energy con-
sumptionP has the following linear relationship with traffic:
Fig. 2. Traffic flow in the grooming case

P=PFPy+PxT 1)

. _ . For traffic grooming, according to [7], the procedure is
where 1% Is the overhead which represents the idle ENEIYY own in Fig. 2. The traffic is electronically switched (E$) a

consumption 7 symbolizes the traffic-de_:pgndent energy f_acﬁode 6 and the signal is converted to an optical signal (EO).
:jo_frf, andtT representls treJ['amour:LoLtraf\mcdl'r;er. :Ne ponsdqrhe signal is then optically switched (OS) and transmitted
ffferent energy calculation methods for different Op@Ias. .y after heing amplified (AMP) in the fiber, it is optically

Some operations are only wavelength (but not traffic) depe vitched (OS) by node 2 and amplified to be received by

dent, in which cas&’; = 0. For instance, once transponder ode 3 (RX). As argued before, amplifiers’ energy costs are
. . Uf&ed and hence not taken into account. After OS, the signal is
of energy cprrespond!ng o a ull wavelength capacity (amid "converted to an electronic signal (OE), and multiplexechto t
to the fraction of traffic transported). next connection by electronic switching (ES). There thaalig
34.5 W/ ¥ transponders is converted again to an optical signal (EO), _a_nd transaitte
P = 1.5 W/\ ¥ OXCs (2) (TX) to node 5. Node 5 follows the same receiving procedure.
Summing all these energy consumptions of grooming this

For electronic switching (processing) at the IP layer, thergy  traffic to lightpath 1 and lightpath 2 will lead to:
consumption is traffic dependent.

P =145+T ¥ router ports @) Boroom = (Bes + oo+ Eoy + Eva) + Eos +

Although in reality P, # 0, we have discarded its contributi (Bra o+ Bon + Boe + Boo & Beo + Eos + Bic)
ough in reality P, , we have discarded its contribution B B £ B 4
(i.e., setPy = 0), since - like optical amplifiers - the router +(Ery + Eos + Foc + Ees) “)
ports (currently) cannot be automatically switched on/affd Transponders are responsible for either O/E/O conversions
hence their energy consumption is always fixed. or transmitting/receiving signals and their energy constiom



is denoted byF;, = E o+ Ety = Erz+ Foe. Considering that IV. ENERGY-AWARE AUXILIARY GRAPH

traffic grooming makes use of existing lightpaths, the eperg

consumption (overhead) of optical switching and transposid [N this section we propose an energy-aware algorithm for
is already paid for by the existing lightpath (at least foe thdynamic scheduled traffic. First, we introduce an auxiliary
time it still remains, after which the cost corresponds tat thgraph to represent the original topology and then each link

of setting up a new lightpath for the remaining time), which the auxiliary graph will be assigned energy weights, as
leads to specified in Section Ill. Finally, we apply Dijkstra’s shest

path algorithm on each layer of the auxiliary graph to find the
minimum energy consumption path to route the request. We
present three types of auxiliary graphs, namely for when the
network can offer (1) no wavelength conversion, (2) selecti
wavelength conversion, and (3) full wavelength conversion

Egroom - 3Ees (5)

Node 5
Node 6

&

E/O

A. Auxiliary Graph without Wavelength Conversion

We usew to denote the number of wavelengths that each
fiber link contains. We first assume that there is no wavelengt

&
O/E
@ conversion, such that the network can be regardedvas
R
S
©

osdy ] M separate sub-layered graphs, one for each wavelengttr, Late

we also include wavelength conversion. Each network node is
split into a physical IP node and an optical WDM node. These
two types of nodes are connected via three types of links:

X

« Physical node: the IP source and destination nodes of a
Fig. 3. Traffic flow in the new lightpath traffic request.
« Optical node: source and destination for a new established
lightpath in the optical layer.
Conversion link ¢onv_link): connects the physical
and optical nodes, i.e. O/Ecdnv_link_rxz) or E/O
(conv_link_tx) conversion.
Epew = 2(Ees + Ety + Eoy) (6) .« Lightpath link (ight_link): connects two physical nodes
if they are the start and end of an existing lightpath.
For traffic grooming, the IP layer electronic processind wil , Optical link (opt_link): connects two optical nodes and
be equal to could be used to establish a new lightpath.

For example, in the 3-node network of Fig. 4(a) with two
Ees =P xTxh (7)  existing lightpaths (using the same wavelengt}), the corre-

di ili h on the,, | ill b ted
whereh represents the request’s holding time. Eq. 7 indicat[esigcm II:ng T(j;; 'ary grapn on ayer wil be represente

that electronic processing is always traffic dependent asd h
no energy savings compared to setting up a new lightpath.
After the end of the previously allocated lightpaths, thergg
costs of traffic grooming equal those of setting up a new
lightpath (for the remaining timé’), whereE,., = P; T x b’/
and E,, and E;, behave as’, = h’. Note that both for traffic
grooming and new lightpath,

Let us look at some cases in which traffic grooming is not

The case for directly setting up a new lightpath is shown in .
Fig. 3 and can be expressed as:

, Lightpath 2

Y
B
"
.
"
Y
"
>,
0

[EYTTTITTTTETIITITTI
the best solution. In our exampl&,,.om — Enew = Fes — Lightpath 1 Physical Node ~ LigNPath Link
2(E;, + E,;) = E., — 72. Unlike E,, and E,,, E., depends (@) (b)

on the requested bandwidth Hence, ifE.; = 14.5b0 > 72, Fig. 4. (a) Original graph (b) Corresponding auxiliary grap

i.e.b> %5 Gb/s, then it is more energy efficient to set up a

new lightpath than to do grooming. Another example would |n this wayw auxiliary graphs will be created to represent
be where a request would need to be groomed onto masich wavelength of the original graph.

lightpaths, in which case the amount of electronic switghin

could become too costly. Finally, in some cases it may not ge Weights Allocation

possible to groom traffic all the way from source to destorati
which in some cases may render a new lightpath a moreWe will discuss how to allocate weights to the 3 different
efficient solution. types of links.



1) Optical and Conversion Links: This case corresponds to
the weight allocation when setting up a new lightpath. Note
that the link between a physical hode and an optical node
represents the energy consumption at the IP layer. Henee, th

energy consumption of the conversion link can be calculated
as Wavelength Layer 1

B
PB
—
Wavelength Link
Econv_li'nk'_rw = Et'r + EOS (8) P— -

\d Virtual Link
Virtual topology C\ _
Pe/ \P‘

B,
Lightpath Link

Econv_link'_tw = Ees + Etr (9)

where E,,. and E.; represent the energy consumption in the
case of setting up a new lightpath. The conversion link which
originates at an optical node will be allocated according to
Eqg. 8, while the conversion link originating at a physical ‘avelengthLayer2
node will be allocated according to Eq. 9. The conversion
link originating at the optical node does not contaff,
when its corresponding physical node is not the destination
node, because this is includediy., 1ink t> When the traffic
leaves the physical node. Since traffic does not leave the
destination node, it should be added there (as indicated in
Sec. Ill). However, from an algorithmic perspective, thg,
contributions at the destination nodes are the same fdictraf
grooming and setting up a new lightpath, and they therefaage connecting to their physical counterpart in the virtagér
do not affect the solution. To make the equations simplday a virtual link @irt_link) of COStEyir¢ 1ink = 0. If, at some
they have therefore been disregarded in the auxiliary gramiptical node, one can convert from that wavelength to amothe
The same applies to the lightpath link weight. The weights tfien we add a wavelength linkigve_link) between those two
the optical link will represent the energy of optical switedy optical nodes at the two corresponding sub-layers. The cost
namely E,. of that link equals the energy cost of wavelength conversion
2) Lightpath Link: The energy weight per time unit for awhich in our case is set t8,,qve_1ink = L Since wavelength
lightpath link will be set according to two cases, dependingpnversion relies on an O/E/O operation. For example, in Fig
on whether the request’s ending time is earlier than thad) 4(a) there are already two existing lightpaths present & th
of an existing lightpath. We usg,,.., to represent setting up network. To obtain the auxiliary graph, we first follow the
a new lightpath for the remaining time. procedure described in Section IV-A, thereby excluding the
lightpath links. Subsequently we add the virtual layercela

Fig. 5. Auxiliary graph for wavelength conversion

Elight_tink = { Ees t+h<end (10) the existing lightpath links, connect the physical nodethwi
- Ees + Egnew t+h>end their corresponding physical node in the virtual layer, atsb
where add the wavelength links to obtain Fig. 5. In the example,

nodesA and B are assumed to be able to convert to the other
wavelength, and hence a link is drawn between the respective
(11) optical nodes.

and n denotes the number of nodes (including source and

Egnew = 2Ey + Ecs +nE,g during time(t + h, end)

destination) that a lightpath traverses. The above-described way of connecting the wavelength
- ) ) conversion links is most versatile, since it can also captur
C. Auxiliary Graph with Wavelength Conversion the cases where wavelength conversion is only possible from

Although wavelength conversion consumes additional ea-wavelength to a restricted range of other wavelengths, (e.g
ergy, it may reduce the blocking probability. Wavelengteee [4]). If this restriction is not there and a node with
conversion can be easily incorporated into our auxiliagpyr wavelength conversion capabilities can convert to anyrothe
by connecting thew independent sub-layers. To do so, wavavelength, we can use the virtual layer to reduce the number
make use of an extra virtual layer on which the path searoh wavelength conversion links. This time we would need
will start and connect all layers to that virtual layer. BEsi to also represent the optical nodes in the virtual layer. If a
using the virtual layer as a starting point, it has the add@l node (sayA) has wavelength conversion ability, then for all
advantage that the existing lightpaths with weidhf,.: i, Sub-layers a link connecting nodéto its virtual companion
that were previously (in Section IV-A) present at each suls added. Instead oﬂ“;—’ll links per node with wavelength
layer need now only be present at the virtual layer, whiadonversion capabilitiesy links now suffice (each with half
reduces the total number of lightpath links. The physicaleso the energy cost of wavelength conversion).



D. Algorithm and Complexity x10°

25

For each new request we should update the auxiliary graph Energy-Aware (NSFNet)

. . . —=— Direct New Lightpath (NSFNet) A&
to reflect the proper weights and available capacity. Ifeéher Energy-Aware (USANe!) ]
is no wavelength conversion, after allocating weights t® th —B5— Traffic Grooming (NSFNet) &

. . . .. £— Direct New Lightpath (USANet) /@(/
links on each sub-layer of the auxiliary graph, running Bijk —#— Traffic Grooming (USANet) -

stra’s shortest path algorithm on each sub-layer will allow
us to choose the most energy-efficient route. In this case,
the complexity of the algorithm per request is dominated by
running Dijkstra’s algorithmw times, which leads to an overall
complexity of O(wN log(N) + wN?) where N denotes the
number of nodes in the original topology, andrepresents
the number of wavelengths in a fibe¥? instead of E (the

Energy Consumption (kWh)

number of links in the original topology) is used, because in R BT a—T S00 @0 7000 8000 8000 10000
the worst caseV(N — 1) lightpaths (reflected in links) could Traffic Demand
be present.

In the general case with wavelength conversion, Dijkstra’s
algorithm is ran only once - starting from the source node at
the virtual layer - but now on a larger graph. This leads to a
complexity of O(wN log(wN) + wE + N? + w?) for each

Fig. 7. Energy consumption in two networks

request, where the terma® could be dropped if wavelength [ N

conversion goes through the virtual layer. osf / 1

V. SIMULATIONS 208f 1

. . . 5 S G P

We compare our energy-aware routing algorithm, in terms £, s |
of energy consumption and blocking, to the method of diyectl E, / Energy-Aware (NWC)

setting up new lightpaths (Direct New Lightpath) based enth ~ g°7 e gy 1

shortest path and to a traffic grooming algorithm. The traffic ol > DiectNewLighpai (W0 |
grooming algorithm tries to select paths on which the regues e ot Grooming m)c)

can be completely groomed. If multiple such paths exist, the oaf .4
one using the least amount of lightpaths is chosen. If no such

path exists, then a new (shortest hopcount) lightpath veill b Moz adto a0 sito e a0 &b aoo 10000
set up. If this option also fails, we select a path that partly Traffic Demand

grooms and partly uses a new lightpath. Else, the request

is blocked. We simulate these three algorithms under two Fig. 8. Blocking probability in the NSFNet

cases: one where wavelength conversion is permitted afd eac

node has full wavelength conversion abilities (represbite

WC), and the other one where wavelength conversion is ot o — 48 andOC —192 as20 : 10: 10 : 4 : 1. The number
permitted (represented by NWC). We simulate on two realisif \avelengths per link is chosen as 40 and 200.

carrier backbone networks, namely the NSFNet of 14 nodess;y 7 gives the energy consumption of the three algorithms
and 20 links and the USANet of 24 nodes and 43 links (SGhe NSFNet and the USANet. We set the number of wave-

Fig. 6). lengths to 200, so that no blocking happens. From this figure
we can see that the energy consumption grows almost linearly
with the amount of traffic, but the slope is smallest for egerg
aware routing. To not clutter the figure, we omitted the rssul
for wavelength conversion, since, with ample wavelengths,
wavelength conversion was not needed and thus never used
(giving the same results as for without wavelength coneelsi
Figs. 8 and 9 show the blocking probability in the two
networks when the number of wavelengths is set to 40.
Fig. 6. (a) NSFNet and (b) USANet Due to the use of traffic grooming, energy-aware routing
obtains a lower blocking probability than shortest pathtiray
We vary the amount of traffic requests fra00 to 10000, However, there is even a slight improvement over the traffic
wheres andd are randomly generated and the holding timgrooming algorithm. This is because in some cases the traffic
h also randomly varies. The requested capaéityill be grooming algorithm tries to groom over many lightpaths,le/hi
generated according to the distributiod —1,0C —3,0C — the energy-aware algorithm would opt for a short new light-
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Fig. 9. Blocking probability in the USANet Fig. 11. Average energy consumption per accepted requebeilNSFNet

when links have 40 wavelengths

consumption and blocking probability compared to directly
setting up new lightpaths or traffic grooming in an energy-
oblivious way. Because wavelength conversion costs energy
it is only used when it is really need to prevent blocking a
Energy-Aware (NWC) request and otherwise it prefers wavelength continuougsou

Energy-Aware (WC)
—&— Direct New Lightpath(NWC)

N
D e

Energy Consumption (kWh)
.

~

L6l —2— Direct New Lightpath (WC) i REFERENCES
—=4— Traffic Grooming (NWC)
14l —+#— Traffic Grooming (WC) | [1] A. Beshir, F.A. Kuipers, A. Orda, and P. Van Mieghem, “@uable
Impairment-aware Traffic Grooming in WDM Rings,” Proc. of GT
121;\/A e A o et 2011, San Francisco, USA, September 6-8, 2011.
WL 9 [2] C. Cavdar, “Energy-efficient connection provisioning WDM opti-

cal networks,” Proc. of the Optical Fiber Communication @oence
Ofboo 2000 3000 2000 5000 5000 7000 5000 3000 10000 (OFC)- Los Angeles, USA, March 6, 2011.

Traffic Demand [3] Y. Chen and A. Jaekel, “Energy efficient grooming of salled sub-
wavelength traffic demands,” Proc. of the Optical Fiber Camitation
Conference (OFC), Los Angeles, USA, March 6, 2011.

Q-D Ho and M-S Lee, “Traffic Grooming in Large Optical WDMégh

Networks with Wavelength Conversion Capability,” Proc.IBEE ICC,

Istanbul, Turkey, June 11-15, 2006.

[5] S. Huang, D. Seshadri and R. Dutta, “Traffic grooming: arajing
role in green optical networks,” Proc. of IEEE GLOBECOM, tétulu,

path. Clearly, the use of wavelength conversion reduces the Hawaii, November 2009.

. - . . 6] F. Musumeci, F. Vismara, V. Grkovic, M. Tornatore, and Pattavina,
blocking probability even further. Due to the different tking “On the Energy Efficiency of Optical Transport with Time Deiv

probabilities, comparing based on total energy consumptio Switching,” Prof of IEEE ICC, Kyoto, Japan, June 2011.
would give a wrong reflection. Hence, in Figs. 10 and 11, wé'] '|\3/L '\>/I<'ak,h'\/'_- TOEHGaIOFE' Y. Zhang, f- Ch:?W?thi/gM C-Ut- Mﬂig&d
. . uknerjee, reen provisoning for optica netwol

present the_ average energ_y cqn_sumpno_n per accepted reques Journal of Selected Topics in Quantum Electronics, vol.r,2, pp.

Reflected in such a metric, it is possible to see the extra 437-445, March/April 2011.

energy cost in wavelength conversion. We believe that if$l E. \I(e\;\%]&r and Gi-(N- 'EOUSka?'IéE%Wngfgcégfg&aﬂc@'frjf;g igop-
. . . tical networks,” Proc. o , Honolulu, Haiva

practice, these extra energy costs pale in comparison to the \ ' cmper 2009.

extra revenues gained by being able to allocate more rexjuegb] S. zhang, D. Shen and C-K Chan, “Energy efficient time-+amaaffic
grooming in wavelength routing networks,” Proc. of IEEE GRECOM,
Miami, USA, December 2010.

[10] H. Zhu, H. Zang, K. Zhu, and B. Mukherjee, “Dynamic traffirooming
in WDM mesh networks using a novel graph model,” Proc. of IEEE

We have proposed an energy-aware routing algorithm for GLOBECOM, Taipei, Taiwan, November 2002.
dynamic scheduled traffic. By applying an energy model to
compute the energy consumption at the IP and optical layer,
the algorithm can attain practical energy consumption tsig
Our model also allows to take the energy costs of full or
sparse wavelength conversion into account. Simulationltses
show that the proposed algorithm can achieve a lower energy

Fig. 10. Average energy consumption per accepted requabeilNSFNet (4]
when links have 40 wavelengths

VI. CONCLUSIONS



