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Summary

Renewable energy sources have become a cost-competitive and green option for supplying power to the grid
in recent years. Nonetheless, their variable nature poses a problem to the regular operation of the electrical
grid by introducing severe fluctuations of large magnitudes and/or short-duration known as ramps. There is
a lack of research in the literature on characterizing ramp events induced by wind-based hybrid power plants.
The main research question of this study is how to characterize the ramping behaviour of wind-based hybrid
power plants and what impact they have on the system. The application of the different methods to detect and
assess the implications of ramps on sizing were presented in this thesis using wind and solar power based on
the reference location.

Due to dependence on threshold values that vary across the literature and the limitations associated with cal-
culating thresholds as a percentage of installed capacity, it was demonstrated that binary ramp definitions are
not ideal and result in under-reporting. On the other hand, the wavelet approach extracts ramp events from
the generation using statistically determined threshold values. As a result, the problem of under-detection of
ramp events is mitigated. The proposed approach of "significant ramps" allows the evaluation of which ramp
events are important and which are far less disruptive and may be ignored.

It is frequently mentioned in the literature that wind-PV hybrid plants have the advantage of a more stable
power output due to the anti-correlation of wind and solar energy. However, it was demonstrated that anti-
correlation alone is not adequate to promise a smoother output as it does not provide sufficient information
about ramp events. Anti-correlations at shorter time resolutions, such as 15 minutes or one hour, could be
preferable. While seasonal anti-correlation may benefit national system adequacy, it does not benefit daily
ramping events.

The optimal wind-PV capacity size for decreasing the total number of ramps was such that wind turbines
filled the grid capacity, as solar power would result in extra ramps. It was observed that solar over-planting
leads to a significantly increased number of ramp events, whereas wind over-planting results in a minimal
change in ramp events. A penalty price was proposed to internalize the severity of ramp events, which could
influence the choice between wind and solar over-planting. A solution was presented to mitigate ramp inci-
dents in a hybrid power plant using a battery. When compared to solar over-planting, the addition of a battery
was found to be more effective and/or more economical in minimizing ramps.

The proposed "significant wavelet ramp approach" is shown to be a useful metric for characterizing wind-
based hybrid power plant ramp occurrences. For a future in which variable renewable energy sources account
for a substantial portion of the energy mix, it is proposed that demand information be considered when
defining ramp events. More attention has to be paid to power ramp occurrences, either by penalizing ramps
or enforcing tougher grid codes, as ramp events grow more frequent and dangerous. The ramp events must
be taken into account at the initial site sizing and development process, with the possibility of including a
ramp-reducing battery strategy. A thorough examination of ramp events in hybrid power plants demonstrates
the importance of minimizing and managing ramp events for both the system operator and the producer.
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1
Introduction

This chapter introduces the concept of the wind-based hybrid power plants and the ramp events in the gen-
eration in Sections 1.1 and 1.2 respectively. Further, the research gap in the literature is presented in Section
1.3. Next, the objectives of the research are presented in Section 1.4. Finally, Section 1.5 gives an overview of
the chapters in the report.

1.1. Hybrid wind-solar plants
Over the last years, renewable energy sources have become a cost-competitive and clean option to supply
power to the grid all around the world. Nonetheless, their variable nature challenges the daily operation of
the electrical grid. With the transition towards a sustainable energy future, new technologies and solutions
are being developed in order to handle the variable nature of renewable energy. Hybrid renewable power
plants are considered to be one possible solution that can provide significant value to the electrical grid by
having a stable power supply [1].

Hybrid power plants are a combination of various generation assets such as wind, solar, storage, and/or
other renewable sources. Figure 1.1 shows a simple schematic diagram of a hybrid power plant with wind
turbines, solar PV panels and a battery storage system connected to the grid. Hybrid systems combine the
advantageously complementary renewable sources in a region to provide a more reliable and stable power
profile compared to individual renewable sources.

Figure 1.1: Schematic diagram of a simple Hybrid Wind-PV System [2]

A common advantage that is stated for hybrid power plants is that it can reduce investments for infras-
tructure as just one grid connection point is required to be set up in most cases. This could reduce the overall
grid investment costs as well as the tariffs paid by the end-user. Furthermore, the energy that is produced
per a unit area is higher since the land is used more efficiently compared to standalone wind or solar plants.
The hybrid power plants could hence have a lower levelized cost of energy due to better utilization of the
infrastructure and resources of the site.
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2 1. Introduction

With the planned eventual phasing out of conventional power plants, hybrid renewable plants offer a
higher capacity factor and better stability in terms of power output compared to wind only or solar only power
plants. The reason behind this benefit is the anti-correlation or the complementary nature of wind speed and
solar irradiation that exists at suitable sites. It is often stated that the system becomes more economical to
operate since the weakness of one source is complemented by the strength of the other source [2]. However,
it is still unclear whether the hybrid wind-PV power plants can always be competitive in terms of reliability
and cost against conventional fossil fuel systems or standalone wind-only plants.

1.2. Ramp events
One of the biggest challenges associated with the integration of large amounts of renewable energy into the
energy mix is the ability to handle severe fluctuation incidents with large magnitudes and short duration
known as ramps [3]. Wind power ramping events are usually caused due to atmospheric phenomena such as
thunderstorms, gusts, cyclones, or low-level jets. In a solar-PV generation, the ramp events are predominantly
caused due to passing clouds other than the diurnal variability. Down ramps in the generation while there
is an increase in the load can cause severe damage and possible failure of the grid in a renewable energy
dominant future. In order to ensure system reliability and dispatchability, it is essential for the power system
operators and providers to better understand the ramping features.

Ramping events are generally defined using features such as ramp duration, magnitudes, start/end and
ramp rates. The definition of a ramp event depends on the application of utilities and the system operators.
Several different definitions are available in the literature that consider the power change or ramp rate above
a significant percent of the rated power with or without a defined time-span. Up ramps in generation are
sometimes defined with a higher threshold than down ramps due to the severity of down ramps [4]. Based on
the definition, the ramp events are detected using an optimized swinging door algorithm [5] or simple sliding
window calculations.

In Hybrid power plants, since the solar irradiation and wind speed are negatively correlated, the power
output could have a comparatively stable nature. The instantaneous peaks are reduced since solar power
compensates for the reduction in wind power during low wind time instances.

1.3. Research gap
At present, the number of existing wind-based hybrid power plants, in development or operation is very low
and this makes accessing reliable data very difficult. This is mainly due to the early age of the projects and
since the business cases are still under evaluation or development making developers or operators reluctant
to sharing information [6].

The concept of complementarity of renewable sources for hybrid power plants is often mentioned but
the clear practical application of the analysis is not provided in the literature. The statistical relationship i.e.
the complementarity of power generation is not sufficient to define the benefits of the hybrid plants since it
does not consider the effect of variability of the load and the effect on the grid [7]. Although there might be a
seasonal anti-correlation between wind speed and solar irradiation, the daily correlation may not be always
as distinct. The correlation indices need to be verified with other parameters such as ramp events to study
the system security.

In the current literature, the study of ramp events caused during the operation of hybrid power plants is
very limited and not thorough. In the cases that are studied, the ramps are considered mainly for islanded
and microgrid operations and not for utility-scale hybrid power plants. There is a lack of studies on whether
the ramp events in hybrid power plants are sufficient and meet the grid code requirements. There is a lack
of analysis of the role of wind turbine technology choices in the analysis of correlation and ramps in hybrid
systems.

Various definitions of ramps are considered in different situations without a standard that can be followed
universally. A metric that quantifies the smoothening of the power profile to verify the advantages of the
inclusion of hybrid power plants is unavailable. There is a lack of research in the changes in ramp duration,
magnitudes and rates and their impacts with the increase in renewable and hybrid systems [3]. Based on the
current review on the ramp events of hybrids, the knowledge gap is to identify an effective way to gauge the
impact of hybrid renewable energy plants on reliability and dispatchability in terms of ramp events.
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1.4. Objectives
In this section, the objectives of the research are discussed by explaining the main objective of the thesis along
with sub-objectives that are to be answered.
The main objective of this research project is to characterize the ramping behaviour and system impact of
wind-based hybrid power plants. With the research gap discussed in Section 1.3 it is evident that there is a
lack of research in characterizing and describing ramp events that are caused by wind-based hybrid power
plants. There are several methods and definitions for discriminating ramp events from incoherent variations.
With the growing market share of variable renewable energy sources, the detection of ramp events becomes
more important. Further, the impact of these events on the reliability and sizing of the wind-based hybrid
system needs is to be addressed.

The main objective of the research can be broken into four research questions.

• What is the most effective metric to characterize the ramp features of a wind-based hybrid power plant?
The current literature consists of several definitions and methods of classifying and detecting ramp
events in the power profile. However, there is no universally accepted or recommended definition and
method. The first research question is to find the most effective metric to characterize a ramp event in
the case of a wind-based hybrid power plant.

• How do the results of complementarity on different time scales and ramp events compare
Although it is commonly stated that the hybrid power plants have a benefit of stable power output due
to the complementary nature, there is no research reported on how the ramp events are affected and
if the severity is increased or decreased with the inclusion of solar for a whole year. The objective is to
check if a complementarity analysis of the site is sufficient or if the ramp event analysis gives results
that are not desirable for a plant.

• What role does the installed wind to PV ratio play on the ramp events of the hybrid plant?
The next research question is to explore how the ramp event features change with varying the installed
capacities of the wind and PV components of the plant. In the case of a very high PV generation while
a high wind generation already exists could lead to high ramp magnitudes.

• How will the inclusion of battery storage in wind-based hybrid power plants impact the ramp events?
The last research question is to explore how the inclusion of a battery storage system in the hybrid
power plant would affect the ramp events. Further, a battery control strategy based on the ramp events
is to be explored.

1.5. Report overview
The layout of this work is as follows:

• Chapter 1: Introduction to the concepts of hybrid wind-based power plants and power ramp events
and an overview of the research gap and objectives.

• Chapter 2: Overview of the current research and literature on ramp events and detection of ramp
events.

• Chapter 3: Modeling of the wind, PV and battery components and reference case for the analysis .

• Chapter 4: Methodology of detection of ramps using various methods and selection of most suitable
method.

• Chapter 5: Complementarity analysis between wind and solar and the relation with ramp events.

• Chapter 6: Sizing and over-planting based on the number of ramps, capacity factor, IRR and penalties.

• Chapter 7: Battery control strategy and functionality for ramp reduction.

• Chapter 8: Conclusions of the research and recommendations for future research.
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Literature Survey

This chapter highlights the current research and literature available on complementarity and ramp events.
Section 2.1 gives an overview of the complementary nature of wind and solar energy. Sections 2.2 and 2.3 give
an explanation of what ramps events are and the different definitions that are used in literature.

2.1. Complementary nature of wind and solar

In order to evaluate the potential of a hybrid power plant, it is very important to consider the complementarity
of the renewable energy sources at the location [1]. Both spatial and temporal complementarity exist between
wind and solar resources. There are some regions in a country where the solar irradiation is strong while the
wind speeds are low and within the same country, there may be locations with high wind speeds and low solar
irradiation. This is known as complementarity over spatial scales. However, there are some locations where
there is high irradiation as well as high wind speeds. With the solar irradiation following a diurnal cycle, that
is high irradiation during the day and no irradiation during the night, it is possible that in a location the wind
is complementary to the solar power. This type of complementary nature exists in a time scale and is hence
called temporal complementarity. It can also occur in a larger time period owing to the annual patterns of
wind and solar [7].

Since the co-located hybrid plants have wind turbines and PV modules located in the same location,
temporal complementarity will be focused on for the purpose of the study. The purpose of evaluating com-
plementarity is to determine whether the hybrid plant can provide a more stable power production than
stand-alone wind or solar farms.

Figure 2.1 shows the hourly averaged normalized wind and solar resources along with the normalized
demand for the year 2010 for a location in the state of Victoria, Australia discussed in [8]. The complementary
nature of wind and solar can be observed with solar dominating in the daytime when the wind is minimum
while the wind is dominating in the night when the solar is low. During the day it can also be seen that the
load is peaking along with the solar resource. During the night, the wind begins to increase complementing
for the unavailability of solar resources.

5
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Figure 2.1: Illustration of relationship of hourly averaged solar and wind resource with peak demand for the year 2010 for a reference

grid point in the state of Victoria.

To quantify the complementarity of wind and solar sources, it is important to evaluate the correlation
between the two sources at different time scales. Irrespective of the availability of the resource over the year,
wind speed and solar irradiation have different correlations at different timescales. There is no standard
metric for the complementary analysis that is defined in the literature [9]. As seen in the case of Figure 2.1,
there is a high anti-correlation or inverse correlation between wind and solar resource. There exists a trend of
inverse-diurnal correlation between the wind and solar profiles for the location. Similarly, in most locations,
there is a seasonal inverse correlation where there is higher wind energy produced in the winter and higher
solar generation in the summer. However, there are instances where there is a strong correlation between the
sources. In such a case instead of providing the benefit of smoothing the profile, both wind and solar would
peak at the same time [1].

Correlation is the measure of the degree to which two different variables move in relation to one another
or how they are linearly related [10]. The Pearson correlation coefficient or the simple correlation coefficient
measures the association strength between the two variables, in this case, the wind and solar resources. The
value of the coefficient ranges from +1 to -1. A positive value implies that when one variable increases or
decreases, the behavior of the second variable is similar. A negative value implies that when one variable
increases or decreases, the behavior of the other variable is the opposite. In a case that the coefficient is zero,
no association exists between the two variables. The Pearson correlation coefficient between two sets of x
and y is usually denoted by rx y where a sample of paired data is given as

{(
x1,y1

)
, . . . ,

(
xn,yn

)}
. Equation 2.1 is

used to calculate the rx y where n is the sample size and x̄ and ȳ are the means of the samples.

rx y =
∑n

i=1 (xi − x̄)
(
yi − ȳ

)√∑n
i=1 (xi − x̄)2

√∑n
i=1

(
yi − ȳ

)2
(2.1)

In the evaluation of complementarity for hybrid power plants, a rx y value of -1 would be the most de-
sirable as it would mean a full anti-correlation and hence the best complementarity for wind and solar re-
sources. Similarly, a value of +1 would be the worst possible value since it implies that both the sources follow
the same pattern and do not compensate for one another. However, a negative rx y value for one timescale
does not always imply the same behavior for smaller or larger time scales. A negative value for the seasonal
correlation might exist but it may be that the daily correlation is not as desirable.
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2.2. Ramp events
As we shift towards a sustainable future with wind and solar energy playing a larger role in the energy mix,
there is a need for more research in the fields of understanding these variable sources of energy [11]. Large
and sharp unscheduled fluctuations in the power output of renewable sources are known as ramp events. The
generation suddenly increases or decreases due to the changes in the wind speeds or solar irradiation. The
ramp events cause disruptions in the operations by making the task of balancing the demand and generation
at all times challenging for the system operators.

Various meteorological factors cause ramp events in wind generation like thunderstorms, low-level jets,
dew point fronts and cold fronts [12]. Although macro-scale conditions do lead to ramps in the power gen-
eration, local and mesoscale effects too play an important role in causing ramps. The terrain characteristics,
roughness or land-sea breezes along with the layout of the farm may affect the occurrences of ramps. Solar
ramping events on the other hand occur due to passing clouds beyond the diurnal nature of solar energy.
When a cloud passes over the PV panel, the inverter output is ramped down suddenly [3].

In the case where a downward ramp event occurs, that is where there is a large decrease in the generation
for a short time, back-up generators need to be used to meet the load due to the deficiency. Currently, gas and
coal powered plants serve as the back up generators to maintain the balance between the load and generation
[13]. A downward ramp is considered to be a serious problem since the system operator needs to closely
monitor and plan other generators to meet the load during such a situation.

Upward ramps can also cause problems in case the transmission capacity in a region becomes full when
supply from multiple producers is more than the grid capacity and cause congestion. The potential for this
to occur increases as the wind and PV penetration increases but the demand does not change much [14]. The
surpluses can be curtailed when the generated power is undesirable but is not a sustainable method, and
over time these situations need to be avoided. Figure 2.2 shows ramp events that occur in a ten-day period
for a wind power plant located in Haringvliet, the Netherlands. The green lines depict the ramp ups and the
red lines depict the ramp downs.

Figure 2.2: Ramp events in a wind power series
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A ramp event is mainly parameterized by features such as ramp start time, ramp duration, ramp magni-
tude ramp rate, and ramp direction. Figure 2.3 shows the important features from an event in the wind power.
The ramp start time is the time at which the ramp up or down begins, represented by RST in the figure. Ramp
duration is the duration of time that ramp event lasts, given by RD while the ramp magnitude is the ampli-
tude of the event which is the difference between the generation at the end point and start point given by
RM . Ramp rate RR is the slope of the ramp event that is occurring. The ramp direction specifies whether the
generation is increasing or decreasing that is if the ramp is a ramp up or a ramp down.
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Figure 2.3: Features of a ramp Event

2.3. Ramp definitions
Although it is simple to identify ramps visually in the power output signal, there is no universally accepted
definition for ramp events [11],[15]. Many definitions based on setting a threshold value for the ramp mag-
nitude are available in the literature. These definitions known as binary definitions use pre-defined values
as the discriminator between ramp and non-ramp events. Further, there are other methods such as ramp
function which uses a wavelet transform of the power signal to discriminate ramp events. This section gives
an overview of the commonly used definitions for ramp events.

The basic definitions given in Definition 1 to 3 use two parameters ∆t and Pth or PRRth to define the
ramp event. ∆t is the time interval that is chosen to identify the ramp event, it is usually measured in minutes
or hours. Pth is the magnitude threshold that is set to act as a cut-off for the ramp magnitude changes. It is
set as a percentage of the installed capacity or a specific power value in megawatts. PRRth is the threshold
for the ramp rate above which the fluctuation in power is considered a ramp event.

Definition 1: In this definition, the ramp event in the generation P can be identified using∆t and Pth . A ramp
event is considered to occur if the magnitude change (increase or decrease) in an interval of∆t is greater than
the threshold value, Pth [11], [15].

|P (t +∆t )−P (t )| > Pth (2.2)

If P (t +∆t ) is greater than Pth then the ramp is considered as a ramp up and if it is lesser it is a ramp down
event. This definition ignores the magnitudes of the power between the t and ∆t and considers only the
difference between the start and end values. If consecutive ramps occur in different directions within the
interval, the detection may be inaccurate [12].
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Definition 2: The ramp event can be identified using ∆t and Pth similar to Definition 1. A ramp event is
considered to occur if the magnitude of the difference between the maximum and minimum power in the
interval of ∆t is greater than the threshold value, Pth [16].

max(P [t , t +∆t )])−mi n(P [t , t +∆t )]) > Pth (2.3)

Unlike the first definition, it is not straightforward to detect the direction of the ramp. In this case, if the
maximum of the power series occurs after the minimum it is considered as a ramp up event. This definition
addresses the issue of ignoring values from the middle of the interval from the previous definition.

Definition 3: A ramp event is identified if the ratio of the modulus of the difference between the power at the
end and beginning of the time interval and the value of the time interval ∆t is greater than the user-defined
ramp rate threshold PRRth [15].

|P (t +∆t )−P (t )|
∆t

> PRRth (2.4)

Similar to Definition 1, if P (t +∆t ) is greater than P (t ) then the ramp is considered as a ramp up and if it is
lesser it is a ramp down event. In this definition, the rate of change of the power over a time interval is con-
sidered. This slope or rate is known as the ramp rate. The units of the ramp rate are expressed with (MWm−1)
or (MWh−1).

Typically, the time intervals ∆t chosen for the ramp event definitions are 15 minutes, 30 minutes, and 1 hour.
However, the choice of the values of the power threshold and the ramp thresholds are not direct. The value
is system-dependent and is determined by the amount of power that is difficult to secure in the time interval
set in order to maintain the balance between the load and generation [11]. This could be set as an absolute
value of a certain MW for the time interval. However, such a value is always varying on a day-to-day basis and
depending on generation from other plants.

The threshold can also be defined as a percentage of the installed capacity of the wind farm. The problem
that arises in such an instance is that the installed capacity could be varying over time. New turbines or panels
could be added or existing ones could be upgraded. The generators would also be disconnected for repairs
and maintenance. In the case of higher installed capacity, a ramp event that is detected earlier would not be
detected as one since the capacity is increased hence the threshold is increased. On the other hand, when
the capacity is reduced, the ramps of lower magnitude are qualified which can be handled by the operator
but are falsely detected. But the challenge of handling ramps of the same magnitude would be the same for
either situation.
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Author Pth ∆t Rated Power PR

Cutler [17] 75%PR 3 h 65 MW

Cutler [17] 65%PR 1 h 65 MW

Freedman [18] 200 MW 30 min 1 GW

Truewind [19] Ramp-Up 20%PR 1 h not specified

Truewind [19] Ramp-Down 15%PR 1 h not specified

Potter [20] 10%PR 1 h 1 GW

Greaves [21] 50%PR 4 h 3-240 MW

Barbour [22] 20%PR 30 min 200 MW

Collier [23] 50%PR 4 h not specified

Bradford [24] 20%PR 1 h not specified

Bossavy [25] 50%PR - not specified

Kamath [11] 10 - 12%PR 30 min 1 GW

Kamath [11] 15 - 20%PR 1 h 1 GW

Bossavy [25] 30%PR - 8 MW

Yang [26] 15%PR 1 h not specified

Fernandez [27] 25%PR 3 h 18 MW

Suzuki [28] 25%PR 6 h not specified

Revheim [29] 30%PR 3 h not specified

Table 2.1: Threshold values for binary ramp event definitions in literature

Table 2.1 gives a few threshold values set for the power and the corresponding time intervals along with
the installed capacities of the power plant used in the studies. The high number of different values is due to
the threshold being selected based on the input from system operators or end-user considerations [30]. This
could vary highly with the considered regions and with the changes in the energy mix. Hence, there is no
motivation behind selecting one particular value over another.

The definitions from Equation 2.2 to 2.4 have a common consideration of a fixed time interval and thresh-
old value which affect the identification of the ramps in the power signal. These definitions are considered
as a simple classification since the ramps are reported to have the same time duration that is pre-determined
and hence do not show ramps of lower or higher time resolutions. An under-reporting of the ramps may
occur since the ramps are not always of a fixed duration and can vary between 15 minutes to longer periods
such as 10 hours. The detection is also subject to the noise in the power signal. Additionally, the ramp events
that are identified are very sensitive to the selected values [30]. Further, all ramps are considered to be similar
to one another with no distinctions based on their characteristics even if ramp events of different magnitudes
and duration are present.

The ramp event definitions given in Definition 4 to 7 are based on the change in the power magnitude, the
direction and/or the duration of the ramp. The detection is dependent on user-predefined threshold values
of P%. A Swinging Door Algorithm is used to identify such ramps in the power series [4],[31] discussed in
detail in Chapter 4.2.

Definition 4: In this definition, a ramp event is said to occur if the change in the wind power is greater than a
certain percentage of the installed capacity of the plant P% without having any constraints on the duration of
the ramp event [4].

|P (te )−P (ts )| > P% (2.5)

Here, ts is the start time of the ramp event and te is the end time of the event and the duration is given by the
difference between the two. The magnitude of the ramp is the absolute difference between the power, the left
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side of the equation. The direction of the ramp is determined by the values of the power at the start and the
power at the endpoint. In case the power at the end time is higher it is identified as a ramp up.

Definition 5: A ramp event is identified if the change in the wind power is greater than a certain percent-
age of the installed capacity of the plant P% with a time constrain such that the change must occur within a
time span of 4 hours or less [4].

|P (te )−P (ts )| > P% (2.6)

te − ts ≤ 4h (2.7)

Similar to the previous definition, ts is the start time of the ramp event and te is the end time of the event and
the duration is given by the difference between the two. The magnitude of the ramp is the absolute difference
between the power. The direction of the ramp is determined by the values of the power at the start and the
power at the endpoint.

Definition 6: A ramp event is defined as the rate of change in the power that is greater than the value of a
pre-defined percentage P% of the installed capacity per hour [4].

|P (te )−P (ts )|
(te − ts )

> P% (2.8)

Similar to the previous definitions, ts is the start time of the ramp event and te is the end time of the event and
the duration is given by the difference between the two. The magnitude of the ramp is the absolute difference
between the power. The direction of the ramp is determined by the values of the power at the start and the
power at the endpoint.

Definition 7: A ramp up event is identified if the change in the wind power is greater than a certain per-
centage of the installed capacity of the plant P%1 and a ramp down event is identified if the change in the
wind power is lower than a certain percentage of the installed capacity of the plant P%2 with a time constrain
such that the change must occur within a time span of 4 hours or less [4]. The definition is similar to Equa-
tion 2.6, however, the percentage value is different for up and down ramps in this case. Since down ramps are
considered to be more challenging and disruptive to the balancing of load, a lower threshold is set for down
ramps.

P (te )−P (ts ) > P%1 (2.9)

P (te )−P (ts ) < P%2 (2.10)

te − ts ≤ 4h (2.11)

P%1 > P%2 (2.12)

Similar to the previous definitions, ts is the start time of the ramp event and te is the end time of the event and
the duration is given by the difference between the two. The magnitude of the ramp is the absolute difference
between the power. The direction of the ramp is determined by the values of the power at the start and the
power at the end point.
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Author Defintion Type Definition ∆t

Cui [32] Definition 4 |P (te )−P (ts )| > 20%PR -

Zhang [4] Definition 4 |P (te )−P (ts )| > 30%PR -

Cui [32] Definition 5 |P (te )−P (ts )| > 20%PR ≤ 4h

Zhang [4] Definition 5 |P (te )−P (ts )| > 25%PR ≤ 4h

Zhang [4] Definition 6 |P (te )−P (ts )|
(te−ts ) > 10%PR -

Cui [32] Definition 7
P (te )−P (ts ) > 20%PR Ramp Up

P (te )−P (ts ) < 15%PR Ramp Down
≤ 4h

Zhang [4] Definition 7
P (te )−P (ts ) > 20%PR Ramp Up

P (te )−P (ts ) < 15%PR Ramp Down
≤ 4h

Table 2.2: Threshold values for ramp event definitions in literature

The aforementioned definitions are based on setting threshold values for the power magnitude and in some
instances threshold on the duration as well as shown in Table 2.2. However, Definitions 8 and 9 provide meth-
ods to compare the ramp without using system-dependent threshold values that vary based on the operator
and farm capacity. These methods of detection used are based on using wavelet transform. Wavelet trans-
form is a method that allows the analysis of the time-frequency information of a signal [30]. Using a mother
wavelet function, a series of data can be decomposed by varying the dilation and translation of the mother
wavelet. A one-dimensional time series data can be mapped to a two-dimensional group of coefficients that
give information on the scale as well as the location of specific events.

Thus the wavelet transform can localize the scales of a time series data which can be useful to detect the
ramp events in the power series [33]. In both cases, the Daubechies level-1 (db1 or Haar) mother wavelet is
used to decompose the power time series. The Haar wavelet is useful in detecting sudden changes in a level
by providing information about the gradient in the signal in various time scales which can be attributed to
occur during a ramp event. The mother wavelet function with scaling coefficient a and translation coefficient
of b is given by Equation 2.13.

ψa,b(t ) =ψ

(
t −b

a

)
(2.13)

The wavelet transform WH (a,b) of a power signal P (t ) based on the mother wavelet function with a range
of scale and translation coefficients is given by Equation 2.14.

WH (a,b) = 1p
a

∫ ∞

−∞
P (t )ψ

(
t −b

a

)
d t (2.14)

Figure 2.4 shows an example wind power signal for a period of 10 days. A wavelet transform of the normal-
ized series of the example power signal using a Haar mother wavelet is given in Figure 2.5, where the wavelet
coefficients W for each scale, a for the time is plotted as a scalogram.
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Figure 2.4: Wind power time series for 10 days
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Figure 2.5: Wavelet transform of the wind power time series

Definition 8: This method of defining ramp events using wavelet transforms known as ramp function [30]
allows comparison of the ramp intensities of different events without the need to force a binary decision that
defines a ramp or non-ramp nature of an event. A wavelet transform is applied to the power time series from
the farm and the coefficients are used in calculating the ramp function.

The ramp function Rb is defined as the summation of the wavelet coefficients WH (a,b) for the particular
time position b for the scales of a1 to aN as shown in equation 2.15. The ramp function is re-scaled as a
relative ramp function as given in 2.16 such that the values of the ramp events are in the range of -1 to 1.
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Rb(a1, aN ) =
aN∑

a=a1

WH (a,b) (2.15)

rt = Rt

max(|Rt |)
(2.16)

The difficulty that arises with using such a definition is that there is no particular method of discriminat-
ing the ramp events over unclear noise in the power generation time series. The ramp event time series gives
values of the ramps over the entire time also giving a particular value to events that would not be considered
as ramp events either due to their low magnitudes or long duration. It is unclear which magnitude of the
WH (a,b) above which an event can be considered as a ramp event.

Definition 9: This method of detecting ramp events using wavelets, proposed by [33], works on an improved
method to discriminate the ramps over incoherent noise. This method uses wavelets transform along with
wind power surrogates in order to detect power ramps of various magnitudes and duration. Unlike the earlier
definitions which rely on thresholds for magnitude and duration that are fixed, this method uses discrimina-
tion using thresholds that are statistically calculated.

Similar to Definition 8, a continuous wavelet transform is applied to the power time series of the farm.
In order to approach the difficulty of discriminating the ramp events, randomly generated surrogates of the
power time series are used. The largest 10% or 5% of the wavelet coefficient, W ∗

T for each scale of the sur-
rogates are used to set threshold values for the wavelets coefficients of the power series. In case the wavelet
coefficients are greater than the threshold, the event is recorded as a ramp event. Else the value is considered
to be zero. The discriminated values of the wavelet transform, WR are then used to calculate the normalized
ramps by the maximum resolved scale, amax as given in 2.17. The method of detection is discussed in detail
in Chapter 4.

R(t ) = 1

amax

amax∑
a=1

WR(a,b),

where

WR(a,b) =W (a,b) when |W (a,b)| ≥W ∗
T (a)

WR(a,b) = 0 when |W (a,b)| <W ∗
T (a)

(2.17)

2.4. Problem with current definitions
As discussed in the previous section, the limitation of the definitions using fixed thresholds are dependent on
the system and vary depending on the location as well as with time. There is no universally accepted thresh-
old for the discrimination of a ramp event over non-ramp events. This problem is tackled in the methods that
utilize wavelet transforms that do not depend on fixed thresholds that are system dependent or varying with
different literature.

Although the problem of fixed thresholds is dealt with using wavelets, a common drawback still persists in all
the definitions. In all the methods, the definition and identification of power ramp events are based solely on
the power output from the farm and no importance is given to the information from the load side or the grid
side. In order to effectively assess the ramp events and their significance, information from both the source
as well as the load side needs to be considered in defining and detecting ramp events.

In the case of a ramp up event occurring in the instance when there is a ramp up in the load, it is not required
to curtail the wind generation. Similarly, if there is a large ramp down occurring but it is consistent with the
decrease in load or complementary to another renewable energy power output connected to the grid, the
ramp down event may be desirable. Small variations in power can turn out to be undesirable in cases where
is the trend is opposite of the load demand or is matching other renewable energy sources. Hence, such a
comprehensive method for defining ramp events while combining both power from the source as well as the
load information is required [34]. The thesis tries to address this gap in the literature by introducing an idea
of significant ramp events.
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Modeling

This chapter gives an overview of the models for the wind and PV power generation that are to be used for the
analysis of the ramp events in the further chapters. Section 3.1 describes the wind turbine component while
Sections 3.2 and 3.3 dive into the modeling of the PV component and battery component. The reference case
and the modeling of the wind and solar power at the site are presented in Section 3.4.

3.1. Wind component
The wind power generation for the hybrid power plant is based on the BEM model power expression for wind
turbines. The wind speed at 10 meter height is first expressed at a height of 60 meters using the logarithmic
wind profile law given in Equation 3.1 where the surface roughness length, zo is taken 0.03 m. Next, the wind
speed at hub height is calculated using the power law, Equation 3.2 with the value of α being 0.143 since the
plant is over land.

U60m =U10m

ln
(

h60
z0

)
ln

(
h10
zo

) (3.1)

Uhub =U60

(
hhub

h60

)α
(3.2)

The aerodynamic wind power over a range of wind speeds is calculated using Equation 3.3 with a drive
train efficiency of 90%. The Ar otor is the total area swept by the rotor and ρai r is taken as 1.225 kg /m3. The
aerodynamic power at partial load is given by the first equation whereas at rated wind speed, the aerodynamic
power is given by the second equation.

Paero (Uhub) =


1
2Cpρair Arotor U 3

hub if Ucut-in ≤Uhub <Urated
Prated
ηd t

if Urated ≤Uhub <Ucut-out

0 if Uhub <Ucut-in ,Uhub ≥Ucut -out

(3.3)

The total wind power generated considering the drive train efficiency is given by Equation 3.4. Further,
the total wind power generated by the wind farm is calculated by multiplying the turbine power with the
number of wind turbines in the plant given in Equation 3.5.

Pt(Uhub) = Paero (Uhub)∗ηd t (3.4)

PW i nd = Pt(Uhub)∗Number of turbines (3.5)

15
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3.2. Solar component
The modeling of the PV modules is dependent on parameters such as irradiance and temperature at the time
period. The global tilted irradiance for the module is calculated using a fixed optimal tilt and azimuth based
on the location of the site. The power output of the PV module is heavily dependent on the irradiance and
temperature. Since the irradiance and temperature are not constant throughout the day, the power output
varies accordingly. As the module receives solar energy, a fraction of the energy is converted to heat and thus
results in an increase in the temperature of the module. This results in a reduction in VOC of the module and
hence the energy output is reduced.

The effective temperature at the module to be used for further calculations is modeled using the Faiman
module temperature model [35]. The effective temperature of the module, Tm is calculated using Equation
3.6 using the global tilted irradiance GT I denoted in units W /m2. The Ta is the ambient air temperature
and U0 and U1 are the constant heat transfer component and convective heat transfer component respec-
tively. The values of U0 and U1 are taken as 26.9 W /m2K and 6.2 W /m2K since a crystalline silicon module
is considered in the analysis [35]. The wind speed, W S is in the units m/s.

Tm = Ta + GT I

U0 + (U1 ×W S)
(3.6)

The power output of the module reduces with the reduction in irradiance on the PV module. However, the
variation of the efficiency of the PV module is not straightforward. The effect of irradiance on the solar module
performance is modeled using the equations given in Equations 3.7 to 3.11 [36]. The open-circuit voltage,
VOC , which is the maximum voltage a solar cell can deliver at a temperature of 25°C is given by Equation 3.7
which uses the open-circuit voltage at STC (Standard Test Conditions) values which is the VOC at 25°C and
irradiance of 1000 W /m2. The ideality factor, n is taken as 1.2, and charge of an electron, q is 1.6∗10−19 C.
The temperature T is in the units K and kb , the Boltzmann constant is 1.38∗10−23m2kg s−2K −1.

Voc
(
25◦C,GT I

)=Voc(STC)+ nkB T

q
ln

(
GT I

GSTC

)
(3.7)

Isc
(
25◦C,GT I

)= Isc(STC)
GT I

GSTC
(3.8)

F F = Impp(STC)Vmpp(STC)

Isc(STC)Voc(STC)
(3.9)

Pmpp
(
25◦C,GT I

)= F F ×Voc
(
25◦C,GT I

)
Isc

(
25◦C,GT I

)
(3.10)

η
(
25◦C,GT I

)= Pmpp (25◦C,GT I )

GT I AM
(3.11)

Further, the short circuit current, Isc at 25°C and irradiance GT I is calculated using Equation 3.8. The
fill factor, FF for the module is calculated with Equation 3.9 and used in Equation 3.10 to find the maxi-
mum power at irradiance GT I . The efficiency of the PV module at irradiance GT I for a temperature of 25°C,
η (25◦C,GT I ) is calculated according to Equation 3.11 where the area of the module is denoted by AM .

The effect of the solar cell deviating from the STC temperature of 25°C to the effective module temper-
ature TM is expressed with Equation 3.12. Using this expression, the final efficiency of the module at every
level of irradiance and temperature can be determined. The effects of both temperature and intensity of
the irradiation are combined in this efficiency. The TM is calculated from Equation 3.6 which was discussed
earlier.

η (TM ,GT I ) = η
(
25◦C,GT I

)[
1+κ(

TM −25◦C
)]

(3.12)

The power output of each PV module is hence calculated by multiplying the η (TM ,GT I ) with the irradi-
ance and area of the module as given in Equation 3.13. Further, the losses due to module mismatch, ohmic
losses and soiling are assumed to be 5% and the inverter converter losses are taken to be 5%. Thus the system
efficiency of the PV system is expressed as a product of the efficiencies as shown in Equation 3.14. Finally, the
total power output of the PV system is calculated by multiplying the Pmodul e with the number of PV modules
installed in the plant and the system efficiency as given in Equation 3.15.
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Pmodul e (TM ,GT I ) = η (TM ,GT I )∗ AM ∗GT I (3.13)

ηs y stem = ηi nver ter ∗ηl osses (3.14)

PPV = Pmodule (TM ,GT I )∗Number of modules∗ηs y stem (3.15)

3.3. Battery component
The state of charge (SOC) of an electric battery indicates its charge level in relation to its capacity. The SOC
is generally expressed in percentages with 0 % implying empty battery and 100 % implying a full battery. The
majority of rechargeable batteries are not intended to be completely depleted. Completely discharging some
batteries might cause irreversible damage. Typically, the minimum state of charge is fixed to between 20%
and 30% to avoid causing damage to the battery bank by excessive discharge. The minimum state of charge
allowed (SOCmi n) is assumed as 20 % and the maximum state of charge (SOCmax ) as 100 %. A charge and
discharge efficiency of 95% is assumed for the model. A simple battery model is used in this study as the goal
of including storage is to present the functionality of battery storage in reducing the ramp events.

The battery energy charged or discharged at a time interval is calculated using Equation 3.16 and 3.17
respectively. The battery energy at any instance i is denoted by Ei while xi is the battery power that is either
given to or taken from the battery. Enom is the nominal energy capacity of the battery storage system. The
factor of 4 is included in the calculations since the time resolution of the power in the model is 15 minutes ( 1

4
of an hour) and the nominal capacity is in MWh. The battery control in order to reduce the ramp events is
further explained in detail in Chapter 7.

Ei+1 = Ei + xiηc

4∗Enom
(3.16)

Ei+1 = Ei − xi

4∗Enom ηd
(3.17)
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3.4. Reference case
In order to model the wind and solar generation for the analysis of ramp events in the power profile, a ref-
erence case is chosen such that real data is available. The reference location and specifications are chosen
based on the Energiepark Haringvliet Zuid located in the Netherlands.

Energiepark Haringvliet Zuid is a co-located hybrid energy park by Vattenfall that combines wind energy,
solar energy and battery storage. It is located in the southern part of Haringvliet, in Van Pallandtpolder in
Middelharnis. Figure 3.1 shows the location of the site on the map.

Figure 3.1: Location of Haringvliet Energy Park

The motivation for choosing the particular park as a reference is as follows:

• Availability and accessibility of data: For the analysis of the ramp events in the power generation of
the hybrid plant it is essential to have a time series data for at least a year with a resolution of at least
1 hour or better. The wind speed, solar irradiation, and temperature used for the modeling can be
obtained using Solcast API. Further, the yearly national load, wind and solar power time series for the
Netherlands can be accessed through the Transparency platform of ENTSO-E [37] for a time resolution
of 15 minutes.

• Existing hybrid plant as a reference: The Energiepark Haringvliet Zuid is one of the few hybrid power
plants that are operational in Europe with specifications of the turbines, PV modules, and battery pub-
licly available. Building a reference case based on a pre-existing plant would eliminate the need to
design an optimal hybrid power plant as the study is focused on the analysis of the power generation
rather than the design of the plant.

The averaged daily profiles of the wind speeds at hub height of 91 m and solar irradiation for each month
for the year 2019 at the location are shown in Figure 3.2 and 3.3 respectively. As can be seen, solar irradiation
is greater throughout the summer months, whereas wind speeds are lower during the same months. Similarly,
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wind speeds are higher during the winter, while irradiance is lower. As can be observed in Figure 3.3, the solar
profile exhibits a diurnal pattern, with no irradiance at night and a high irradiance throughout the day.

Figure 3.2: Average daily wind speed

Figure 3.3: Average daily solar irradiation
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The park consists of 6 Nordex N117/3600 wind turbines, 115,000 solar panels, and a storage system of 12
MWh with 288 BMW i3 batteries. The park has an installed wind capacity of 21.6 MW and an installed solar
PV capacity of 38 MW. The construction of the park was started in 2019 and was commissioned in the fourth
quarter of 2020. These specifications are taken as a reference and the modeling of the plant is executed with
the models discussed in Section 3.1 and Section 3.2 for the year 2019.

The turbine used in the model is a Nordex N117/3600 which has a rated power of 3.6 MW and a rated
speed of 13 m/s. The specifications and details of the turbine are given in Table 3.1 [38]. Figure 3.4 gives the
power curve and the Cp curve with a step size of 1 m/s of the turbine that is considered. It can be seen that
the rated power of the wind turbine is 3.6 MW at a wind speed of 13 m/s. Figure 3.5 gives the wind power
generation profile for a period of 10 days in the month of March using the specifications of the Haringvliet
energy park.

Description Specification

Rated Power 3.6 MW

Rated Speed 13 m/s

Cut-in Speed 3 m/s

Cut-out Speed 25 m/s

Rotor Diameter 117 m

Hub Height 91 m

Hub Diameter 3 m

Table 3.1: Specifications of Nordex N117/3600 turbine

Figure 3.4: Power curve of the wind turbine
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Figure 3.5: Wind generation for a period of 10 days

The specifications of the 345 W rated PV module used in the modeling based on the reference case are
given in Table 3.2 [39]. Figure 3.6 gives the solar power generation profile for a period of 10 days in the month
of March using the specifications of the Haringvliet energy park.

Description Specification

Voc(STC) 46.68 V

Vmpp(STC) 38.04 V

Isc(STC) 9.55 A

Impp(STC) 9.07 A

Pmpp(STC) 345 W

AM 1.971 m2

k -0.0035 /°C

Table 3.2: Specifications of 345 W PV Module
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Figure 3.6: Solar generation for a period of 10 days

The total power generation of the hybrid plant is expressed as the sum of the power from the wind component
and the power from the PV component expressed in Equation 3.18. Figure 3.7 gives the hybrid combined
wind-PV power generation profile for a period of 10 days in the month of March using the specifications of
the Haringvliet energy park.

PH ybr i d = PPV +PW i nd (3.18)

Figure 3.7: Combined wind-PV generation for a period of 10 days
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The national demand load profile is accessed through the transparency platform of ENTSO-E for the year
2019. The demand is normalized since the trend is to be analyzed in the further sections and not the exact
values of the demand. Figure 3.8 displays the average daily load for each month of the year. It can be noticed
that the energy demand is lower in the summer months compared to the colder winter months. It can also be
seen that the load profile follows a diurnal behavior.

Figure 3.8: Average monthly demand





4
Ramp Detection Methodology

This chapter presents the methodologies used for the analysis and detection of ramp events in the power
profile. Section 4.1 and 4.2 describe the detection of ramp events using simple and binary definitions. Section
4.3 gives an overview of detecting ramp events utilizing wavelet transform. Section 4.4 gives a method of
defining ramp events by comparing the behavior of the load with the ramps. Finally, the objective of the most
suitable metric to characterize the ramp features of a wind-based hybrid power plant is evaluated in Section
4.5

4.1. Ramp detection with basic definitions

The most simple and straightforward methods of discriminating ramp events from non-ramp events in a
power generation time series are through Definitions 1 and 2 discussed in Section 2.3. Firstly, the first defini-
tion is considered, where a ramp event is identified when the power magnitude change is above a threshold
value Pth within an interval ∆t . Time windows of 4hr and 6hr are considered while the power thresholds
considered are 50% and 25% as given by Greaves et al. [21] and Suzuki et al. [28] respectively.

Similarly, the second definition is analyzed which considers the difference of the maximum and the min-
imum power within the interval. If the difference is above the threshold value Pth within an interval ∆t , the
event is considered a ramp event. Time windows of 4hr and 6hr are considered while the power thresholds
considered are 50% and 25% as given by Greaves and Suzuki respectively.

25
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Figure 4.1: Ramp detection with definition 2 (Maximum - Minimum)

Once the power series is analyzed with different thresholds and time windows, the number of ramp ups
and ramp downs are recorded. Hereinafter, this ramp detection method will be referred to as the Basic
Method. The number of ramps is counted by each start time of the ramps. Figure 4.1 shows the detected
ramps in the first 10 days of the power generation using Definition 2, with Pth of 25% of the installed capacity
and ∆t of 6 hours.

4.2. Ramp detection with binary definitions

The binary definitions discussed in Section 2.3, that is Definition 4 through 7 are based on the change in
magnitude with or without constraints on the duration of the ramp events. The extraction of the ramp events
is done by applying an optimized swinging door algorithm to the generation data.

4.2.1. Data pre-processing for binary definitions

In order to detect the ramp events in the generation, first, the time-series data is compressed using an archive
compression method. The data compression is used in order to reduce the number of samples that are to be
further evaluated. In an archive compression, the data is only stored when the change of the signal that is
analyzed is beyond a user set limit.

The swinging door algorithm (SDA) is a data compression method that filters the signal according to the
parallelogram rule which is based on adjustable door width parameter ε. The initial point and the endpoint
of every portion of the data are detected as a piece-wise point while compressing the data in the signal that
lies between the two points [5][40]. In Figure 4.2, multiple parallelograms are constructed from the first initial
point A with a height of 2ε from length A to C and A to D. After every parallelogram is constructed, it is checked
whether all the samples from the initial point lie within the parallelogram. In a case that the parallelogram
does not cover all the data, such as in the case of A to F, the previous sample point, E is recorded as the
endpoint of the segment and the initial point of the next segment. By doing so, the data points between the
initial point and the endpoint are compressed into one segment. In the figure, the piece-wise points are A, E,
I, and K while the points B, C, and D are compressed into the first segment, F, G, and H into the second and J
into the third segment.
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Figure 4.2: Basic principle of a Swinging Door Algorithm [40]

Using the swinging door algorithm and the user set limit for the door width as 0.03 as defined in [32], the
generation data is compressed. Figure 4.3 gives the piece-wise points in the time series for a 10 day period
after extraction with the Swinging Door Algorithm. However, ramps according to Definitions 4 to 7 can only
be detected between the piece-wise points after data compression.

Figure 4.3: Compressed generation data with ε= 0.03

4.2.2. Optimized swinging door algorithm
The objective of this method is to minimize the number of individual segments discriminated by the SDA
while still approximating the generation signal as a ramp event [5]. Hence, adjacent segments with the same
direction (either upwards or downwards) can be merged into a single segment. This method is applied to the
original segments from the SDA that is applied to the data. Figure 4.4 shows the signal where the adjacent
piece-wise points are merged if the direction is the same. It can be seen that the number of points has been
reduced by a considerable amount.
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Figure 4.4: Event detection after merging adjacent same direction segments

Further, in order to improve the efficiency of the extraction of events, bumps in the generation signal
are to be removed. Bumps are events of small magnitude and duration that occur between two ramps of
the opposite direction [40]. In Figure 4.4 between the day 6 and 7, it can be seen that there is a small event
that occurs in the downward direction that is in the middle of two events that occur in the upward direction.
These bumps are removed from the segments by eliminating an event that occurs for less than 1 hour and
has a magnitude of less than 1% of the installed capacity. Figure 4.5 gives the resulting segments by applying
the OpSDA and removing the bumps superimposed on the original generation signal.

Figure 4.5: Extracted events with OpSDA after bump removal
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4.2.3. Detection of ramp events
Once the OpSDA is applied to the time-series data of the generation, the events can be differentiated into
ramp and non-ramp events. The OpSDA gives the start and end timings of each event segment along with
the magnitude of the generation at the two timings. This information can be used along with Equations 2.5 to
2.10. The power thresholds, P% that are considered in the analysis are 20% for both up and down ramps, 20%
for up ramps, and 15% for down ramps. Ramp events are detected depending if they satisfy the conditions
and the features such as the number of ramps, start time, end time, duration, direction and magnitude are
returned. The ramps detection method using these definitions will be referred to as Binary Method in the
report. Figure 4.6 shows the ramp ups and ramp downs detected in the 10 day period that is analyzed. Figure
4.7 gives the overall framework of the binary ramp detection methodology.

Figure 4.6: Ramp detection with binary definition
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Figure 4.7: Overall framework of ramp detection using binary method
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4.3. Ramp detection with wavelet transform
This section explains the ramp detection method from the generation signal, utilizing the reference site de-
fined in Section 2.3. Unlike the previous methods that depend on the fixed power change and duration
thresholds, this method depends on the detection of ramps based on statistical thresholds as presented by
[33]. The ramp event threshold values are generated statistically using randomly randomized surrogate sig-
nals.

4.3.1. Wavelet transform
The power signal is decomposed using a wavelet transform utilizing the Haar (db-1) mother wavelet specified
in Equation 4.1. Equation 4.2 is used to construct the wavelet transform WH (a,b) of the generating power
signal P (t ) using the Haar mother wavelet ψa,b .

ψ(t ) =


1 0 ≤ t < 1
2

−1 1
2 ≤ t < 1

0 else
(4.1)

WH (a,b) = 1p
a

∫ ∞

−∞
P (t )ψa,b(t )d t (4.2)

The wavelet transform is applied to the power signal for a period of 10 days that was previously studied in
Section 4.2 and the resulting wavelet transform values are given as a scalogram in Figure 4.8. In the analysis,
the scale parameter a is set to a value between 0 and 64. It can be seen that the dark blue and red with a high
magnitude in the plot correspond to stronger changes in the power signal for example on days 6 and 9.

However, it is unclear which magnitude of W can be considered a ramp and distinguish it from changes
in power which are non-ramp events. Although it may be possible to visually distinguish a few ramps by
comparing the scalogram and the original power signal, it is not possible to detect all the ramps in the power
signal.
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Figure 4.8: Wavelet coefficient scalogram of generation signal
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4.3.2. Randomly shuffled surrogate models

The method distinguishes ramp events from non-ramp events by using randomly shuffled surrogate models
of the original power signal. Random shuffling is a method for generating surrogate data from the original
time series that preserves only the distribution of the original data. The auto-correlation within the time
series is removed.

The wavelet transform of one surrogate power time series is shown in Figure 4.9 using the same criteria
as for the original power signal. As seen in Figure 4.8, the higher scale value structures or the lower frequency
structures have vanished in the case of the surrogate power signal. The wavelet spectrum’s power is more
evenly distributed across all scales.
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Figure 4.9: Wavelet coefficient scalogram of surrogate signal

A total of 100 such surrogate signals are generated based on the ten-day period, P∗
i (t ), where i = 1 to 100.

Each of the surrogate signals is subjected to the wavelet transform such that the coefficient values are given
by W ∗

i (a,b). Following that, distributions of the coefficient values of the b values for all the 100 surrogates
of each scale parameter a are generated using these coefficient values. These distributions are then to be
compared with the distribution of the wavelet transform coefficients W (a,b) of the original data.

In Figure 4.10, the solid red line represents the distribution of coefficient values for the original signal W
at a = 40, whereas the dotted lines represent the distribution of coefficient values for all surrogates, W ∗at a
= 40. The threshold W ∗

T for discriminating ramp events is set to the greater 10% of the |W ∗| magnitude of
the distribution of the wavelet transform of the surrogates [33]. The yellow region beneath the dotted line
contains the largest 10% of the magnitude of the wavelet coefficients at scale a = 40 of the surrogate data. The
W values are then discriminated by this W ∗

T value such that the yellow region beneath the solid line contains
the values of the discriminated coefficients.
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Figure 4.10: Distributions of W and W ∗ for the scale 40

This method of detection is carried on for all scales of W such that for each scale a, the scale-dependent
threshold value W ∗

T (a) is computed. In a case that the |WH (a,b)| value is lower than the W ∗
T (a), a null hy-

pothesis is accepted and assumed to not be a ramp. On the other hand, if the value of |WH (a,b)| is greater
than W ∗

T (a) at the specific scale, the event is assumed to be a ramp event.
The scalogram obtained by applying this method to discriminate the ramps at each scale is shown in

Figure 4.11. When compared to Figure 4.8, the plot is similar, but the values below the threshold values are
removed and shown as zero. The remaining values, indicated by other colors, are those that meet the criteria
and are thus considered ramp events.
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Figure 4.11: Wavelet coefficient scalogram after detection
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4.3.3. Detection of ramp events

Once the detection of the ramp and non-ramp events is computed using the above-mentioned method, the
mean power ramps R(t ) can be calculated using Equation 4.3. The ramps detection using wavelet transform
will be referred to as Wavelet Method in the report.

R(t ) = 1

amax

amax∑
a=1

WR(a,b),

where

WR(a,b) =W (a,b) when |W (a,b)| ≥W ∗
T (a)

WR(a,b) = 0 when |W (a,b)| <W ∗
T (a)

(4.3)

The mean ramps for each time period are calculated as a fraction of the sum of the wavelet transform values
for all scales and the scale parameter’s maximum value, which in this case is 64. As mentioned in the previous
section, the |WH (a,b)| values lower than the W ∗

T (a) value are assigned a value of 0.

Figure 4.12: Ramp detection with wavelet transform

Figure 4.12 gives the power signal of the 10 day period that is considered superimposed with the ramp
values R(t ). Figure 4.12 depicts the power signal for the ten-day period superimposed with the ramp values
R(t ). The green areas denote the ramp up events, while the red areas denote the ramp down events. The mag-
nitude and duration of the ramps can be easily determined by processing data from the start and end points
of detected ramp events. The number of ramps is calculated as the count of all magnitudes of the ramps that
are above zero. Figure 4.13 gives the overview of the ramp detection method using wavelet transform.
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Figure 4.13: Overall framework of ramp detection using wavelet method
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4.4. Ramp detection using demand correlation
This section describes a methodology for detecting ramp events that incorporates information from the load
side in order to identify and discriminate ramp events in conjunction with the previous methods. The pre-
vious methods of detecting ramps were based solely on power output, ignoring the constantly changing de-
mand discussed in Section 2.4. To address the lack of detection methods that combine information from the
source and load sides, this section introduces the concept of significant ramps.

4.4.1. Trends in demand
In one scenario, generation from the farm may decrease abruptly and is detected as a ramp down using one
of the previously discussed methods, while demand also decreases during the same period, as illustrated in
Figure 4.14. In another scenario, as illustrated in Figure 4.15, there could be a ramp down in generation while
demand continues to rise throughout the duration of the ramp event.

Figure 4.14: Same direction change in both load and generation (Not a significant ramp event)
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Figure 4.15: Opposite direction change in both load and generation (Significant Ramp)

The former case would result in a less disruptive and significant ramp down event than the latter. In
the first case, because generation decreases as demand decreases, the requirement for balancing generation
and demand through reserves and backup generation is avoided. Similarly, a ramp-up event that occurs as
demand increases does not have to be curtailed. Due to the fact that these ramp events may be desirable
[34], they are not considered significant. However, in the second case, the ramp down in generation must be
resolved using reserve generators, as demand increases concurrently with the reduction in generation.

The ramp events that prove to be unfavorable are those in which the generation trend is in opposition to
the demand trend. As a result, these ramp events are deemed more significant than ramps that follow the
same trend as the load. The ramps that are detected by combining data from the source and load will be
referred to in the report as Significant Ramps.

In this method, the plant-level power ramps are compared with the national load. There is a possibility
that the ramps would not be significant and would be easily dealt with by other generators spread out over the
nation. However, as the share of variable renewable energy generators increases, since the weather conditions
would be similar over the country most of the power plants would ramp up and down at almost the same
periods with some delay. Solar PV generation for one would have the same large ramp up and down events
occurring at the same period around the country owing to the diurnal nature of solar energy.

4.4.2. Detection of ramp events
The ramp events are initially detected using the Binary method or the Wavelet method discussed in the previ-
ous sections. Then the demand curve of the nation, in this case, the Netherlands is examined. The normalized
demand curve as discussed in Section 3.4 from the ENTSO-E Transparency Platform [37] is used to determine
the significance of the events.

rsi g n =
∑Tend

i=Tst ar t

(
Gi −Ḡ

)(
Li − L̄

)√∑Tend
i=Tst ar t

(
Gi −Ḡ

)2
√∑Tend

i=Tst ar t

(
Li − L̄

)2
(4.4)

Once the ramp event is identified using the binary or wavelet method, the start and end times of the ramps
are recorded and the corresponding demand from the start to end is checked. The correlation coefficient
between the demand and the generation during the duration of the event is calculated using Equation 4.4.
The generation and load are denoted by G and L respectively while the ramp start and end time are given by
Tst ar t and Tst ar t .

If the correlation between the two is close +1, the correlation is very strong and the trend is in the same
direction and hence the significance of these ramp events is less. On the other hand, if the correlation is close
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to -1, the generation and load during the period are highly anti-correlated and have a high significance. The
scores of the significance of the ramps are determined in two methods given below.

• Simple score

A simple scoring technique examines only the sign of the correlation coefficient between generation
and load during the event. If the value is negative, the event is assigned a value of one and is considered
as a significant ramp. Alternatively, if the value is positive, the event is assigned a significance score of
zero, indicating that it is not significant.

• Weighted score

Different weights are given to the ramp events based on the correlation coefficient values of the gener-
ation and demand. The highest weight is given to a ramp event with a correlation of -1 and the least is
given to a correlation of +1. Events with a high score that is for correlation below -0.3 are considered
as significant and the remaining are eliminated. This strategy can be improved further by taking into
account ramps of varying significance and using different strategies to deal with them depending on
the significance.

Figure 4.16 gives the power signal of the 10 day period superimposed with the significant ramps detected
using demand correlation after detection with the binary method.

Figure 4.16: Significant ramps with demand correlation

A fraction of the ramp events are eliminated due to the corresponding load values and hence the number
of ramps is lower compared to the previous methods. This can be noticed in Figure 4.17 which depicts the
average daily profile of the periods when ramp events exist with and without implementing the significant
method. The solid lines are the ramps that are detected using the wavelet method while not considering the
trend in the load. The dashed lines depict the significant ramps that are detected with the wavelet method
and processing the load information. As discussed, the number of ramps is lesser in the significant method.
The second plot gives the typical averaged load profile of the Netherlands. The load follows an increasing
trend from 2:00 to about 18:00, during this time the ramp events that are in the same direction (ramp ups) are
not considered significant anymore which can be noticed in the reduction in the number of ramp ups during
that period. Similarly, the ramp down events during 18:00 to 2:00 are eliminated since the load is decreasing
at the same time.
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Figure 4.17: Time of occurrence of ramp events with and without significant method and average daily load profile

The method is applied to all of the ramp events discovered by the preceding approaches, and the signif-
icance of the events is determined. The duration and magnitude of these events can be extracted simply by
checking the values corresponding to the start and end times. The overall framework of the significant ramp
detection is illustrated in Figure 4.18.
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Figure 4.18: Overall framework of ramp detection using significant method
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4.5. Evaluation of methods

One of the objectives of the research is to find the most effective metric to characterize the ramp features of
a hybrid power plant. This section gives an overview of the differences in ramp detection methods and their
comparison. The most suitable method is selected at the end of the chapter.

The detection of ramps using the basic method as presented in Section 4.1 takes into account a set time
interval and threshold value that affect the identification of ramps in the power signal. The threshold values
and time interval values vary across the literature. These definitions are considered to be basic classifications
because the ramps are claimed to have the same predetermined time duration and so do not include ramps
with different time resolutions. Ramp events are under-reported because their duration is not necessarily
defined and can range from 15 minutes to 10 hours. This method also detects noise in the signal as ramp
events and hence is not accurate.

The binary method for detecting ramps is defined by a set of thresholds that varies across the literature,
and no particular binary definition is universally accepted. The ramp detection with the binary method is
very sensitive to the definition used. Due to a lack of consensus and consistency in the binary definitions of
a ramp, picking the best method would be very difficult to achieve.

The binary method can be used in the detection of ramp events in the case of wind farms as suggested in
the literature. However, when it comes to the detection of ramps of a hybrid power plant with both wind and
PV, the detection is not as accurate and dependable. All the definitions use thresholds which are defined as a
percentage of the rated capacity of the farm. In the case of wind farms, wind turbines have a higher capacity
factor and operate at their rated capacity more often than solar PV panels.

In case A, a wind farm of 50 MW, the ramp up definition of 20% of installed capacity would mean a change
in the generation of 10 MW or above would be classified as a ramp up. The farm will operate at 50 MW for a
considerable fraction of the year. A 20% definition for a ramp up in case B with a Hybrid power plant with 50
MW wind and 30 MW solar would mean that the threshold would be set to 20% of 80 MW which is 16 MW.
However only in few instances, the farm operates at the rated capacity of 80 MW.

A ramp up event occurs in the first case with a magnitude of 12 MW and the same event occurs in the
second case at the same time and magnitude due to the wind capacity being the same assuming solar irradi-
ation is zero during the event. In the first case, the ramp event is detected as it is greater than the threshold
of 10 MW while in the second case it is not detected owing to the greater threshold of 16 MW. When there is
a mix of both wind and PV in the hybrid power plant, determining the threshold based on the total installed
capacity would result in overestimating the value. The threshold values are set high due to the PV capacity
which usually does not generate at its maximum capacity. The ramp events are under-reported using this
method.

One method of detecting solar ramps using the binary method and SDA is presented by Cui et al. [41].
In this method, the ramps are first detected for the power generated with the original irradiation for the par-
ticular location. Next, the ramps are detected for the power that would be generated assuming clear sky
conditions. The ramp events that are detected in both cases are eliminated since these would be caused due
to the diurnal nature of the solar irradiation. Only events that occur due to the passing clouds are considered
and deemed important as the diurnal nature is present every day and is always known to occur. However, this
method can not be applied to a hybrid power plant since the generation is a mix of both wind and PV. Once
the wind and PV generation are combined, the diurnal ramps of solar become less recognizable. Although
the diurnal ramp of solar are known to exist, they can not be eliminated since the PV generation adds up to
the wind to either create larger ramps or prevent wind ramps.

The wavelet method on the other hand does not depend on predefined thresholds and rather on statis-
tically determined thresholds. These thresholds can easily be determined if there is sufficient historical data
of the wind speeds and solar irradiation for the particular location. The randomly shuffled surrogate models
of the historical data can be easily modeled and the thresholds for each scale factor as discussed in Section
4.3 can be calculated and defined. The detection of ramps is not based on the installed capacity of the hybrid
power plant which removes the issue of overestimation of the threshold. Instead, the detection is done based
on the statistical thresholds from the site data. This prevents the overlooking of ramp events that occur in the
binary method.
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Figure 4.19: Different methods of ramp detection

4.5.1. Comparison of detection methods
Table 4.1 gives the comparison of the ramp features with binary and wavelet ramp detection methods. Dif-
ferent definitions with different threshold values for the binary method are presented in the table. The grid
capacity of 50 MW is considered while the installed capacity is 59.6 MW. First, the ramp events are detected
with the binary method with both ramp up and ramp down threshold of 20% of the grid capacity for the
reference case. Second, the binary method is used with a ramp up of 20% and a ramp down of 15% of the
grid capacity. Next, the same method as the previous case is used but the thresholds are a percentage of the
installed capacity. Finally, the wavelet method is used to detect the ramp events for the same power signal as
all three.

While comparing the first and second cases in the ramp downs, it can be noticed that the number of
events has increased with the second definition. In the first definition, the event is detected as a ramp down
when the magnitude is higher than 20% of the grid capacity (50 MW) which is 10 MW. However, in the second
definition, the ramp down is detected if the magnitude is greater than 15% of the grid capacity which is 7.5
MW. Since the threshold is lower, more events are detected as ramp down events.

Now looking at the second and third cases, the threshold percentage remains the same for ramp ups and
ramp downs. However, the second definition considers a threshold calculated as a percent of the grid capacity
while the third definition considered a percent of the installed capacity. The ramp up in second definition is
detected if the magnitude change is greater than 20% of the grid capacity (50 MW) that is 10 MW. And in
the third definition, the change must be greater than 20% of the installed capacity (59.6 MW) which is 11.92
MW. Lesser ramp events are detected in definition three since the threshold value is higher than the second
definition and hence the changes below the thresholds are ignored.
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Ramp Up

Largest Ramp

Method
No. of

Events

Total

time of

year (%)

Average

Duration

(hours)

Average

Magnitude

(MW)

Magnitude

(MW)

% of

Installed

Capacity

Duration

(hours)

1. Binary

(20, 20, Grid Cap)
351 33.6 % 8.4 21.7 48.7 81.7 % 13.7

2. Binary

(20, 15, Grid Cap)
351 33.6 % 8.4 21.7 48.7 81.7 % 13.7

3. Binary

(20, 15, Installed)
326 31.6 % 8.5 22.1 48.7 81.7 % 13.7

4. Wavelet 370 39 % 9.3 23.5 47.7 80 % 11.75

Ramp Down

Largest Ramp

Method
No. of

Events

Total

time of

year (%)

Average

Duration

(hours)

Average

Magnitude

(MW)

Magnitude

(MW)

% of

Installed

Capacity

Duration

(hours)

1. Binary

(20, 20, Grid Cap)
330 29 % 7.9 20.6 47 78.8 % 13.5

2. Binary

(20, 15, Grid Cap)
347 30 % 7.6 18.3 47 78.8 % 13.5

3. Binary

(20, 15, Installed)
343 29.7 % 7.6 20 47 78.8 % 13.5

4. Wavelet 369 39 % 9.3 22.8 47.9 80.3 % 12.5

Table 4.1: Comparing ramp detection methods

It can be seen that the ramp detection using the binary method is extremely sensitive to parameters such
as the magnitude thresholds, the duration thresholds and capacity to be considered. There are no verified
and accepted threshold values for the ramp detection and hence the results are inconsistent. As mentioned
in Section 4.2, a few definitions use duration thresholds which limits the duration of an event which can be
considered as a ramp. With different duration threshold values, the ramp detection fluctuates. The capacity to
be considered varies in literature and as demonstrated, the ramp events detected are sensitive to the capacity
that is considered.

The issue that arises, in this case, is that the installed capacity may fluctuate over time. Additional tur-
bines or solar panels could be installed or current ones improved. With increased installed capacity, a ramp
event that was identified previously would no longer be detected as one, as the capacity has been raised, and
thus the threshold has been increased. When capacity is lowered, on the other hand, due to maintenance,
smaller magnitude ramps are generated, which may be managed by the operator but are mistakenly identi-
fied. However, the difficulty of handling ramps of the same magnitude would be the same in both cases.

The issue of under-detection of ramp events due to overestimating the threshold values in binary defini-
tions as discussed earlier can be noticed by comparing the wavelet method and binary methods. The number
of ramps detected using the binary method is lower compared to the wavelet method for both ramp up and
ramp down events. The wavelet method prevents the under-detection of ramp events by not considering
predetermined thresholds. The largest ramp events are given for all the cases and the largest events are much
the same for both binary and wavelet methods. The total time of the year that the ramp events occur also
depict that the binary definitions detect a lower number of ramp events compared to the wavelet method.
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Up Ramps Down Ramps

Method
No. of

Events

Total

time of

year (%)

Average

Duration

(hours)

Average

Magnitude

(MW)

No. of

Events

Total

time of

year (%)

Average

Duration

(hours)

Average

Magnitude

(MW)

Wavelet 370 39 % 9.3 23.5 369 39 % 9.3 22.8

Wavelet

Significant
76 5.8 % 6.7 11 218 22 % 8.9 24

Table 4.2: Detection with significant method

The significant ramp detection as introduced in Section 4.4 is used in conjunction with the wavelet method
and the results are presented in Table 4.2. The ramp events in the significant method are reduced since a few
are eliminated owing to the same direction of the generation and load during an event. The ramp ups are
reduced considerably as the ramp ups in generation coincide with the ramp up in load which occurs during
the day. The portion of the year covered by ramp up events decreases by around 85% in the case of signifi-
cant ramp events. The ramp downs are reduced but not as much as the ramp ups, since the ramp down in
generation does not coincide regularly with ramp downs in demand.

4.5.2. Selected definition
As previously stated, the wavelet transform method has two distinct advantages over the binary method.
One benefit is that the detection does not rely on arbitrary threshold values, and two, the problem of under-
reporting hybrid wind-PV ramp events becomes less severe.

The wavelet transform requires historical data of the wind and solar irradiation at the site. This data is
easily obtainable and the thresholds can easily be determined statistically. The wavelet-surrogate method is
more elaborate and relatively computationally complex. However, this method yields a better detection of
ramp events than other methods that depend on simpler fixed threshold based definitions.

As discussed earlier, the ramps can be classified based on the behavior of the demand during the occur-
rence of a ramp event. The significant method of detecting ramp events combines both the generation and
demand data to determine the significance of the events. Since the ramp events with the same trend as the
demand would be desirable and need not be removed, this method of detection gives a finer idea on the
events that are of importance to the grid operation.

Considering all the issues presented in this section, the ramp detection with the wavelet method to char-
acterize ramp features of a wind-based hybrid power plant is more suitable compared to basic and binary
methods. The problem of not considering information from the load side, introduced in Section 2.4, for ramp
event definitions is addressed with the significant ramp method. The significant method in combination with
the wavelet method is thus selected as the preferred detection method for wind-based hybrid power plants
in this study.



5
Complementarity

This chapter gives an overview of the complementarity concepts and a comparison of different time scales
and spatial dispersion. Section 5.1 covers the general idea and need for calculating the correlations between
sources. Next, Section 5.2 covers the reduction in variability over a national scale with distributed generation
locations. Further, the complementarity of wind and solar power over different time scales for the reference
case and the nation are presented in Section 5.3. Finally, the complementarity on different time scales and
ramp events are compared in Section 5.4.

5.1. Complementary nature of wind and solar
Wind and solar energy are both intermittent sources with timescales varying from a few minutes to years
due to their reliance on weather conditions, which presents the grid operators with issues [42]. Solar power
follows diurnal and annual patterns that are driven by the movement of the earth around the sun and is
disrupted by cloud coverage. On the other hand, wind energy is dependent on fluctuations in local wind
speeds induced by moving weather fronts [10]. The variations of wind and solar do not follow the same
characteristics and it is possible to attain a partially smoothed total hybrid output generation [9]. In the
future with a significant portion of the energy mix taken up by the wind and solar power, it is important to
study the correlation between different power sources in order to meet the demand and optimize the reserve
generation.

Complementarity in terms of wind and solar generation is the capability of the two sources to compensate
for each other to give put a smoother output. Complementarity can be observed both in time and in space
domains [7]. Temporal complementarity is observed between two or more sources in the same location such
that the sources exhibit periods of availability that are complementary in the time domain. Spatial comple-
mentarity is observed between many sources of generation of the same type or different where the sources
complement each other over a particular area. The lack of a particular source in one region is complemented
by the availability in another region.

Wind-based hybrid power plants aim to increase the overall system reliability and reduced the cost of
energy. The hybrid power plants are based on the principle of exploiting the complementary nature of wind
and solar to provide a comparatively steady output. Hence, an analysis of the complementarity of the wind
and solar is required as presented in section 2.1. The correlation between the two sources is calculated using
the Pearson correlation coefficient. In the case of the hybrid power plant, a negative correlation or an anti-
correlation is desirable as it indicates that the two sources are complementary in nature [43]. The Pearson
correlation coefficient between the data sets of wind (W) and solar (P) is calculated using Equation 5.1

rW i nd PV =
∑n

i=1

(
Wi −W̄

)(
Pi − P̄

)√∑n
i=1

(
Wi −W̄

)2
√∑n

i=1

(
Pi − P̄

)2
(5.1)

45



46 5. Complementarity

5.2. Spatial complementarity
The more spread out the generation units are, the smoother the combined output is. This reduces the require-
ments of reserves, reduces forecast errors and allows conventional plants to run at higher efficiency. Several
studies have concluded that dispersion causes a reduction in variations and increased availability of power
[44] [8]. Increased deployment of renewable energy would improve the system reliability. For wind energy,
the correlation is strong with farms that are nearby and it decreases as the distance increases between the
farms [10]. The weather fronts do not occur and affect the entire nation at the same time and hence, a lower
correlation. Solar power on the other hand is almost consistent throughout the country since solar power is
based on the diurnal pattern of solar energy.

In Figure 5.1a the normalized ramps for each month is shown for both the site and nation scale generation.
It can be seen that the number of ramp events is much lower on the national scale owing to the dispersion of
the wind farms all over the nation which leads to a reduction in fluctuations and hence ramp events.

(a) Normalized ramp counts for nation and site wind generation

(b) Normalized ramp counts for nation and site PV generation

Figure 5.1: Normalized ramp counts for nation and site for every month
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Figure 5.1b gives the normalized ramp events for the solar generation for the scale and the nation genera-
tion. There is not much difference in the ramp events since the solar power follows the same diurnal patterns
on a daily basis and will not vary much over a long region and hence very less reduction in ramp events or
fluctuations will occur.

5.3. Temporal complementarity
Temporal complementarity is a phenomenon when variable sources such as wind and solar have an avail-
ability such that they are complementary in the time domain. The Pearson correlation coefficient is applied
to the data set of the wind and solar at different time scales. The different time scales are looked at with the
hourly totals, the daily totals, and monthly totals of the data. Figure 5.2 gives the variability and correlations
of wind and solar power in the reference site on different time scales. In Figure 5.2a, there exists a strong anti-
correlation or negative correlation of -0.74 for monthly totals of wind and solar power. This suggests that the
sunny months are less windy and similarly the windy months are less sunny. The daily total time scale shows
a weaker yet negative correlation of -0.38. On the hourly scale, wind and solar power have a weak negative
correlation of -0.04. It can be seen from the daily profile in Figure 5.2c that the wind does not follow a strictly
diurnal pattern that the solar follows.

The negative correlations in the monthly, daily and hourly scale suggest that the wind and solar could
even out fluctuations in power on longer scales. However, it is not clear if the fluctuation or ramp events in
smaller time scales of hours can be removed. As mentioned, fluctuations and ramps exist on both diurnal and
seasonal timescales, it is possible to study the seasonal complementarity on both hourly and daily scales. Ta-
ble 5.1 gives the correlation coefficients for each month in both the daily and hourly scales with the daily and
hourly totals. The correlations on the hourly scale are very weak and almost zero. However, the majority of
the daily scale values are not very strong but are still anti-correlated and suggest that sunny days are generally
less windy and windy days are generally less sunny.
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(a) Monthly totals (rW i nd PV =−0.74)

(b) Daily totals (rW i nd PV =−0.38)

(c) Hourly totals (rW i nd PV =−0.04)

Figure 5.2: Variability and correlation coefficients between site wind and solar power on different time scales
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Month
Correlation Coefficient

Hourly Totals Daily Totals

January -0.11 -0.39

February -0.04 -0.42

March -0.05 -0.37

April 0.22 0.13

May 0.19 -0.05

June 0.04 -0.22

July 0.12 -0.39

August -0.02 -0.49

September -0.02 -0.49

October 0.13 0.07

November -0.12 -0.43

December -0.06 -0.38

Table 5.1: Correlation between the hourly and daily totals of wind power and solar power at the site for each month

The same calculations for correlation coefficients are done for national scale wind and solar power data
that is obtained from the ENTSO-E Transparency Platform [37] for the year 2019. A stronger anti-correlation
given in Table 5.2 for the monthly scale exists compared to the site alone implying a stronger complementary
between the wind and solar on the national scale. The hourly correlation for the nation is -0.2 which is weak
but is still stronger than the site hourly correlation value of -0.09.

Time Scale
Correlation

Coefficient

Monthly -0.85

Daily -0.42

Hourly -0.2

Table 5.2: Correlation coefficients between national wind and solar power on different time scales

5.4. Ramps and complementarity
The ramp events occur on different time scales typically ranging from less than an hour up to 15-16 hours. The
hybrid power plants are stated to have a stable power output owing to their complementary nature. However,
the complementarity varies on different time scales and, as presented in Section 5.3, the anti-correlations are
strong only on monthly and less strong on daily scales. The monthly and daily scales are much larger than the
duration of the largest ramp events. Further, on the hourly scale, which would be better suited for studying
the ramps, the correlation is very weak. Figure 5.3 gives the normalized ramp counts for each month with
two cases of the hybrid power plant. The first case is the reference case for the site with 22 MW of wind power
and 38 MW of solar power and the second case is a case with 40 MW of wind and 20 MW of solar power.
Although the installed capacity is the same, the mix is different and hence the number of ramps detected
is different in both cases. The dashed red line gives the correlation coefficient between the wind and solar
at the site. For the two cases, it can be seen that the ramp events follow a general trend where the number
of ramps is higher during the months with a positive correlation and fewer ramps when the wind and solar
are negative. However, in the month of October, the correlation is higher than the previous month and the
ramps are expected to go up in October. This assumption is true in Case 1 with the 22 MW wind and 38 MW
solar where the number of ramps increased from September to October. But in Case 2, the number of ramps
instead decreases. A similar problem occurs in July with case 1.
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Figure 5.3: Correlation coefficients and normalized ramp count for 40 MW Wind and 20 MW PV

The complementarity alone can not perfectly give information on the ramp events that would occur. The
regularity of ramp events does follow the correlations on the hourly scale up to a certain extent. However,
this will not hold well when the hybrid power plant has one major and one minor source of energy. If the
PV capacity would be very low around 2 MW while the wind capacity is 48 MW, the ramp events would be
dominated by wind and the correlation between the wind and solar would be of no importance in predicting
the ramp events in the generation.

Wind and solar power do not fluctuate on the same time scales. Irrespective of the weather conditions,
solar irradiation always increases from zero to high irradiation in a few hours during dawn and decreases to
zero in a few hours at dusk. The wind speeds generally fluctuate over longer time scales unlike the diurnal
fluctuations of solar. Hence, although a negative correlation is seen over a year for different time scales,
the short duration changes in solar power are not balanced by changes of the opposite direction in wind
power. Thus having a high fraction of solar installed capacity as part of the hybrid plant would lead to a
higher number of ramp events.

An evened-out distribution of the generation occurs on a larger monthly scale due to the seasonal be-
havior. Higher wind power is generated during the winter while more solar power can be produced in the
summer. In a hybrid wind-PV plant, the overall availability over the year is higher as the dependency on a
seasonal single source such as only wind or solar is reduced.
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Hybrid Power Plant Sizing

This chapter discusses the many elements to consider during the sizing and selecting the wind-PV mix for
the hybrid wind-PV farm in terms of ramp count, capacity factor, and internal rate of return. The chapter
aims to answer the question of what role the installed wind to PV capacity plays on the ramp events of the
hybrid plant and to determine the impact on the system. The optimal sizing for the hybrid wind-PV plant to
minimize the number of ramps is presented in Section 6.1. The concept of over-planting and its effect on the
ramp events is discussed in Section 6.2. The economic analysis of wind-based hybrid power plant along with
the capacity factor is discussed in Section 6.3. A method of penalizing ramp events and internalizing them in
the economic analysis is introduced in Section 6.4

6.1. Optimal sizing for ramps
The reference site uses 22 MW of wind and 38 MW of solar energy. However, this mix of wind and solar is not
the best in terms of reducing the ramp events. A change in the wind and PV installed capacities is required to
ensure a minimal number of ramps while providing being able to provide the capacity of the grid connection.

Since, this study concentrates on the ramp events in the hybrid power plant, the optimal sizing of the
plant would require the least number of ramp events to occur. As the wind to PV ratio is varied, the total
number of ramps changes since the magnitudes of the changes in power vary. An increase in solar generation
in a scenario with very low solar installed capacity would not be detected as a ramp event owing to its low
magnitude. However, during the same period, a higher installed capacity of PV could be classified as a ramp
up event since the increase in generation would be severe. An increase in generation from solar could add up
to a pre-existing increase in generation from wind turbines and cause a ramp event.

An optimization problem is devised such that the optimal Wind and PV installed capacity is calculated
such that the ramps are minimized. The optimization is carried out with the same wind turbines and PV
panels as presented in Chapter 3. A non-linear optimization problem is designed with an objective function
to minimize the total number of ramp events that occur during the year.

6.1.1. Optimization problem formulation
The formulation of an optimization problem involves defining the objectives and requirements of the project
and translating them into well defined mathematical expressions [45]. The formulation of an optimization
problem includes deciding the objective function, choosing the design or optimization variables and deter-
mining the constraints.
Objective function: minimize the total number of ramp events

The objective of the model is to minimize the total number of ramps that occur over the one year that is
considered in this study given in Equation 6.1. In the objective function, the number of ramps is calculated
using the significant wavelet method that was explained in Section 4.3. The load information for determining
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the significance is taken from the demand for the year 2019. The total number of ramps is given as the sum of
significant ramp up and ramp downs. The significant ramp up count is given by the number of events with a
magnitude above zero after removal of insignificant ramps of the same direction as load. Similarly, the ramp
down count is determined by the number of significant events with a magnitude below zero.

Minimize : Total number of ramps (C apwi nd ,C apPV ) (6.1)

Decision variables
The optimization is free to optimize the sizing of the hybrid power plant that is the wind and PV capacities.

The decision variables are the wind installed capacity (C apwi nd ) and the PV installed capacity (C apPV ). The
decision variables are bounded by a minimum and a maximum capacity value given in Equation 6.2.

0 ≤C apwi nd ≤C apwi nd ,max ,
0 ≤C apPV ≤C apPV ,max

(6.2)

Power flows and curtailment
The total installed capacity of the hybrid power plant is given by Equation 6.3. The total power generation

from the hybrid power plant at any instance of time, t , is given in equation 6.4 where the wind power and PV
power are calculated as the product of the respective installed capacities and the generation per MW of the
units at the time. The power generation is capped at the grid capacity as given in Equation 6.5 and the rest is
curtailed.

C aptot al =C apwi nd +C apPV (6.3)

Ptot al (t ) = Pwi nd (t )+PPV (t ) (6.4)

Pcur t ai l = Ptot al −Pg r i d cap (6.5)

Grid connection
Given that the hybrid plant’s grid connection is expected to be fixed, the sum of the two variables (Installed

Capacity of the farm) must be greater than or equal to the grid capacity and may not exceed 100 MW.

Ptot al ≥ Pg r i d cap (6.6)

6.1.2. Optimization results
The optimization model is programmed in MATLAB programming language using the fmincon function from
the optimization toolbox. The C apwi nd ,max and C apPV ,max values for the optimization are taken as 100 MW.
As discussed in the reference case, the grid connection is considered to be 50 MW.

The significant wavelet method gives an optimal with wind capacity of 50 MW and PV capacity of 0 MW.
The ramp events with wind energy only are limited to extreme events and are typically not so frequent. How-
ever, the solar ramps are frequent, steep and repetitive almost daily and hence result in a higher number of
ramp events. Thus the solution prefers a complete filling of the grid capacity with wind energy.

6.1.3. Sensitivity of results
This subsection will detail the procedure that is used to check the sensitivity of the results to different con-
ditions. The method consists of performing a series of optimizations with different constants and different
method of ramp detection.

• Varying constants

The optimization process is repeated with changed grid capacity values to check if the optimization
model still prefers the filling of the grid connection with only wind energy. A grid connection of 30 MW
and 100 MW are tested in the same model. The solutions in both cases give a wind capacity that fills
the grid connection with solar capacity as 0 MW.
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• Ramp detection method

The ramp detection method for the total number of ramp events is changed and checked with the
significant binary method, wavelet method and binary method. The solutions in all the cases prefer
the grid capacity to be filled by wind turbines.

6.2. Over-planting
The study’s reference case is based on the Haringvliet Energy Park, which has a grid connection or grid capac-
ity of 50 MW. That is, the farm is expected to provide a maximum of 50 MW at any given time, with any extra
power being curtailed or stored in batteries. Battery storage will be discussed in subsequent chapters. Over-
planting is a strategy in which surplus generation sources such as wind turbines or solar panels are installed
in the farm in excess of the grid capacity. This is done to increase generation during periods of low wind and
low irradiation by adding more generation units. Over-planting with wind or solar energy may be a possible
approach for enhancing the use of the electric infrastructure [46].

The optimal mix of wind and PV from Section 6.1 is taken as the base and two scenarios are considered,
one over-planting with wind turbines and the second with PV over-planting. The overall ramps are examined
first, followed by the individual ramp up and ramp down events.

The hybrid power plant is over-planted with wind and solar in two scenarios from 0 MW to 20 MW with
steps of 0.5 MW. Figure 6.1 depicts the normalized number of ramps detected with the significant wavelet
method at each step for both the wind and solar over planting scenarios. As seen in the blue line, the variation
in the number of ramps is quite small and rather consistent in the wind over-planting scenario.

This can be attributed to the fact that since a major fraction of the base sizing is wind, the wind over-
planting does not result in major changes in the overall profile of the generation. Above the grid capacity,
the generation is either curtailed or stored. No new ramp events are added to the generation. On the other
hand, the number of ramps increases considerably with the increase in PV over-planting. The addition of PV
through over-planting introduces new ramps in the generation and as the capacity increases, the magnitude
of the changes increases.

Figure 6.1: Number of significant ramp events with over-planting

Figure 6.2 gives the ramp up and down events with both the over-planting scenarios. In the wind scenario,
as discussed previously only a few new ramps are introduced or old ramps are removed with over-planting
and hence the number of ramp ups and downs is stable.
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In the PV scenario, the number of up ramps decreases slightly with increasing PV installed capacity. The
solar compensates for a few ramp ups in wind by filling up the gaps. The ramp up events due to PV coincide
with the increase in load during the day and are no longer considered significant as discussed in 4.4.

The down ramps however increase with the increase in PV over-planting. The magnitudes of the power
drops in generation increase as the over-planting increases and hence more ramp down events are detected.
A majority of these ramp down events due to PV generation do not coincide with the decrease in load and
hence are classified as significant ramps.

Figure 6.2: Number of significant ramp up and ramp down events with over-planting

6.3. Economic analysis

Over-planting results in an increase in the energy park’s capacity factor. A commonly discussed advantage of
hybrid power plants is the higher yearly capacity factor [47]. Any generation that exceeds the grid capacity is
curtailed and/or stored, and so the capacity factor is defined as the ratio of annual energy production (AEP)
to the product of grid capacity and the number of hours in a year, as specified in Equation 6.7.

Capacity Factor = Annual Energy Production (MW h)

Pg r i d cap (MW )× Time (h)
(6.7)

In the case of over-planting, the numerator, AEP of the energy park increases while the denominator re-
mains the same since the grid capacity is fixed at 50 MW. This trend can be noticed in Figure 6.3 as the capacity
factor increases as the farm is over-planted with either wind or solar up to 100 MW of rated capacity of the
hybrid power plant. The increase in capacity factor for wind over-planting is higher than solar over-planting.
Over-planting with wind would mean a more efficient utilization of the grid connection point in terms of
capacity factor or the annual energy yield.
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Figure 6.3: Capacity factor and IRR for over-planting with wind and solar

Internal rate of return (IRR) is a financial metric used to estimate the profitability of future investments when
external factors are excluded. IRR is the discount rate at which the investment’s net present value (NPV)
of all cash flows equals zero. The IRR is determined using the NPV calculation specified in Equation 6.8. Ct

denotes the net cash inflow for the year t, whereas C0 denotes the total investment costs. IRR is popularly used
for comparing the profitability of different projects. Investors can determine the estimated rate of return on
a project by performing this calculation.

0 = NPV =
T∑

t=1

Ct

(1+ I RR)t −C0 (6.8)

Figure 6.3 depicts the normalized IRR that is calculated for the two scenarios of over-planting with wind
or solar. A period of 20 years is assumed as the lifetime of the plant and IRR is calculated for the lifetime. The
initial total investment cost is calculated as a sum of the total capital for turbines, capital for PV panels, the
balance of system, and the grid connection tariff. The turbine costs are taken as €1300 per kW [48], PV capital
cost of €750 per kW [49], connection tariff of €1.5m [50]. The same annual energy production and electricity
price is assumed for the lifetime of the plant. The electricity price for the year 2019 is obtained from the
ENTSO-E transparency platform [37].

It can be noticed that in both cases the IRR drops with over-planting however the drop is much higher
and noticeable in the wind over-planting case. For a capacity factor of 0.5, the normalized IRR for wind over-
planting is seen as 0.68 while for the same capacity factor, the solar over-planting normalized IRR is 0.88. This
can be attributed to the excess curtailment of power with wind over-planting during times of high wind.

The wind power at higher wind speeds adds up to the existing power which has already hit the maximum
value, grid capacity, at the same time period. The solar over-planting case fills up the gaps in generation with
wind energy. Solar over-planting results in better utilization of the sources in terms of returns. Comparing
the capacity factor and IRR changes with over-planting with either solar or wind, it is evident that although
the increase in capacity factor is lower with solar, the drop in IRR is slower than with wind over-planting.
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6.4. Economic analysis (with ramps)
A grid code is a technical specification that specifies the criteria that must be met by a generating unit con-
nected to a public electric grid in order for the system to operate safely, securely, and economically. Certain
grid codes restrict the rate of change of active power from the plant by mandating maximum ramp up and
ramp down rates [51]. At the moment, grid codes have no specific regulations on the ramp rates of wind-PV
hybrid power output. However, the power ramp rates for wind and photovoltaic output in many grid codes
are commonly set to 10% to 20% of rated power per minute, which can be considered a reference for hy-
brid power plants. For the Netherlands, the maximum active power gradient is 20% of the rated capacity per
minute [52].

However, these ramp rate limits are based on a short time scale (minutes) and are implemented in order
to prevent large voltage steps and in-rush current during wind farm startups and shutdowns. The restrictions
are not intended to control the ramp events that occur during the operation of the farm which are of interest
in this study. The current ramp events caused by renewable energy sources on a national scale are minor and
easily adjusted by controllable generating units. The issue of ramps will become considerably more critical
in the future, as variable renewable energy sources will replace the majority of conventional generating units.

New restrictions on the ramp events in generation need to be introduced for the future with the intent
to alleviate the impact of the power fluctuations caused by the variable nature of wind and solar energy. An
incentive could be introduced by the system operators or included in the grid codes in order to encourage
energy producers to control the severity of ramp events.

As part of this study, a simple penalty function based on the magnitude of the ramp is introduced. Ini-
tially, the ramp events are detected in the power signal for both the over-planting scenarios discussed in the
previous sections. A penalty price with the units €/ MW is selected and multiplied by the magnitude of each
of the ramp events. The total penalty for the year is calculated as a sum of all such individual penalties for
both ramp up and ramp down events as given in Equation 6.9 where RMi is the ramp magnitude.

Total Penalty =
n∑

i=1
Penalty Price ∗RMi (6.9)

The total penalty is internalized in the IRR calculations from the previous section for the two scenarios
of over-planting. The total penalty is included in the yearly costs while calculating the IRR of the hybrid
power plant. Figure 6.4 gives the IRR with the ramp penalties internalized for the over-planting scenarios
considering a penalty price of €200 per MW. It can be seen that the IRR with the wind over-planting decreases
with almost the same slope as earlier since the number of ramps does not change much. However, in the
solar over-planting scenario the IRR decreases at a faster rate than when the penalties are not internalized.
This behavior can be attributed to the increasing ramp events with solar planting. Yet the IRR decrease for
solar is still slower and favorable over over-planting with wind after penalizing ramps. At a capacity factor of
0.5 given by the blue and red stars, the IRR for wind is lower than the IRR for the solar over-planting.
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Figure 6.4: IRR for over-planting with penalized ramps

With different penalty prices for the ramp events, the IRR calculated with the internalized ramp costs
changes. There will be a driving price of the penalty that determines the selection of over-planting with either
wind or solar. For example at the capacity factor of 0.5, a penalty price of €300 per MW or higher would cause
the IRR for the solar over-planting case to be lower than the IRR for the wind over-planting as shown in Figure
A.4. Hence by internalizing the ramp event costs by giving them an economical value, the sizing decisions of
the hybrid power plant are influenced.





7
Battery Storage

This chapter describes the control for the battery storage component to reduce the ramp events in the hybrid
power plant. The objective of this chapter is to develop insights into how the inclusion of battery storage in
wind-based hybrid power plants affects ramp events. Firstly, the optimization problem for the battery charging
and discharging is presented in section 7.1. Next, the battery functionality with the hybrid wind-PV power
plant for a period of 10 days is presented in section 7.2. Finally, the utility of a battery storage system to
remove ramp events is discussed in Section 7.3.

Previously, it was determined that combining solar or over-planting with solar power capacity would in-
crease the number of ramp events in the generation. As a result, while wind and solar complement each
other on different scales, solar power generates greater ramps in a wind-based power plant. Currently, the
ramp events are not penalized and the producers have no incentive to reduce ramps. However, were this to
change in the future, the inclusion of battery storage would provide opportunities to increase the revenue.
Battery storage can be controlled by the users and can be used to reduce the ramp events in the generation,
unlike solar power which can not be controlled.

The storage technology considered in this study is a Li-ion battery based on the 42.2 kWh BMW-i3 battery
shown in Figure 7.1 which is identical to the battery used in the electric cars. The battery capacity is 120 Ah
while the nominal voltage of the battery is 352 V [53]. The battery is considered as a one-hour battery, that is
it can charge from zero to maximum capacity or discharge from maximum capacity to zero within a period of
one hour. Many such battery packs are combined to make up the battery system of the hybrid power plant.

Figure 7.1: BMW i3 42.2 kWh Battery [54]
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7.1. Optimization of the battery control strategy for ramps
In this study, a simple methodology is presented to show the functionality of a battery storage system which
is used primarily to reduce the ramp events in the generation. The battery control for the hybrid power plant
is computed through an optimization problem defined to reduce the intensity of the ramp events as well as
smoothen the output generation to the grid.

The operation of the battery is mainly focused on the reduction of the ramp events through charging
and discharging of the battery. The wind and solar generation from the power plant are summed up and
the total hybrid generation is taken in as the input for the optimization. Figure 7.2 gives an outline of the
battery integrated hybrid power plant model. The demand information from the grid in order to predict
the significant ramp events is also taken as an input for the battery optimization. The battery is charged
or discharged based on the predicted information of the wind power, solar power as well as demand. The
battery energy can also be further designed to participate in the balancing market as a source of revenue
other than reducing the ramps. A nonlinear optimization problem is defined to minimize the change in
magnitude between two consecutive time intervals while satisfying the constraints of eliminating significant
ramp events.

Figure 7.2: Battery integrated system model

7.1.1. Objective: minimize the magnitude change
The objective function of the optimization problem is to minimize the magnitude change in the power be-
tween two consecutive time intervals from the total generation. The objective function is given by Equation
7.1 where f (x) gives the magnitude change between the power at point i +1 and i . This objective function
is defined such that the total power profile after the use of a battery storage system is smoother and consists
of comparatively lesser power fluctuations. The objective function is normalized by dividing the optimized
output over the original power magnitude change in the power generation without battery storage.

Minimize : f (x) = |(P (i +1)−x(i +1))− (P (i )−x(i ))|
|P (i +1)−P (i )| (7.1)
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7.1.2. Decision variables
The decision variable in this optimization is the battery power that is either being charged or discharged at
each time interval denoted by xi . The battery power is bounded by the maximum and minimum power that
can be put in or removed from the battery given in Equation 7.2. The maximum depends on the nominal
energy of the battery in MWh and the time it takes to completely charge or discharge the battery. Similarly,
the minimum power is the same value with a negative direction.

xmi n ≤ xi ≤ xmax (7.2)

7.1.3. Constraints
The optimization is bound by constraints in order to maintain the energy being charged or discharged within
the limits with the maximum and minimum state of charge as mentioned in Section 3.3. The state of charge
constraint is given by Equation 7.3 such that the SOC has to lie between SOCmi n and SOCmax .

SOCmi n ≤ SOCi ≤ SOCmax (7.3)

The SOC is calculated through the battery energy that is either charged E c
i+1 or discharged E d

i+1 from
the battery given by Equations 7.4 and 7.5. The state of charge is calculated as the energy being charged or
discharged over the nominal energy of the battery. Hence the battery power x which is the decision variable
needs to satisfy the SOC constraints. Further, in the case that the generation is above the grid capacity and the
SOC has not reached its maximum value, the excess power beyond the grid capacity is charged in the battery.

E c
i+1 = Ei + xi ηc

4∗Enom
(7.4)

E d
i+1 = Ei − xi

4∗Enom ηd
(7.5)

The ramp event constraints are given such that the ramp events that occur in the initial generation are
either eliminated or the magnitude is reduced by the charging or discharging of the battery. The event de-
tection in this study is done with the significant binary method since the iterations for the optimization with
wavelet methods are not computationally feasible. The ramp event constraint is given in Equation 7.6, where
RM is the event magnitude given as the difference between the power at the end and start time of the ramp
event. The ramp definition of 20% of the grid capacity is used as the definition for the binary ramp detection
method. The power with the battery model is given as G which is equal to the battery power x subtracted
from the original generation P and hence the events are detected on this power signal. The events are de-
tected using the optimized swinging door algorithm or the OpSDA discussed in 4.2.2.

The event magnitude RM is calculated as the difference in power between the end time and start time of
the event as given in Equation 7.7. The constraint on the event magnitudes requires the optimized generation
to not consist of events of greater than 20% of the grid capacity as given in Equation 7.6. Since the generation
is variable, there would be changes in magnitude above the 20% that occur over a longer time duration such
as a day. These events would cause the constraint to be violated. Hence, the events shorter than 15 hours
are considered events of importance to calculate the magnitudes. A duration of 15 hours is chosen as the
maximum since the largest ramps seem to occur in the order of 12 - 14 hours as seen in Table 4.1.

The ramps are detected using the significant binary definition and the load information from the grid is
taken as well for determining the significance of the event. The events that are considered are the events
that occur with the opposite trend to the load at the same interval and hence significant and the correlation
coefficient rG L between the generation and load is less than 0.

RM < 20% Pg r i d cap (7.6)

RM = |GR,end −GR,st ar t |
where,

RD = tend − tst ar t ≤ 15h

rG L =
∑Tend

i=Tst ar t

(
Gi −Ḡ

)(
Li − L̄

)√∑Tend
i=Tst ar t

(
Gi −Ḡ

)2
√∑Tend

i=Tst ar t

(
Li − L̄

)2
< 0

(7.7)
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7.2. Battery functionality

The optimization is carried out for the reference site of the Haringvliet energy park used in the previous sec-
tions. A wind capacity of 50 MW and solar capacity of 30 MW is taken as an example to better depict the
ramp events and the operation of the battery. A one-hour battery storage system of 50 MWh is considered in
this section. The maximum and minimum battery power of the battery system is 50 MW and -50 MW. The
SOCmi n and SOCmax are taken as 20% and 100%.

Figure 7.3 gives the functioning of the battery storage system strategy to remove ramp events in the gen-
eration for a period of 10 days. The blue curve gives the original generation without the battery. It can be
seen that there are sudden changes in magnitude on days 4 and 5 for example. On days 8 and 9, the gener-
ation is more than the grid capacity of 50 MW and in the case without the battery system, the excess energy
would have to be curtailed. The black curve gives the optimized generation with the battery system. It can be
noticed that the new power signal is much smoother and has fewer fluctuations in the signal. On day 3, the
sudden changes in power are caused by the solar generation with possible interruption by clouds. This event
is smoothened out and the sudden fluctuations are eliminated through the usage of the battery. Figure 7.4
gives the SOC of the battery system for the 10 day period. The state of charge varies between the minimum
and maximum SOC values based on whether the battery is being charged or discharged. In this procedure, a
perfect prediction of the wind and solar resources is assumed to plan the battery strategy.

Figure 7.3: Hybrid power plant output with and without battery
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Figure 7.4: State of charge of the battery

Significant ramp events in the original generation are given in Figure 7.5 such that ramp ups occur on days
3 and 4 while ramp downs occur on days 2, 3 and 4. In the new power signal with battery, the ramp up event
and ramp down event on day 2 are eliminated by charging the battery during the events. The magnitude
of the ramp up event on day 4 is reduced such that it is under the threshold value. The ramp down events
on days 2 and 4 are spread out over a longer duration of almost a day. These events would no longer be
significant owing to the longer duration. The ramp detection is run again on the new power signal and the
number of ramps detected is zero. As a result, the battery smooths the power output while removing the ramp
occurrences in the power signal.
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Figure 7.5: Significant ramps in the 10 day period

In the earlier case, the information of the entire 10 day period is assumed to be available perfectly to plan
the battery charging and discharging. Figure 7.6 illustrates the battery included hybrid generation where
only the daily information is available. The battery control strategy is such that the ramp events and fluctu-
ations are removed on a daily scale. This method removes the ramp events by tending to flatten the output
when possible. However, this causes ramp events between each day in a duration of less than one hour. In
this strategy, the output tends to be flatter which may also be beneficial for selling the energy in electricity
markets.

Figure 7.6: Battery operation with daily information
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In order to validate the optimization model, the battery sizing is changed to 1000 MWh. The resulting
total generation signal with the battery is a flat curve over the time period that is considered. This is expected
since the battery sizing gives the freedom to charge and discharge all the energy such that the power changes
are tending towards zero and the ramp events are completely eliminated.

7.3. Ramp mitigation with batteries
The magnitudes of the ramp events are reduced or the events are spread out over a longer time to eliminate
the significant ramp events using the battery. The functionality of a simple battery strategy to eliminate ramp
events is presented in Section 7.2. The model is based on several assumptions and simplified calculations.
However, it can be summarized that a battery system could be used in a wind-based hybrid power plant
in order to alleviate the effect of fluctuations and ramp events. In the case without the battery system, the
generation above the grid connection is curtailed.

If the grid connection of the hybrid power plant is filled with wind energy and over-planted with solar ow-
ing to the better IRR, there will be many instances when the solar generation adds up to the wind generation
which is at its rated generation. The excess solar generation in such cases can be stored in the battery and
discharged in the future to deal with the ramp events. Furthermore, the over-planting with solar energy could
be replaced by a storage system. Since the ramp events as presented earlier increase with the share of solar
power, removing or reducing the installed solar capacity and replacing it with storage could be more effective
in terms of reducing ramp events.





8
Conclusions

8.1. Summary and Discussion
This research investigated how to best characterize ramp events caused by electricity generation from a wind-
based hybrid power plant and used the findings to study the impact of system design with respect to ramp
mitigation and profitability considering solar and/or batteries to form the hybrid. The detection of ramp
events is a challenge in terms of determining how to distinguish ramps from incoherent fluctuations in the
power. Several methods of characterizing the ramps based on the magnitudes and duration were explored.
Adopted from Bedassa et al. [33], a method employing wavelet transforms to obtain surrogate models for
detecting ramp events was used, developed further and applied in this research. The main findings are sum-
marized in the following:

• Owing to the dependency on the ramp definitions, which are varying throughout literature, and the dis-
advantages of calculating thresholds as a percentage of the capacity, it was shown that binary ramp def-
initions are very case dependent in their usefulness and lead to under-detection. The wavelet method,
on the other hand, uses statistically determined threshold values to extract ramp events and the prob-
lem of under-detection is reduced.

• The method of significant ramps, proposed here, helps to identify which ramp events are of importance
and which ramp events would be much less disruptive and may be ignored. The proposed "significant
wavelet ramp method" is, hence, selected as the metric to characterize ramp events of a wind-based
hybrid power plant.

• It was shown that the anti-correlation of wind and solar resources alone does not yield complete infor-
mation on ramp events. It is necessary to have complementarity (or anti-correlations) at shorter time
resolutions such as 15 minutes or an hour. A seasonal anti-correlation may be beneficial for national
system adequacy, but not for daily ramping events.

• In order to minimize the ramp events, it is preferred to fill up the grid capacity with wind power as solar
power would cause additional ramps. In the wind over-planting case, very few new ramps are detected
whereas with solar over-planting the number of new ramps increases significantly as the solar capacity
increases.

• The capacity factor in both over-planting cases increases with wind having a faster increase while the
IRR drop is less steep in the solar over-planting case. The analysis shows that the choice of wind or solar
over-planting could be driven by a penalty price that internalizes the ramp events.

• Compared to solar over-planting, the inclusion of a battery control strategy to reduce the ramp events
could be more effective and/or more economical.
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The main objective of the research was to characterize the ramping behavior and system impact of wind-based
hybrid power plants. The complementarity analysis of the site alone is not sufficient to promise a smoother
output from the wind - PV power plants which is often assumed in the literature. The significant wavelet
method of extracting ramp events results in the most conclusive characterization of the ramp events in the
hybrid power plant. For a future with a high market share of variable renewable energy sources, it is recom-
mended to consider the demand information while defining ramps events. More importance must be given
to the power ramp events either through penalizing ramps or having stricter grid codes as the ramp events
become more frequent and threatening. Unless ramp events are handled through storage systems, it will be
challenging to phase out the dependence on conventional generation units. The ramp events need to be con-
sidered during the initial sizing and development with possible inclusion of a ramp-reducing battery strategy.
A comprehensive study of ramp events in hybrid power plants is helpful in understanding the importance of
reducing and handling ramp events for both the system operator as well as the producer.

8.2. Recommendations
This research provides insight into the characterization of ramp events and the impact of the ramp events
on the system design. However, there are several limitations to the methods used which are discussed in this
section.

• The analysis is considered on a single location and the results could vary for a different site where the
anti-correlation is very strong or weak. It is recommended to perform further studies for locations with
different conditions.

• The scoring of the significance of the ramp events is achieved primarily on the sign of the correlation of
the generation and load during the occurrence of the event. Different significance could be given to dif-
ferent ramps based on the severity by scoring the correlations. For future research, it is recommended
to incorporate this method of discriminating different ramp events.

• The penalty cost due to ramp events included in the yearly costs is based on a constant price which
is multiplied by the magnitude of the ramp. In future research, a dynamic penalty can be introduced
which changes based on both the magnitude as well as the duration of the ramp event.

• The battery model for reducing the ramp events is based on crude calculations as this was sufficient to
demonstrate the possible utilization of a storage system in alleviating the effect of ramp events. More
detailed modeling of the battery with this strategy is recommended for future research. It was also
assumed that the battery would not provide any balancing or ancillary services. The balancing and
ancillary services market could be an added source of income for the hybrid power plant. Therefore,
developing a battery capable of performing balancing functions would be an intriguing subject for fu-
ture research.

• The wind, solar and demand data used for the analysis are for a single year for 2019. This information is
sufficient to compare different ramp definitions and detection methods but the same data is assumed
for the lifetime of the plant in the IRR analysis. Further, the electricity prices are taken for a single year.
This method excludes the possible increase or decrease in prices in the future due to the increased
market share of variable renewable energy. Therefore more extensive modeling of the future prices and
weather conditions is recommended for future study.

This research shows the methods to detect ramp events and analyze the impacts on the system sizing and
decisions. It provides a valuable method of significant ramp detection that could be used for any type of
variable renewable generation. The work introduces possible economic value to the reducing ramps in the
production which would be helpful to the system operator and ultimately the reliability of the grid.
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A
Appendix

A.1. Daily average profiles at reference site

Figure A.1 and A.2 give the average daily profiles for each month of the year for the reference site. As men-
tioned in Section 3.4, it can be clearly seen that wind speeds in the winter months are higher while the solar
irradiance is low.

Figure A.1: Monthly average wind profiles
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Figure A.2: Monthly average solar profiles

A.2. National wind and solar correlation
Table A.1 gives the correlations between the national wind and solar power on the hourly and daily scale. It
can be noticed that there exists a week negative correlation on an hourly scale while the daily totals have a
strong negative correlation.

Month
Correlation Coefficient

Hourly Totals Daily Totals

January -0.16 -0.47

February -0.23 -0.49

March -0.15 -0.35

April -0.03 0.41

May -0.16 -0.36

June -0.09 -0.24

July -0.03 0.04

August -0.06 -0.32

September -0.16 -0.49

October -0.13 -0.16

November -0.14 -0.42

December -0.06 -0.16

Table A.1: Correlation between the hourly and daily totals of national wind power and solar power for each month

Figure A.3 gives the variability and correlations of wind and solar power of the nation on different time
scales. In Figure A.3a, there exists a strong anti-correlation or negative correlation of -0.85 for monthly totals
of the wind and solar power. The daily total time scale shows a weaker yet negative correlation of -0.42. On
the hourly scale, the wind and solar have a weak negative correlation of -0.2.
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(a) Monthly totals (rW i nd PV =−0.85)

(b) Daily totals (rW i nd PV =−0.42)

(c) Hourly totals (rW i nd PV =−0.2)

Figure A.3: Variability and correlation coefficients between national wind and solar power on different time scales
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A.3. Economic analysis
Figure A.4 depicts the IRR with the ramp penalties internalized for the over-planting scenarios with a penalty
price of €300 per MW. It can be seen that at the capacity factor of 0.5 the IRR for the solar over-planting case
is lower than the IRR for the wind over-planting. The solar over-planting in this case becomes less favourable
as the penalty price goes beyond this tipping point.

Figure A.4: IRR for over-planting with penalized ramps with 300 €/MW
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