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SUMMARY

AC power transformers are one of the most sophisticated technologies in electrical
engineering. However, they have some drawbacks facing volume-sensitive or
weight-sensitive applications and energy conversion situations. The solid-state
transformer is a promising power electronic technology that can solve the requirements
of these applications. It utilizes power electronics and medium frequency (MF)
transformers to achieve high power density and multiple functions in energy
conversion. With the development of semiconductor switches, it is possible to handle
medium voltage in the MF range (1kHz to 1MHz). Therefore, as an essential part of
solid-state transformers, medium voltage high power medium frequency transformers
require validated tools to model and optimize their design, which is the goal of this
thesis. There are several challenges in designing such transformers. They include
multiphysics models, Litz wire models, insulation design and design optimization,
which are addressed in the thesis.

Multiphysics Models
Modelling MF transformers involves multiple physics, which are coupled to varying

degrees. It is difficult and time-consuming to solve the full-coupled fields. Therefore, it
is necessary to simplify the problem. This thesis focuses on the magnetic, electric and
thermal fields, and decoupled models are utilized. Several commonly used models are
summarized and compared. A 2D winding loss model is proposed based on analysing
eddy currents in round conductors. This model considers the interaction between eddy
currents and improves the accuracy of winding loss calculation. Besides, a
two-dimensional circle boundary element & analytical coupled method is developed
for linear media. The suitable shape of the boundary element and the analytical
solution for the inside domain leads to a significantly smaller number of elements and
faster computational speed compared to 2D FEM. This model can be applied to the
quasi-static magnetic, static electric field and heat conduction, which shows good
potential for modelling the MF transformers.

Litz Wire
In MF applications, eddy current is an important source of loss. Litz wires are widely

used to reduce the impact of eddy currents. Through twisting, Litz wires can
dramatically reduce the proximity effect losses and average the current distribution in a
certain frequency range. However, it is difficult to achieve perfect twisting in practice,
which makes the current distribution become an unknown variable. Due to the
complex structures, accurate fast modelling of Litz wires is a challenge. This thesis
proposes two Litz wire models that are able to calculate the current distribution. Both
models show good accuracy and fast computational speed compared to 3D finite
element models (FEMs). The method coupling the Litz wires and the winding models is

xxv
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also investigated. The key idea of the homogenization technique is adopted, and the
method is validated through measurements.

Insulation Design
In solid state transformers, the stresses applied to the insulation are generated by

the semiconductor switches. It has several features, including kHz frequency,
non-sinusoidal waveform, and high steepness. These features can degrade the
behaviour of the insulation compared to AC stress, and the impacts are not
quantitatively concluded. It makes the insulation design a problem. In this thesis,
typical insulation failures in air-solid insulation are tested at various frequencies. The
insulation coordination requirements in related standards are summarized. Based on
the standards and literature, an insulation structure and a design field selection method
for the medium voltage (MV) MF transformers are provided, along with several key
points in the design process.

Design Optimization
Design optimization can help improve the performance of MF transformers.

Transformer design is a non-linear and non-convex problem comprising continuous
and discrete variables. There are various optimization function formats and
optimization techniques. However, no specific combination shows clearly superior
performance. In the thesis, the combination of particle swarm optimization and the
linear objective function is used to optimize the efficiency and power density of MF
transformers. A MF transformer design is selected from obtained possible designs
based on the efficiency, power density and safety margin for thermal stability. The
estimated parameters based on the final design are given and validated through 3D
FEM.

This thesis studies the modelling and optimization of medium voltage high power
medium frequency transformers. The thesis proposes and validates several new models
and methods to achieve accurate and fast modelling. An effective design optimization
procedure is built and validated. Several recommendations for future work are
suggested.



SAMENVATTING

AC-voedingstransformatoren zijn een van de meest geavanceerde technologieën in
de elektrotechniek. Ze hebben echter een aantal nadelen bij volume- of
gewichtsgevoelige toepassingen en energieomzettingssituaties. De solid-state
transformator is een veelbelovende vermogenselektronische technologie die de
vereisten van deze toepassingen kan oplossen. Het maakt gebruik van
vermogenselektronica en middenfrequentietransformatoren (MF) om een hoge
vermogensdichtheid en meerdere functies in energieomzetting te bereiken. Met de
ontwikkeling van halfgeleiderschakelaars is het mogelijk om middenspanning te
verwerken in het MF-bereik (1kHz tot 1MHz). Daarom hebben middenspanning
hoogvermogen middenfrequentietransformatoren, als een essentieel onderdeel van
solid-state transformatoren, hulpmiddelen nodig om hun ontwerp te modelleren en te
optimaliseren, wat het doel is van dit proefschrift. Er zijn verschillende uitdagingen bij
het ontwerpen van dergelijke transformatoren. Deze omvatten multifysische modellen,
Litz-draadmodellen, isolatieontwerp en ontwerpoptimalisatie, die in dit proefschrift
worden behandeld.

Multifysische modellen
Bij het modelleren van MF transformatoren komen meerdere fysische aspecten

kijken, die in verschillende mate gekoppeld zijn. Het is moeilijk en tijdrovend om de
volledig gekoppelde velden op te lossen. Daarom moet het probleem vereenvoudigd
worden. Deze dissertatie richt zich op de magnetische, elektrische en thermische
velden en er worden ontkoppelde modellen gebruikt. Verschillende veelgebruikte
modellen worden samengevat en vergeleken. Er wordt een 2D wikkelverliesmodel
voorgesteld op basis van de analyse van wervelstromen in ronde geleiders. Dit model
houdt rekening met de interactie tussen wervelstromen en verbetert de
nauwkeurigheid van de berekening van het wikkelverlies. Daarnaast is een
tweedimensionale cirkelrandelement- en analytische gekoppelde methode ontwikkeld
voor lineaire media. De geschikte vorm van het randelement en de analytische
oplossing voor het binnenste domein resulteren in aanzienlijk minder elementen en
een snellere berekeningssnelheid vergeleken met tweedimensionale
eindige-elementenmethoden (FEM). Dit model kan worden toegepast op
quasi-statische magnetische velden, statische elektrische velden en warmtegeleiding,
wat goede potentie biedt voor het modelleren van middenfrequentie transformatoren.

Litzedraad
In MF-toepassingen is wervelstroom een belangrijke bron van verlies. Litzedraden

worden veel gebruikt om de invloed van wervelstromen te verminderen. Door te
twisten kunnen Litz draden de nabijheidseffectverliezen drastisch verminderen en de
stroomverdeling in een bepaald frequentiebereik gemiddeld maken. In de praktijk is
het echter moeilijk om een perfecte verdraaiing te bereiken, waardoor de
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stroomverdeling een onbekende variabele wordt. Vanwege de complexe structuren is
het nauwkeurig en snel modelleren van litze draden een uitdaging. In dit proefschrift
worden twee Litz-draadmodellen voorgesteld die de stroomverdeling kunnen
berekenen. Beide modellen hebben een goede nauwkeurigheid en een snelle
rekensnelheid in vergelijking met 3D eindige elementen modellen (FEMs). De methode
om het Litz-draadmodel in het wikkelmodel op te nemen wordt ook onderzocht. Het
sleutelidee van de homogenisatietechniek wordt toegepast, en de methode wordt
gevalideerd door metingen.

Isolatieontwerp
In halfgeleidertransformatoren wordt de spanning op de isolatie opgewekt door de

halfgeleiderschakelaars. Deze heeft verschillende kenmerken, waaronder een kHz-
frequentie, een niet-sinusvormige golfvorm en een hoge steilheid. Deze eigenschappen
kunnen het gedrag van de isolatie verslechteren in vergelijking met
wisselstroomspanning en de gevolgen zijn niet kwantitatief vastgesteld. Dit maakt het
isolatieontwerp tot een probleem. In dit proefschrift worden typische isolatiefouten in
luchtvaste isolatie getest bij verschillende frequenties. De eisen voor isolatiecoördinatie
in gerelateerde normen worden samengevat. Op basis van de normen en literatuur
worden een isolatiestructuur en een selectiemethode voor ontwerpvelden voor
middenspanningstransformatoren (MV) MF gegeven.

Optimalisatie van het ontwerp
Ontwerpoptimalisatie kan de prestaties van MF-transformatoren helpen

verbeteren. Transformatorontwerp is een niet-lineair en niet-convex probleem dat
bestaat uit continue en discrete variabelen. Er bestaan verschillende
optimalisatiefunctieformaten en optimalisatietechnieken. Er is echter geen specifieke
combinatie die duidelijk betere prestaties levert. In dit proefschrift wordt de
combinatie van deeltjeszwermoptimalisatie en de lineaire objectiefunctie gebruikt om
het rendement en de vermogensdichtheid van MF transformatoren te optimaliseren.
Een MF transformatorontwerp wordt geselecteerd uit verkregen mogelijke ontwerpen
op basis van het rendement, de vermogensdichtheid en de veiligheidsmarge voor
thermische stabiliteit. De geschatte parameters op basis van het uiteindelijke ontwerp
worden gegeven en gevalideerd met behulp van 3D FEM.

Deze dissertatie bestudeert de modellering en optimalisatie van middenspanning
hoogvermogen middenfrequent transformatoren. In dit proefschrift worden
verschillende nieuwe modellen en methoden voorgesteld en gevalideerd om
nauwkeurige en snelle modellering te bereiken. Er wordt een effectieve
optimalisatieprocedure voor het ontwerp ontwikkeld en gevalideerd. Verschillende
aanbevelingen voor toekomstig werk worden voorgesteld.
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INTRODUCTION

The first step is always the hardest.
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1.1. BACKGROUND

M ICHAEL Faraday discovered electromagnetic induction in 1831 [1] and paved the
way for the development of modern electrical power systems. After discovering

electromagnetic induction, it took half a century to invent the modern transformer. In
1884, Zipernowsky, Bláthy and Déri designed the first closed-core transformer, which
was 3.4 times more efficient than the open-core design. This is known as the ZBD
transformer, as shown in Figure 1.1 [2]. In 1885, William Stanley perfected the design of
transformers and made transformers cheap to produce and easy to adjust for final use
[3]. Transformers can regulate the voltage level, which gives AC power systems a
decisive advantage. Stanley demonstrated the first practical system using alternating
current with transformers to adjust the voltage level of the distribution system in 1886
[4]. With the help of transformers, AC power systems can step up the voltage level to
achieve high efficiency in long-distance transmission and step down the voltage level to
suit user needs. Finally, AC power systems won the war of currents in the nineteenth
century [5].

(a) ZBD transformer in 1885 (b) Stanley’s transformer in 1886

Figure 1.1: Early stage of transformers

With massive AC power systems built worldwide, AC power transformers have
become one of the most sophisticated technologies in electrical engineering. There are
many standards and guidelines covering every aspect of transformers, from voltage
level to rating, from connection to test. It results in high efficiency and reliable
commercial transformers at relatively low cost ($40 to $100/kVA for distribution
transformers [6]).

However, the weight and volume of transformers can become a challenge in
volume-sensitive or weight-sensitive applications like transportation and offshore wind
farms. For an oil-type distribution transformer (between 250kVA and 2000kVA), its
power density is about 0.24− 0.45kVA/kg [7]. Delivering 100kW, which is close to the
power of passenger cars, already requires using transformers that weigh several
hundreds of kilograms. To clearly understand the relationship between the size of
transformers and their properties, a single-phase AC transformer is considered under a
sinusoidal waveform. Based on the area product method in transformers, the relations
in (1.1) are derived [8]. Where Ac is the cross-sectional area of the magnetic core, Aw is
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the cross-sectional area of windings. S is the apparent power of the transformer, Up , Ip

and Np are primary side voltage, current and turn number, respectively. Bs is the
saturation flux density of the core material, f is the operation frequency, Jr ms is the
current density in windings, and kw is the window utilization factor limited by
geometrical limits and insulation requirements.

Ac =
Upp

2πBs Np f

Aw = 2Np Ip

kw Jr ms

Ac Aw =
p

2S

πkw Jr ms Bs f

(1.1)

If Bs , Jr ms and kw are fixed by the material property, insulation and other
requirements, the volume Vt and weight mt of transformers are roughly scaled
following (1.2). It implies that frequency f is the only way to reduce the volume and
weight under given power if there is no breakthrough in relative materials, cooling, and
other technologies.

V 4/3
t and m4/3

t ∝ S

f
(1.2)

However, increasing the operation frequency of transformers requires other
components in the same system to operate at the same frequency, or there is a
frequency converter to adjust the frequency. The first way is impractical because the AC
is set at 50 or 60 Hz based on characteristics of other devices, e.g. generators, motors
and transmission lines. The second way is the only choice. In the early years, mercury
arc rectifiers or vacuum tubes were used to achieve frequency change. During this time,
applications like rectifiers, inverters, and isolated DC-DC converters emerged [9], [10].
However, due to the limitation of switch performance, the high power density of
transformers at increased frequency cannot be exploited. With the development of
power electronics, the semiconductor switches gradually push the switching frequency
to higher values, and their power density is comparable with AC transformers [11], [12].
With the emergence of wide band-gap semiconductor devices, like SiC Mosfets, their
higher withstand voltage and switching frequency show the potential to achieve higher
efficiency and power density in high power applications [13].

1.2. MEDIUM FREQUENCY POWER TRANSFORMER

APPLICATIONS

M EDIUM frequency power transformers usually work with power electronics.
In isolated DC-DC converters, as shown in Figure 1.2, they achieve electrical

isolation and voltage conversion. These converters are also the main part of solid-state
transformers (SSTs) [6], [14], and power electronic transformers (PETs)[15], [16]. In this
thesis, the voltage range from 1kV to 36kV is defined as medium voltage (MV), and the
frequency range from 1kHz to 1MHz is defined as medium frequency (MF). The
application of these converters involves the following categories:
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(a) SRC (b) DAB
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Figure 1.2: Topology of DAB and SRC isolated DC-DC converter for SST.

1. Distribution transformers

This application is not sensitive to volume and weight, but other functional
requirements give SST the possibility to replace AC transformers. With more
distributed energy sources and energy storage systems integrated into the electric
power system, the power system will face more frequent fluctuation and more
complex control problems. It challenges the stability and safety of the power
system. Therefore, besides the voltage regulation, new functions are needed at
the interface between low and medium voltage, e.g. low voltage DC-link, reactive
power compensation and active filtering, fault isolation and limitation. If you
want to realize the additional functions with traditional AC transformers, many
additional devices are needed. SSTs with MV MF transformers are a possible
solution to achieve these functions [17].

2. Renewable Energy

With the increasing share of renewable energy in the power system, efficiently
delivering the energy from these large distributed wind farms and photovoltaic
plants to the power system is essential. DC collection systems have gained much
interest, especially in photovoltaic plants and off-shore wind farms. Photovoltaic
plants generate DC voltage and traditionally use inverters and AC transformers to
connect to the system. SSTs can replace the combination of inverters and
transformers with higher power density and higher efficiency [18]. For off-shore
wind farms, DC collection systems can be free from reactive power in cable and
compensating devices. Besides, DC-DC converters can also eliminate the large
AC transformers [19].

3. Transportation electrification

The transport sector contributes the third largest CO2 emissions in 2022 [20].
Therefore, it is important to reduce emissions from this sector to achieve climate
neutrality in the EU by 2050 [21]. Transportation electrification is a good solution
to reduce emissions. In general, SSTs are a good option if there are both AC and
DC loads or if they are sensitive to volume or weight. Aircraft perfectly matches
these. More electric aircraft and all electric aircraft use electric power to supply
part or all of their propulsion system [22], which requires a high-power converter.
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At the same time, weight is critical to their design. Therefore, SSTs are a promising
choice. Trains use a combination of step-down AC transformers and rectifiers to
supply power to motors. SSTs can replace this combination and provide
considerable volume and weight reduction [16], which can provide efficiency
improvement at the system level. All-electric ships are also an opportunity to use
SSTs because of the coexistence of different loads [23].

1.3. STATE OF ART AND CHALLENGE

W ITH the fast development of high-power SSTs in the last 20 years, high-power MF
transformers also attract much attention from academia and industry. Table 1.1

summarises several MF transformer prototypes.
The table shows that variables like power, frequency, and voltage can change from

case to case based on different power electronic designs. To achieve high efficiency in
practice, MV MF power transformers must be designed and optimized based on
conditions of each case, leading to a large amount of design work. Therefore, suitable

Reference [24] [25] [26] [27] [28] [29] [30]

Year 2022 2019 2013 2017 2017 2022 2020

Construction
type

Shell Shell Shell Shell Shell Core Core

Power kW 166 25 166 240 100 1000 150

Frequency
kHz

40 48 20 10 10 5 20

Voltage kV 7:7 7:0.4 1:0.4 0.9:0.6 0.75:0.75 5:2.5 0.9:0.9

Core
material

ferrite ferrite nano nano ferrite nano nano

Conductor
Litz
wire

Litz
wire

Litz
wire

Litz
wire

Litz
wire

Cu
tube

Litz
wire

Cooling air air water air air
water
& air

air

Insulation solid solid solid solid solid oil solid

Gravimetric
power density

kW/kg
6.7 4 - - 4.5 2.17 -

Volumetric
power density

kW/dm3
5.4 7.4 32.7 - - 1.59 50

Efficiency % 99.7 99.6 99.4 99.2 99.3 - 99.6

Table 1.1: Parameters of several MF transformer prototypes from the literature
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transformer models and design optimization tools are necessary. Compared to AC
transformers, there is no extensive experience in MV MF transformer designs. There are
several challenges arising from operating conditions of SSTs.

• Eddy current modeling

An accurate winding loss model considering eddy current is needed [31], [32].
The transformers work in the MF range, and the skin depth would be one to two
orders of magnitude smaller than under AC, which limits the effective
cross-section area of the conductors, while the higher power demands the input
current to be hundreds of amperes. Besides, Litz wires are a widely used choice to
suppress the eddy current and keep enough cross-section area. However, its
complex structure makes it a challenge to build a model with reasonable accuracy
and computational speed [33], [34].

• Equivalent circuit parameters determination

MF transformers usually work with power electronics, and their circuit model is
essential in converter analysis. Parameters generally include turn ratio, stray
capacitance, leakage and magnetizing inductance. The leakage inductance plays
an important role in topologies like DAB [35] and SRC [36]. The magnetizing
inductance is often used for achieving soft switching (ZVS or ZCS) [37], [38].
Besides, stray capacitance can cause resonant, over-voltage, and EMI issues [39],
[40]. All the circuit parameters need to be carefully controlled. Therefore, models
that can accurately obtain these parameters are necessary.

• Insulation behaviour

Insulation is an essential part of electrical equipment, which prevents undesired
current flow. The studied transformers work under MV stress, where the
insulation problem is inevitable. The insulation behaviour in MF transformers is
also different from that in AC transformers. Firstly, the voltage is in the MF range.
Additionally, its waveform is controlled by power electronics and is not
sinusoidal. As shown in the literature, higher frequency and rectangular
waveform are easier to lead to partial discharges and ageing, which presents a
more challenging situation for insulation [41], [42]. At the same time, compared
to the widely studied insulation behaviour under AC stress, the impact of voltage
waveform and frequency on insulation degradation are not quantitatively
concluded. This makes the insulation design challenging because the allowed
Emax under the operation conditions is unknown.

• Thermal behaviour

Thermal management is critical for devices, as high temperatures can change
material properties and accelerate material degradation. Bad thermal condition
threatens performance and longevity of transformers. Due to the excellent
volume reduction, MF transformers have worse heat dissipation conditions [43],
[44]. From (1.1), it is assumed that cooling surface area is approximately
proportional to f −1/2. Suppose MF and AC transformers with the same rate are
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regarded as solid blocks with the same heat source and heat transfer coefficients
on the surface. In that case, the temperature difference between environment
and surface is proportional to f 1/2. If an MF transformer works at 5kHz, the
temperature difference on the surface can be 10 times that for an AC transformer.
Therefore, thermal stability in MF transformers is an important issue and needs
reasonable designs.

• Optimization procedures

Building models is to obtain an optimization procedure for MF transformers [28],
[30]. MF transformer design optimization is to achieve the best design
parameters based on certain objectives. In MF transformer design, the objective
can be varied, and many factors can be part of it, like efficiency, volumetric power
density, gravimetric power density and cost [45]. It results in a multi-objective
optimization problem. Additionally, various methods exist to solve
multi-objective optimization problems, such as brute-force [28], gradient descent
[46], particle swarm optimization [47], and genetic algorithm [48]. Therefore, a
fast, reliable optimization process is important.

1.4. OBJECTIVE AND RESEARCH QUESTIONS

A S previously described, designing a high power MV MF transformer is a complex
procedure. This thesis focuses on developing models in electromagnetic and

thermal fields and an optimization process for MV MF transformers. The goal of this
thesis is to:

"Provide validated tools to model and optimize the design of medium voltage high
power medium frequency transformers."

To achieve the goal of this thesis, several research questions are formulated.

1. What models are able to estimate the electric and thermal properties of MF
transformers accurately and fast? (Chapter 2 - 3)

• Review the existing models regarding magnetic, electric and thermal aspects.

• Investigate the potential to enhance model performance by considering
features from MF transformers.

• Propose suitable models, validate and compare their performance with
others across various aspects, like accuracy and computational speed.

2. How to model Litz wires and incorporate its results into the model for windings?
(Chapter 4)

• Summarize the existing Litz wire models.

• Identify the critical points in modelling Litz wires and propose suitable
models.

• Verify the proposed models and compare them with existing models.

• Explore the method to combine the Litz wire model and the windings model.
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3. What are the considerations when designing an air-solid insulation for MV MF
transformers? (Chapter 5)

• Test and measure breakdown and partial discharge performances under MF
stress on experimental samples.

• Identify the major insulation and check the requirements in related
standards.

• Identify the worst-case scenario for insulation and develop a reasonable
insulation design to address it.

4. How to optimize the design of MV MF transformers? (Chapter 6)

• Identify the specifications and design variables.

• Formulate a cost function as the criterion of optimization.

• Build a design optimization algorithm based on developed models.

1.5. OUTLINE OF THE THESIS

T HIS thesis aims to achieve the goal by addressing four research questions related
to various aspects of modelling and design optimization for MV MF transformers.

Figure 1.3 presents the thesis outline and connections between chapters.
Chapter 2 summarizes the multiphysical models for MF transformers. Besides,

several refined methods have been proposed and validated. Chapter 3 introduces the
proposed 2D round boundary element method. Its applications for different targets are
given and validated. Chapter 4 introduces the existing and validated proposed models
for Litz wires and the method to couple the model with the winding model. Chapter 5
presents the consideration of the air-solid insulation system design and the results of
insulation tests. Chapter 6 introduces the optimization space, algorithm, and obtained
results. Chapter 7 summarizes the conclusions and presents the perspective of future
works.
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Chapter 4 Litz Wire Models

Chapter 5 Consideration on 
Insulation System

Chapter 2 Multiphysics Models

Chapter 6 Design Optimization

Chapter 3 2D Boundary Element 
   & Analytical Coupled Method

Pareto Front

Thermal Limit

Chosen design

Figure 1.3: Outline of the thesis





2
MULTIPHYSICAL MODELS FOR MF

TRANSFORMERS

The models for MF transformers involve multiple physics, and they are coupled together
in different degrees. This chapter introduces the models related to magnetic, electric and
thermal fields for MF transformers. The models involve magnetizing inductance, core
losses, winding loss, parasitic parameters and thermal conditions. Several different
existing models are summarized and compared. New winding loss models are proposed
based on the analysis of magnetic field distribution for round conductors, which can take
the interaction between conductors into account. The models used for magnetizing
inductance, core loss, and thermal condition are chosen based on some comparison and
analysis.

Parts of this chapter have been published in:

• 2-D Winding Losses Calculation for Round Conductor Coil, IEEE Transactions on Power Electronics,
vol. 38, no. 4, pp. 5107–5117, Apr. 2023.

• Improved Winding Losses Calculation Based on Bessel Functions, IEEE Transactions on Magnetics, vol.
59, no. 6, pp. 1–10, Jun. 2023.

11
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2.1. INTRODUCTION

T RANSFORMERS are passive devices that transfer electrical energy from one
AC electrical circuit to another or multiple AC circuits. An ideal transformer should

have a perfect magnetic core, i.e., infinite high permeability and lossless windings. An
ideal two-winding transformer follows (2.1), where Up , Us are terminal voltages, Np , Ns

the number of turns, Ip , Is are terminal currents, Φ is the magnetic flux. Therefore,
there is no stored energy, and all the power from one side is transferred to another
without loss.

Up

Ip

Us

Is

Np:Ns

+

-

+

-

Figure 2.1: Ideal transformer

Up

Np
=−dΦ

d t
= Us

Ns

Ip Np = Is Ns

(2.1)

However, it is impossible to have the ideal transformer in practice. There is a
complex coupled field as shown in Figure 2.2. Once an AC voltage is applied on one side
of a transformer, an electric field distribution is built. Then, a current flows along the
winding, generating ohmic heat, and a displacement current generates the dielectric
loss in the insulation. The current generates a magnetic field, and most of the flux flows
in the magnetic core and links with another winding. The flux induces a voltage in
another winding and then delivers the energy to the other side. At the same time, due to
the imperfection of the core, a small amount of current is needed to generate the flux
and some energy is stored or dissipated. Some of the flux leaks from the shared path,
forming an isolated loop. So, there is no perfect coupling. Besides, the magnetic field
also induces voltage in conductors and generates eddy current loss. All the losses result
in the rise of temperature. The increasing temperature feedbacks on the material
properties. The electromagnetic and thermal fields also impact the mechanical field
and, subsequently, the acoustic field.

The transformer model is not a new topic. However, due to the different excitation,
several aspects need more attention when designing MF transformers. This chapter first
introduces the model for the magnetic core, which involves the magnetizing inductance
and core losses. The second part summarizes the winding model and introduces the
proposed models for winding loss. This part also covers the winding loss and parasitic
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Figure 2.2: Coupled field in MF transformers

parameters, like leakage inductance and stray capacitance. The third part introduces
models for the thermal condition of transformers.

2.2. MAGNETIC CORE

M AGNETIC materials have high permeability, which can increase flux density and
guide the flux path. Magnetic cores composed of magnetic materials increase the

inductance and magnetic coupling in transformers. For MF transformers, a suitable core
material should satisfy several requirements [8]:

• High permeability µ.

• High saturation magnetic flux density Bs .

• High upper operating frequency f .

• High Curie temperature Tc .

• Low Coercivity Hc .

• Low loss Pc .

Based on material properties, ferrites, amorphous alloys, and nano-crystalline
materials are often choices for MF transformers.

2.2.1. MAGNETIZING INDUCTANCE
Magnetizing inductance relates to the mutual flux, which generally represents the

flux inside the magnetic core. It characterizes the relation between the nonzero net
magneto-motive force (MMF) and the mutual flux, which is important for estimating
the core losses and the saturation current. The magnetizing current can also be used for
the converter operation, typically for achieving ZVS [38].
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Magnetizing inductance Lm can be estimated by many methods [8], like FEM,
reluctance method, and analytical method [49]. The reluctance method determines the
inductance based on magnetic circuit theory as given in (2.2). Reluctance R describes
the relation between the flux and the MMF in a given medium, which is analogous to
the resistance in electric circuits. Figure 2.3 shows the magnetic flux in a gapped core,
the blue arrow is the flux in the core, and the red arrow is the flux in the air.

Lm =
N 2

p

R
(2.2)

Figure 2.3: Magnetic flux path in a gapped core.

A basic reluctance calculation for a gapped core is listed in (2.3) [8]. Rc is the
reluctance of the core, Rg is the reluctance of the possible air gaps, R f is the reluctance
of the fringing flux when there are air gaps. lc is effective magnetic path length, Ac is
effective magnetic cross section, lg is air gap path length, ac and bc are the two side
lengths of the rectangular cross-section.

Rc = lc

µc Ac

Rg = lg

µ0 Ac

R f =
1

µ0(ac +bc +2lg )

R =Rc +
Rg R f

Rg +R f

(2.3)

In [50], a fringing factor is provided, and the reluctance can also be calculated with
(2.4), where G is the winding length.

F f = 1+ lgp
Ac

ln

(
2G

lg

)
R = 1

F f
(Rg +Rc )

(2.4)
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Figure 2.4 shows the inductance factor AL calculated from 3D FEM and reluctance
calculation for a core with various gaps. Inductance factor represents the specific
inductance (with 1 turn) characteristic of a given magnetic core. Geometry and
parameters are from the UU 93/152/30 N87 ferrite core. By comparing with 3D FEM,
(2.4) and (2.3) have similar results considering the impact of the fringing flux. Besides,
the differences between 3D FEM and the reluctance method can be considerable, even
without an air gap. However, considering the about 20% tolerance in AL shown in the
datasheet [51] and the assembly error in manufacturing transformers, an accurate but
complex method like 3D FEM is not necessary. Therefore, the reluctance method (2.4)
is used for the design.

Figure 2.4: Calculated inductance factor with various air gaps for UU 93/152/30, which uses three methods,
3D FEM, equations (2.2) and (2.4).

2.2.2. CORE LOSS MODELS
Core loss is one of the most important losses in transformers, which is still not fully

understood theoretically. It is a function of many conditions, like the magnetic
material, geometry of the core, magnetic flux density B(t ) and operating temperature
T , etc. According to the literature, the methods for core loss estimation can be
categorized into three kinds: loss separation method, Steinmetz equation based
method, and data-driven method.

1. Loss separation method [52]–[55]

The loss separation method is based on the sources of the core losses, which consists
of three parts, i.e., the hysteresis loss Ph , the eddy current loss Pe and the excess loss
Pex [52]. This method is used in both time domain [53], [54] and frequency domain
[55], [56]. In the frequency domain, the relation between core losses and frequency, flux
density amplitude is given in (2.5), where ke , kh , kex and β are relative coefficients.

Pc = Ph +Pe +Pex = kh f Bβ
m +ke ( f Bm)2 +kex ( f Bm)1.5 (2.5)

The hysteresis loss is the energy used to align and rotate magnetic moments of the
core material. The area enclosed by the hysteresis loop is the hysteresis loss in one
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cycle, as Figure 2.5 shows, and the larger the area is, the more hysteresis loss there is. In
the frequency domain, the loss is calculated based on kh and β, which is not obtainable
for the non-sinusoidal waveform. In the time domain, there are several theory-based
hysteresis models, like Vector play model [57], Jiles-Atherton model [58], [59], and
Preisach model [60]. The Jiles-Atherton model is based on a macroscopic energy
calculation, and the Preisach model describes the time and space distribution of
domain-wall motion. However, these models need more information and are not very
practical.

Figure 2.5: Hysteresis loop.

The eddy current loss is the loss caused by the induced eddy current in the
conductive core. When there is a magnetic field change, a voltage is induced in the core,
and the eddy current occurs. Magnetic materials with high conductivity require more
attention to eddy current problems. Skin depths for typical materials at different
frequencies are listed in Table 2.1, which explains the use of laminations.

Core materials
Relative

permeability
Conductivity

S/m

Skin depth at Frequencies

1kHz 10kHz 100kHz

Mn-Zn(N87) 2.2E3 0.1 1.07m 339mm 107mm

Amorphous alloy
(2605SA1)

3E4 7.7E5 105µm 33µm 10µm

Nano-crystalline
(VITROPERM 500F)

2E4 8.7E5 120µm 38µm 12µm

Table 2.1: Skin depth for typical core materials at varied frequency

A round cross-section core with radius a is under a sinusoidal magnetic field Hext ,
the average magnetic field H̄ considering the eddy current is given in (2.6). Figure 2.6
show the complex permeability µr = µ′

r − jµ′′
r versus penetration ratio a/δ, where δ is

the skin depth. It represents the frequency response of eddy current. When the a/δ
reaches 0.64, the imaginary part of normalized permeability is 0.1, which means about
10% of magnetic energy is lost due to eddy current [8]. Therefore, the cross-section of
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cores should not be comparable with skin depth.

H̄ = 2J1(κa)

κa J0(κa)
Hext

κ=√− jωµσc

(2.6)

Figure 2.6: Equivalent complex permeability with eddy current

There are two main hypothesis for excess loss. One explanation is the excess loss
represents all other loss mechanisms, like the motion of randomly distributed domain
walls [52]. The other is it is an eddy current loss due to nonlinear electromagnetic field
diffusion [61].

Whether the estimation is done in the frequency domain or time domain, the
information about hysteresis and excess loss is not easy to obtain. Therefore, the loss
separation method is not very suited for the non-sinusoidal situation.

2. Steinmetz equation based method [62]–[66]

Steinmetz equation (SE) (2.7) provides a method to calculate the total time-averaged
core losses density under sinusoidal waveforms [62], where kSE , αSE and βSE are the
coefficients of SE. Due to its simplicity and accumulated data, it is widely used in the
design of magnetic power devices like transformers, inductors, and electric machines.

Pc = kSE f αSE BβSE
m (2.7)

Due to the advancements in power electronics, core loss estimation under arbitrary
waveforms is required. One way is to deal with waveform, like the method introduced in
[8]. The periodic non-sinusoidal magnetic flux density is expanded into a Fourier series.
Then the loss is the summation of each term, as given in (2.8), where n is the harmonic
order.

Pc =
∞∑

n=1
kSE_n(n f )αSE_n B

βSE_n
m_n (2.8)
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Another way is to modify the SE. The MSE [63] replaces the frequency term by
dB/dt based on the fact that core losses caused by magnetic domain wall motions
depend on the rate of change of magnetic flux. The GSE [64] improves MSE and
eliminates the mismatch between the SE and the MSE for sinusoidal waveforms. The
IGSE [65] further improves the approach by considering minor hysteresis loops. The
equations are shown in (2.9), where ∆B is peak-to-peak flux density, coefficients kSE ,
αSE and βSE are the same coefficients as used in the SE (2.7).

Pc_i g se = 1

Ts

∫ Ts

0
ki

∣∣∣∣dB

dt

∣∣∣∣αSE

(∆B)βSE−αSE dt

ki = k

(2π)αSE−1
∫ 2π

0 |cosθ|αSE 2βSE−αSE dθ

(2.9)

The i2GSE [66] adds a term representing magnetic relaxation to the IGSE. The
equation of i2GSE is given in (2.10), where τ is the relaxation time of materials,
coefficients kr , αr , βr and qr are coefficients related to relaxation process and are
determined empirically.

Pc_i 2g se = Pc_i g se +
n∑

l=1
Qr l Pr l

Pr l =
1

Ts
kr

∣∣∣∣dB(t_)

dt

∣∣∣∣αr

(∆B)βr

1−e
−

t1

τ


Qr l = e

−qr

∣∣∣∣∣ dB(t+)/dt

dB(t_)/dt

∣∣∣∣∣
(2.10)

IGSE does not require any extra parameters and can cope with any flux waveform.
Therefore, it is widely applied [24], [28]. However, all coefficients are only valid in a
limited range set by parameters like flux amplitude B , frequency f , and temperature T .
The limited coefficient effective range is a general problem of the Steinmetz approach.

3. Data-driven method

Recent breakthroughs in data-driven approaches, particularly neural networks and
other machine learning methods, have demonstrated remarkable efficiency in
addressing complex non-linear problems involving multi-variable classification and
regression [67], [68]. In practice, core loss is a typical non-linear problem and is
determined by many conditions, which suits the data-driven approaches. Compared to
a few parameters used in SE, a data-driven model can have thousands of parameters,
which can capture the information behind core losses. Three different approaches, as
shown in Figure 2.7, for modelling core loss with neural networks are studied in [69],
and their results show the absolute average of relative errors are less than 3%.

Data-driven models are very powerful and convenient for the user. However, if there
is no data from the desired operation conditions, the accuracy of the results is suspicious.
Therefore, a database with good data quality is critical for developing good data-driven
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Figure 2.7: Three approaches for modelling magnetic material properties using neural networks: (a) Scalar
values to scalar values, (b) Time series signals to scalar values, (c) Time series signals to time series signals [69].

models. An AI-based platform and an open-source core loss database with 10 materials
and a total of 575009 test data are provided [69]–[71]. It can be a convenient tool for
magnetic component designers and researchers.

2.2.3. APPLICATION IN A THREE-LEVEL VOLTAGE WAVEFORM
The targeted MF transformers are used in isolated DC-DC converters. DAB and SRC

are the most common topologies, and both of them follow the three-level voltage
waveform. Corresponding flux density waveform is given in (2.11) and is shown in
Figure 2.8. D is the duty-cycle in the range 0-1, Ts is the period, Bm is the amplitude of
flux density.

B(t ) =



4Bm

DTs
t −Bm 0 < t < DTs /2

Bm DTs /2 < t < Ts /2(
1+ 2

D

)
Bm − 4Bm

DT
t Ts /2 < t < (1+D)Ts /2

−Bm (1+D)Ts /2 < t < Ts

(2.11)

Therefore, the methods introduced in 2.2.2 can be simplified for a three-level voltage
waveform. The Fourier expansion of the flux density is given in (2.12), which can be used
in the summation of the SE of each harmonic.

An = 4Bm(cos(πDn)−1)

Dn2π2 , n = 1,3,5...

Bn = 4Bm sin(πDn)

Dn2π2 , n = 1,3,5...

(2.12)
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Ts

Bm

t

VDC

-VDC
(1-D)Ts/2

DTs/2

Figure 2.8: Typical three-level converter voltage waveform and corresponding flux waveform

The IGSE and i2GSE are also simplified based on the given waveform, as given in
(2.13) and (2.14).

Pc_i g se = 2αSE+βSE ki f αSE BβSE
m D1−αSE

≈
(

2

πD

)αSE−1 4

0.2761+ 1.7061

αSE +1.354

kSE f αSE BβSE
m (2.13)

Pr l = 22αr +βr +1kr f αr +1D−αr (Bm)αr +βr (1−e
D−1
2τ f )

Qr l =
{

e−qr D = 1
0 else

(2.14)

Figure 2.9 compares the measurement losses from [72] with SE, harmonic SE, IGSE,
i2GSE and AI [69]. The harmonic SE method uses the first three harmonic magnitudes.
The measurements are done on the N87 toroid core under trapezoidal voltage with
D = 0.6 and 1, AC flux magnitude 0.18T and 50 oC. The SE coefficients are obtained
from the TDK datasheet, which is fitted for 50kHz, 0.2T and 50 oC sinusoidal waveform.
AI have good results in both cases. Among SE methods, results from i2GSE are better
than those of other methods when D = 0.6. The i2GSE is the same as IGSE when D = 1,
and results are also close to measurements. With increasing frequency, the relative error
of i2GSE gradually increases, which can be attributed to the limited validation range of
relaxation-related coefficients. Harmonic SE is closer to IGSE when D = 0.6. However,
its error is quite large when D = 1. The IGSE is only better than SE when D = 0.6, but it
performs more stably in two cases. Because the minimal frequency of the database is
50kHz in [69], and the estimation for lower frequency is based on extrapolation, the
results are questionable. Besides, it is hard to obtain valid parameters for i2GSE in
different materials and in a wide frequency and flux density range. Therefore, the IGSE
is still chosen in this thesis.

2.3. WINDINGS

I N spite of the magnetic core, windings are the other essential part of magnetic
components. They consist of single or multi-turn of wires wound around the

magnetic core and connect to the external electric circuits. Their arrangements decide
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(a) D=0.6 (b)

(c) D=1 (d)

Figure 2.9: Comparison of core losses between measurement and various methods under various frequencies,
(a) volumetric core loss with D = 0.6, (b) relative error with D = 0.6, (c) volumetric core loss with D = 1, (d)
relative error with D = 1.

the winding losses and parasitic parameters, like leakage inductance and stray
capacitance. For MF frequency applications, several different conductors and winding
arrangements are developed to achieve different purposes [73], [74].

2.3.1. CLASSIC WINDING LOSS MODELS

Winding losses are essential losses in magnetic components. Due to eddy current,
winding losses winding losses increase dramatically with increasing frequency. As
mentioned in 1.3, high power rates require a relatively high cross-section area for
conductors. Therefore, the windings used in MF transformers need to be carefully
analysed for eddy current effects. In general, the loss calculation methods include
analytical, empirical and numerical methods. Because conductors are normally linear
materials, the winding loss is solved under the frequency domain. Finite element
methods (FEM) is a versatile method that can calculate the winding loss under arbitrary
winding arrangements. However, to guarantee the accuracy of computation, the
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Figure 2.10: Current distribution under skin and proximity effect (a), illustration for Dowell’s method (b).

smallest size of an element inside conductors should be smaller than one-third of skin
depth based on analysis in [75]. It requires a large number of elements and
computational resources. In contrast, analytical and empirical methods are time-saving
and are widely adopted in winding loss calculation.

1. Analytical methods [76], [77]

The analytical methods are generally based on Dowell’s model and Ferreira’s formula,
which are briefly introduced here. One important idea is the orthogonality between the
skin and proximity effect, which enables the independent calculation for loss from each
effect. It is shown in (2.15), where I is the current, H is the external magnetic field caused
by external sources, Rs is the resistance considering skin effect, Gp is the proximity effect
coefficient. It is necessary to note that the values in the frequency domain represent peak
values without specific notation. The total eddy current loss can simply sum them up.

Ps = 1

2
Rs I 2

Pp = 1

2
Gp H 2

(2.15)

The simple explanation is, as shown in Figure 2.10 (a), the current distribution of the
skin effect is an even function, and the current distribution of the proximity effect is an
odd function. Therefore, the integral of the production of two currents is zero.

• Dowell’s model [76]

Dowell’s model solves one-dimensional Maxwell equations for windings, which is
based on the following assumption:

• Foil conductors fully fill the whole window height assuring a one-dimensional field
along the window.
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• The magnetic core is ideal, i.e., it has an infinite permeability, thus considering
only the field strength in the window.

Joule loss per unit length in a conduction layer is given in (2.16), where ∆ = d/δ
represents the penetration ratio, d is the layer thickness, hw is the layer height, σc is the
conductivity of the layer, H is the magnetic field on the two sides of the layer, as shown
in Figure 2.10 (b).

Pw = hw

4δσc

(
(Hright −Hleft)

2 sinh(2∆)+ sin(2∆)

cosh(2∆)−cos(2∆)

+2HrightHleft
sinh(∆)− sin(∆)

cosh(∆)+cos(∆)

)
(2.16)

Combining the orthogonality, the Rs and Gp of Dowell’s model can be rewritten as
(2.17).

Rs_D = 1

2hwδσc

sinh(∆)+ sin(∆)

cosh(∆)−cos(∆)

Gp_D = 2hw

δσc

sinh(∆)− sin(∆)

cosh(∆)+cos(∆)

(2.17)

Therefore, the x th layer in a winding, the magnetic field strength H is (2x −1)I /2hw ,
the losses is given in (2.18).

Px th = Rdc
I 2∆

4

(
sinh(∆)+ sin(∆)

cosh(∆)−cos(∆)
+(2x −1)2 sinh(∆)− sin(∆)

cosh(∆)+cos(∆)

)
(2.18)

Different shape conductors are transformed into foil conductors with equal DC
conductance with the help of the porosity factor. For example, a layer composed of nt

round conductors with radius a is replaced by a foil with thickness d = p
πa, as shown

in Figure 2.10 (b). The foil has a conductivity σ′
c , which is equal to ηpσc . ηp is known as

the porosity factor, and its value is ηp = nt d/hw .
Dowell’s model is accurate for compacted windings. However, if the field along

another direction is not ignorable, the problem becomes a two-dimensional problem,
and Dowell’s method is no longer suitable.

• Ferreira’s formula [77]

The formulas give the analytical solution of skin effect and proximity effect for round
conductors, as shown in (2.19). ℜ is real part, and ℑ is imaginary part.

Rs_F = 1

πa2σc
ℜ

(
J0(κa)

J0(κa)+ J2(κa)

)
Gp_F =−2πµa2ωℑ

(
J2(κa)

J0(κa)

) (2.19)

However, the proximity effect formulus is derived under a uniform external field,
which does not consider the interaction of eddy current. Gp_F is overestimated when
the interaction is considerable, especially for a compact winding with considerable
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eddy current. Based on this feature, Mühlethaler [78] proposed a method to calculate
the winding losses under a relatively low penetration ratio. The method calculates the
static magnetic field on each conductor and obtains the losses based on Ferreira’s
formula. Researchers try to reduce the error by introducing new factors [79]. However,
it does not totally solve the interaction between eddy currents.

2. Empirical methods

Empirical equations are also used in winding loss estimation. Their validation
ranges depend on the scenario under which data are collected. They can be fast and
accurate for specific cases. Several empirical equations are proposed with the help of
FEM. Nan proposed a semi-empirical equation to improve proximity effect estimation
[80], [81]. Dimitrakakis [82] proposed a semi-empirical model for winding with
arbitrary conductors distribution. Bahmani [83] proposed a pseudo-empirical model
for foil and round winding losses. Ahmed provided an air-core winding loss calculation
model based on fitted field strength [84].

2.3.2. PROPOSED WINDING LOSS MODELS
The round conductors are often used in windings, and there is still some problem in

using Ferreira’s formula in general situations. Based on the analysis of round conductors
under an external magnetic field, new methods are proposed.

• Revised 1D equations

A revised 1D equation is derived for layers composed of round conductors, as shown
in Figure 2.11 (a). First, the proximity effect coefficient Gp in the 1D situation is analyzed.
In Dowell’s model, the magnetic field Hext is calculated by (2.20), where F is magneto-
motive force. The value is not true for round conductors.

Hext = Fr +Fl

2hw
(2.20)

According to [85], for a round conductor under a Hext is along the y direction like
Figure 2.11 (a), the magnetic field strength outside the conductor can be easily derived
as (2.21).

Hy = Hext −
a2Hext_y J2(κa)

J0(κa)

x2 − y2

(x2 + y2)2

Hx = a2Hext J2(κa)

J0(κa)

2x y

(x2 + y2)2

(2.21)

It can be seen from (2.21) that the induced eddy current influences the magnetic field
strength near the conductors, and only when the point is infinite far from the conductor
the field strength can be regarded as Hext. Therefore, it is unreasonable to obtain Hext

from the same method used in Dowell’s method. Because the MMFs are constant values
at each side of a conductor layer, they cannot be regarded as being infinitely far.

Next, the correct relation between MMFs and Hext needs to be found. Under the 1D
model’s assumption, conductors in a layer can be regarded as infinite repeated cells, like
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Figure 2.11: 1D winding model composed of round conductors (a), a conductor cell under a uniform external
field (b).

Figure 2.11 (b). Because the y-axis is the even symmetry axis, the relation between MMF
and Hext can be obtained by integrating Hy over one of the vertical edges of the cell,
which is equal to the MMF.

M MF

n
= 2a∆hei Have =

∫ ∆hei a

−∆hei a
Hy dy

= 2a∆hei Hext

(
1− J2(κa)

J0(κa)(∆2
hei +∆2

wi d )

) (2.22)

The ∆hei can be easily determined by the core window height l and the number of
turns n in this layer. The ∆wi d is just set as 1 to make sure the distorted magnetic field
is mainly caused by the eddy current in the nearest conductor. To mark the different
physical meanings of field strength from (2.20), Have is obtained from (2.20) instead of
Hext. According to the relation between Have and Hext, proximity effect coefficient in 1D
becomes (2.23).

Gp_r F =−2πµa2ωℑ

 J2(κa)

J0(κa)− J2(κa)

1+∆2
hei

 (2.23)

Figure 2.12 shows the relative error of different equations of the second layer
compared to 2D FEM with two different layer settings. Revised Gp improves the
accuracy significantly compared to the original one. From (a), the revised formula
would overestimate the losses by 10% to 20% when a/δ is higher than 1.5. Because it
does not fully solve the interaction between different conductors’ eddy currents, which
has more impact when ∆hei is small. The Dowell model would overestimate the losses
when ∆hei is large, i.e., sparse windings.

The revised proximity effect coefficient (2.23) considers the mismatch between the
external magnetic field and the magnetic field parallel to the layers and significantly
improves the accuracy compared to the original one.
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Figure 2.12: AC resistance per unit length and relative difference between different equations and 2D FEM
with varying layouts of layer, (a) and (c) the 2nd layer with ∆hei = ∆wi d = 1.1; (b) and (d) the 2nd layer with
∆hei =∆wi d = 1.6.

Based on the FEM assistant method, the revised 1D proximity effect coefficient can
be further improved. A geometric factor λp is introduced and λ∆2

hei replaces the 1+∆2
hei

in (2.23). The geometric factor λ is obtained by fitting 2D FEM data. The data involve
25 sets of 2D rectangular arrangements, which cover cases with ∆wi d ,∆hei = 1.1− 2.1,
and penetration ratio a/δ = 0.2−20, which could cover most cases in 1D layer. A one-
parameter exponential growth function with the variable k = ∆hei /∆wi d is chosen to fit
the result. The result is shown in (2.24).

Gp_r F =−2πµa2ωℑ
(

J2(κa)

J0(κa)− J2(κa)/(λ∆2
hei )

)
λp = 1.2695+5.46×10−5ek/0.15

(2.24)

Figure 2.13 shows the relative error of proximity effect coefficient Gp of different
methods in rectangular and hexagonal arrangements. The fitted geometric factor
improves the accuracy compared to the Gp in (2.23). Compared to the results for
rectangular arrangement, the fitted proximity effect coefficient has relatively larger
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errors. It overestimates the losses by around 5% when the penetration ratio is 1.
However, compared to other methods, it still performs more stable.
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Figure 2.13: Relative error% of proximity effect coefficients from different methods compared to FEM in the
rectangular (a) (b) and hexagonal arrangements (c) (d). The penetration ratios a/δ used are 1 (a) (c) and 2 (b)
(d), respectively. For a value larger than 20%, the colour is the same as the 20%.

Besides, the losses inside the layer of round conductors are also different from those
of an isolated round conductor. As illustrated in Figure 2.14, through analogy to AC
resistance in isolated 2D squre conductor Rs_squr e and Dowell’s model Rs_D , a
complementary term Rcomp is added to Rs_F with another geometric factor λs as (2.26).

Rs_squr e = Rdc

(
1

2
+ ∆

4

sinh(∆)+ sin(∆)

cosh(∆)−cos(∆)

)
Rs_D = Rdc

(
∆

2

sinh(∆)+ sin(∆)

cosh(∆)−cos(∆)

) (2.25)

Rs_F = Rdc

(
1

2
+ 1

2
ℜ

(
J0(κa)− J2(κa)

J0(κa)+ J2(κa)

))
Rcomp = Rdc

(
1

2
ℜ

(
J0(κa)− J2(κa)

J0(κa)+ J2(κa)

)
− 1

2

)
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Figure 2.14: Analogy between square conductors and round conductors and colour represents current density

Rac = Rs_F +λs Rcomp λs = 0.9223

∆3.424
hei

(2.26)

Figure 2.15 shows the relative difference between several different situations. (a)
and (b) shows Rs_F in (2.19) is accurate for an isolated conductor but not accurate for a
conductor in a layer. It is obvious that the smaller ∆hei , the higher the difference there
is. (c) and (d) compare the fitted equation (2.26), Dowell’s model Rs_D in (2.17) and FEM
results for a layer composed of round conductor, when the penetration ratio is 2. In
general, the fitted equation shows a minor error compared to others. It gives a slightly
larger error when turns are close because the geometric factor λs is used to take the
eddy current into account, which is also related to frequency.

The revised 1D method proves the interaction between conductors is the major error
source for Ferreira’s formula. New equations for layers composed of round conductors
are obtained based on revising the proximity effect factor Gp and FEM assistant fitting.
The equations can suit most 1D situations.

• A 2D recursive method

In actual situations, the 1D models only can be applied to limited winding layouts.
There are a large number of winding configurations that do not comply with the 1D
assumption. For example, there could be air gaps in magnetic cores, or winding layers
do not fill the entire core window. In such cases, the one-direction magnetic field
assumption in the 1D model cannot be fulfilled. Therefore, a 2D recursive method is
proposed based on the analysis in the preceding part and the method of image.

The equivalent external field is calculated for each conductor. Based on the
preceding analysis, it is known that the eddy current impacts field strength in both
directions. The changes due to an external field along the y-axis are given in (2.21), and
the field distribution due to an external field along the x-axis is given in (2.27).
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Figure 2.15: Relative difference% between (a) Ferreira’s formula and FEM for an isolated conductor, (b) FEM
for a winding layer and an isolated conductor, (c) fitted equation and FEM for a winding layer, and (d) Dowell’s
model and FEM for a winding layer, penetration ratio a/δ used is 2

Hy =
a2Hext_x J2(κa)

J0(κa)

2x y

(x2 + y2)2

Hx = Hext_x +
a2Hext_x J2(κa)

J0(κa)

x2 − y2

(x2 + y2)2

(2.27)

For each conductor, the field distribution along the cell edge approximates the
combination of (2.21) and (2.27), when ∆hei and ∆wi d are 1. Compared to calculating
the detail of distribution, the average field strength on the cell edges is much easier to
calculate, and their value can represent the distribution. The procedure to determine
the equivalent uniform external fields is shown in Figure 2.16. The method of images is
used to replace the effect of a magnetic boundary as [78].

The method of images is a technique that solves partial differential equations. It
satisfies boundary conditions by combining solutions of the mirror images. The basic
idea is shown in Figure 2.17 (a), which is clear and simple. However, when the boundary
conditions enclose the boundary, it is not straightforward to know how to get mirror
images. As Figure 2.17 (b) shows, there are two ways to obtain mirror images. One way
is forming surrounding layers of mirror images, and the number of layers is used to
count the images. Another way is counting the images by counting how many mirror
actions are needed to build the images. In (b), the number in a circle marks the required
mirror action number to form these images. For example, it needs to mirror the real
windings once to form the images marked by 1⃝. The difference between the two ways
will be compared in the following part.
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Figure 2.16: Flowchart for 2D recursive method

Figure 2.17: Illustration of the method of images, (a) basic idea, (b) the method applied to a core window, the
number in a circle marks the required times of mirroring.
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If there is an air gap, the fringe flux can cause a huge proximity effect loss in the
nearby conductors. Therefore, it is necessary to consider the impact of fringe flux on
winding loss. In [86], [87], the impact of air gaps is analyzed based on solving PDE and
boundary conditions. However, it is complex and difficult to be incorporated into the
method. Roshen [88] derived fringing field formulas due to an air gap, which can be
used to calculate the field. Another way to consider fringe flux impact is adding an anti-
MMF source and having a core without gap, used in [78], [89]. The anti-MMF source
is assumed to be not influenced by the frequency and the location of conductors. The
anti-MMF source is represented by a surface current J determined by (2.28), lg is the
total length of air gaps.

J =Fa/lg (2.28)

Through analyzing the magnetic circuit in Figure 2.18, the relation between the MMF
of all conductors F and the anti-MMF source Fa can be obtained based on equating the
flux through Rfringe in two circuits.

Fa =− F/Rm

1/Rm +1/Rgap +1/Rfringe
(2.29)

Figure 2.18: Magnetic circuit of a gaped core (a), and equivalent magnetic circuit with the anti-MMF (b)

Where Rm is the reluctance of core, Rgap is the reluctance of air gap, Rfringe is the
reluctance of path for fringe flux, Rmgap is the reluctance of the magnetic material
filling the air gap and Rmgap ≪Rm.

Figure 2.19 shows the accuracy of the field strength calculation with a surface current
as anti MMF source. Figure (a) shows the magnitude of the relative difference between
an air gap and a surface current. In most of the region, the value is lower than -2, i.e.
1% differences. Only in a few areas the relative difference can reach -1. There is a small
region in the middle having considerable relative differences. However, it is known that
the absolute difference is very small according to (b). Only in the region adjacent to the
air gap, both the relative difference and absolute difference are significant. However, in
practice, the winding should not be located in this area. Therefore, a surface current as
an anti-MMF source can satisfy the accuracy in calculating fringe flux.

After replacing the air gaps and generating mirror images, the magnetic field under
the DC situation is calculated and is set as the initial equivalent external magnetic field
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Figure 2.19: Effect of an anti-MMF source

in iteration. Then, the changes ∆Hext due to eddy current are calculated by the second
terms in (2.21) and (2.27). The output value ∆Hext_out is obtained by summing the initial
value ∆Hext_ini and changing part ∆Hext. The output value becomes the input value for
the next loop. Repeat this loop until the relative change between the summation of
squared input and output equivalent field of all cells is smaller than a threshold value,
and 1% is used. The reason for using the summation of field squared as the index is that
proximity loss is proportional to field squared.

Finally, the iteration results are used to calculate the proximity effect losses. Sum all
losses of real conductors to obtain the winding losses per unit length and scale the losses
to get an estimated value.

To verify the method, three different arrangements are calculated as shown in Figure
2.20. Black parts are possible air gaps, and conductors with the same colour are of the
same winding. Details about the configurations are given in Table 2.2. The semicolon in
the row ‘Number of turns’ of Table 2.2 separates the information of two windings.

First, the two ways of generating the mirror images are compared. Case (3) has a
different height of the winding. Top and bottom turns of each layer have much higher
eddy current losses due to the high field strength. Therefore, the initial field value is
important, and the comparison is done on the top turn in each layer. Figure 2.21 shows
the relative error of the square of the magnetic field of two top turns with different
image generation ways compared to the FEM result. In both ways, when the image
value increases, the results converge. If the net MMF is zero, i.e., transformer mode, the
relative error is smaller than 10% after converging. However, the results are quite
different when the net MMF is not zero, i.e., inductor mode,. The second way has
significant errors, which has more than 20% error even when the image value is equal to
6. Therefore, it is better to use the number of mirror actions to count images.

Then, the resistance per unit length for the core window without air gap cores is
calculated.

Figure 2.22 (a), (b) and (c) show the resistances per unit length and relative error
compared to 2D FEM in net zero MMF mode, like transformer. The results show the 2D
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(4) inside core window (5) outside core window
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Figure 2.20: Illustration of multilayer winding configurations, (1) (2) equal layer heights with different number
of turns per layer, (3) different layer heights. Notation of a winding inside the core window (4) and outside the
core window (5).

Figure 2.21: Relative error of square of magnetic field compared to FEM results, (a) is for transformer mode,
(b) is for inductor mode. Method 1 uses the times of mirroring. Method 2 uses the number of layers to count
images. Turn 1 represents the top turn in 1st layer, and turn 2 represents the top turn in 2nd layer
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No. Case (1) Case (2) Case (3)

Conductor radius a [mm] 0.5 0.4 0.25

Conductivity σc 5.96×107S/m

Number of turns N∗ 23,22;22,23 12,12;12 45;30

Height of winding hw [mm] 26.1 26.1 26.1;17.4

Parameter d∗ [mm] 0.04,0.27
×3,3.05

0.63,1.45
×2,1.98

0.04,0.68,
6.18

Thickness of bobbin
tb/tbo [mm]

1.1/1.75 1.1/1.75 1.1/1.1

Air gap lg [mm]
for inductor

1 1 2
(only left leg)

Height of core window
hc [mm]

30.4+gi 30.4+gi 30.4

Width of core window
wc [mm]

9 9 9

Table 2.2: Detail information about winding configurations

approach and Mühlethaler’s approach can achieve less than 10% error results when

Figure 2.22: Resistances per unit length and relative error compared to 2D FEM in cases (3) without air gap.
Zero MMF, (a), (b), (c), respectively. Equal current, (d), (e), (f), respectively.



2.3. WINDINGS

2

35

a/δ ≤ 1. However, the error of Mühlethaler’s approach increases significantly when the
frequency is high. Besides, results with different image setting values are compared.
When value N changes from 1 to 2, the relative error slightly decreases, and the change
is not obvious when N increases again. Figure 2.22 (d), (e) and (f) show the results of
equal current mode, like an inductor. Mühlethaler’s approach has a similar
performance as the 2D approach when a/δ ≤ 1. However, it underestimates the
resistance considerably with higher frequency. Results from different ways of counting
images show huge differences in this case. The result with one layer of images has poor
accuracy. On the contrary, results using the times of mirroring have less than 10% error.
Because the difference in the initial field value is shown in Figure 2.21. According to the
changes due to various N values, the default value of N is set as 2. The higher N leads to
longer computational time and little improved accuracy.

Figure 2.23( a), (b) and (d) show the result of case (1). All approaches or equations
provide less than 10% error results when a/δ≤ 1. It indicates that 15% shorter windings
do not reduce the effectiveness of 1D methods much. The 2D approach and
Mühlethaler’s approach have less error than Dowell’s model. However, Mühlethaler’s
approach has significant errors when the frequency is high, as shown in (c). For case (2),
which has a larger ∆hei , the 2D approach and Mühlethaler’s approach have better
results. Dowell’s method overestimates significantly at high frequency.

Figure 2.23: Resistances per unit length and relative error compared to 2D FEM in transformer mode without
air gap, case (1), (a), (b), (c), respectively. case (2), (d), (e), (f), respectively.

Then, the resistance per unit length for the core window with air gap is calculated.
Besides the resistances per unit length inside the core window, resistances outside the
core window are also calculated for the double 2D method [78], [90]. It needs to be
mentioned that the air gap in 2D FEM outside the core window is replaced by a
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magnetic core with a surface current density. The reason for making this substitution is
that the flux density in the air gap is much smaller than inside the core window if the air
domain is assigned to the air gap. This substitution leads to less than 10%
overestimation for losses inside the core window. It is assumed that the substitution
does not lead to a worse estimation for losses outside the core window.

Figure 2.24 shows resistances per unit length and relative losses inside and outside
the core window. For cases (1) and (2), the resistances per unit length inside and outside
the core window significantly differ. Therefore, the double 2D method is preferred. The
estimations from the proposed 2D approach are close to 2D FEM results. Mühlethaler’s
approach performs better in case (2) than in case (1) because it does not consider the
interactions between eddy currents, and the distance between conductors is larger in
case (2). In case (3), resistances per unit length inside and outside the core window do
not show much difference because there is only one air gap. The proposed approach
behaves better, with roughly 5% less highest error than Mühlethaler’s approach for a/δ≤
2.

Figure 2.24: Resistances per unit length and relative error compared to 2D FEM in equal current mode, case
(1), (a) (b); case (2), (c), (d); case (3), (e), (f), respectively

2.3.3. LEAKAGE INDUCTANCE MODELS

Leakage inductance is an inductive component in imperfectly coupled transformers.
Magnetic flux that doesn’t link the primary windings and secondary windings acts as
inductive impedance, i.e. leakage inductance. Accurate leakage inductance estimation
and design are important for the converter level design. For SRC, integrated transformers
are widely adopted [36], [91], which utilize the leakage inductance as part of converter
tanks. For DAB with phase shift control, the leakage inductance decides the power the
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converter can deliver [35].
The transformer leakage inductance can be calculated using numerical methods,

reluctance networks, and analytical methods. Numerical methods like FEM have good
accuracy but high computational time. Reluctance network [92] converts the domain
into a network of lump elements, which is faster also less accurate than FEM. Although
analytical models are restricted by their assumptions, they are still the first choice in the
design because of their fast computational speed. Several analytical models are
introduced in the following.

1. Frequency dependant model

With considerable eddy current, the magnetic field inside and around the winding is
impacted. Consequently, the leakage inductance also changes with frequency.

• Dowell’s method [93]

Dowell’s method can also predict the leakage inductance in 1D, which considers the
impact of eddy current. The leakage inductance is calculated based on time average
magnetic energy (2.30).

Wm = 1

4
LI 2 = 1

4
µ

∫
H 2dS (2.30)

Due to the orthogonality between skin and proximity effects, the time average
magnetic energy stored in conductors can also be calculated independently. The time
average magnetic energy caused by each effect stored in one layer is given in (2.31).

Wms = I 2 µδ

16hw

sinh(∆)− sin(∆)

cosh(∆)−cos(∆)

Wmp = H 2µδhw

4

sinh(∆)+ sin(∆)

cosh(∆)+cos(∆)

(2.31)

The time average magnetic energy stored in the other core window area can be
calculated through MMF plot and (2.32), where dai r is the distance between windings,
and Hai r is the magnetic field in the air gap.

Wmai r = 1

4
µH 2

ai r hdai r (2.32)

Then the leakage inductance can be obtained from the total time average magnetic
energy stored in the core windows, as (2.33).

1

4
Ll eak I 2 =∑

Wms +
∑

Wmp +∑
Wmai r (2.33)

2. Static models

Several models focus on low-frequency inductance [94]–[97] and do not consider
the impact of eddy current in windings. Wilcox derived mutual inductance and
self-inductance formulas for a coil on magnetic cores of circular cross-section [49], [98].
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• Single Fourier series model (Rogowski) [96]

The single Fourier series model, also known as Rogowski model, mirrors the original
windings in the x direction. A single Fourier series is used to describe the spatial current
distribution. With the current distribution, the magnetic field is derived. The leakage
inductance is also obtained from time average magnetic energy (2.30).

Rogowski model considers the flux at the winding ends by correcting the equivalent
length (winding height) of the magnetic flux path through the air. This method is
generally used in leakage inductance calculation for LF power transformers.

The leakage inductance Ll eak is given in (2.34), where N is the number of turns, h is
the height of windings, dp , dai r and ds are the width of the primary winding, total width
between windings and the width of the secondary winding, respectively. Mogorovic [99]
introduced the Rogowski factor Kw to Dowell’s model.

Lleak = µ0N 2

hequ
µ0N 2

(
dps +

dp +ds

3

)
hequ = h

Kw
Kw = 1− 1−e−λ

λ

λ=πh/(dp +dai r +ds )

(2.34)

• Double Fourier series model (Roth) [97], [100]

The double Fourier series model is also known as Roth model. It uses a double
Fourier series to describe current density distribution in a two-dimensional geometry.
The magnetic field distribution is calculated by superimposing the field generated by
each winding. The leakage inductance is also obtained from time average magnetic
energy (2.30). The basic theory is given in (2.35), where wc , hc are the dimension of core
window, hk , wk are the dimension of the kth winding. A comprehensive mathematical
detail can be found in [100].

Jz (x, y) =
∞∑

m=0

∞∑
n=0
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∞∑
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)
cos

(
n

2π

hk
y

)
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Ï
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(2.35)

• Margueron’s model [94], [95]

Compared to the double Fourier series, Margueron’s model uses the magnetic vector
potentials of a single winding. The method of images is used to mirror these windings
and consider the impact of the finite permeability of the magnetic core. The summation
of all original windings and mirror images is used to calculate the leakage inductance
following (2.30). The magnetic vector potential of a rectangular winding is obtained by
assuming a uniform current distribution.

Figure 2.25 shows the estimated leakage inductance per unit length and the relative
error compared to 2D FEM in 3 cases. In case (1), the leakage inductance for low
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frequencies has close results except for Dowell’s model. This implies that the Rogowski
factor Kw can improve the accuracy of Dowell’s model when the windings have equal
heights and compact turn alignments. Two static methods deviate from FEM results for
increasing frequencies. For case (2), the relative error is much larger than in case (1)
because of the large distance between turns in the same layer. Two static methods
could reduce the error by using turns as the basic element, which can accurately
calculate the magnetic energy between turns. However, it increases the complexity of
calculations. For case (3), 1D methods have considerable errors because the windings
do not comply with their assumptions, and the 2D static method has a good accuracy at
low frequency, which is similar to the case (1).

Figure 2.25: Leakage inductance per unit length and relative error compared to 2D FEM for cases in Figure
2.20, case (1), (a) and (d); case (2), (b) and (e); case (3), (c) and (f).

2.3.4. STRAY CAPACITANCE MODELS
Capacitances play an important role in high dv/dt situations. With the widespread

adoption of wide band-gap semiconductors, higher switching frequency and voltage
highlight the significance of stray capacitance. It can lead to larger current and
overvoltage in the transient and cause EMI issues [101], [102]. In general, the
capacitance models can be divided into two types, analytical models and numerical
models.

The analytical model usually has two steps. The step one is calculating the
capacitance of typical structures. Based on an assumed electric field flux, each part of
capacitance is calculated. The capacitance of the typical structure is the equivalent
capacitance of the formed network, as shown in Figure 2.26 (a). With different assumed
field fluxes, the results can be different, as shown in [103], [104]. A turn-to-turn
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Figure 2.26: Illustration of an analytical model, the capacitance of between turns (a), energy conservation (b),
capacitor network (c).

capacitance Ct t is given as an example [8]. The capacitances Cc and Cg representing the
capacitance of the insulation layer and the gap are calculated by (2.36), ti is the
insulation layer thickness, a is the radius of conductors, p is the distance between two
centre points of conductors, lt is the length of conductors, ϵc and ϵg are the permittivity
of the insulation layer and the gap. Then the Ct t is the series of two Cc and a Cg . The
turn-to-core capacitance Ctc doubles the value of the Ct t when the distance between
the turn centre point and core is p/2.

Cc = 2πϵc lt

ln

(
1+ ti

a

) Cg = πϵg lt

cosh−1
(

p

2(a + ti )

)
Ct t =

0.5CcCg

0.5Cc +Cg
= πϵg ϵc lt

ϵg ln

(
1+ ti

a

)
+ϵc cosh−1

(
p

2(a + ti )

)
Ctc = 2Ct t

(2.36)

For step two, two different methods can be used. One is based on energy
conservation [105]–[107]. It calculates the stored electric energy and equates to the
energy stored in an equivalent layer capacitance based on an assumed voltage
distribution, as illustrated in Figure 2.26 (b). For example, if there is only one layer with
N turns, and the core is grounded, then the capacitance is given in (2.37). Another
method is based on a capacitor network [103], [104]. The network is composed of
several capacitors representing the typical structures, as Figure 2.26 (c). The
capacitance is the equivalent capacitance of the network. However, this method ignores
the existence of inductance and suits the frequency above the first resonant point [102].
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1

2
CequV 2 = N −1

2
Ct t

(
V

N −1

)2

+
N∑

n=1

1

2
Ctc

(
(n −1)V

N −1

)2

Cequ = 1

N −1
Ct t + N

2
Ctc

(2.37)

The numerical models are more versatile and can handle complex geometry. The
common numerical methods include FEM [108], the method of moments (MoM) [109],
[110], charge simulation method [111] and finite difference method [112]. The FEM is
based on approximating the solution in elements dividing the domain of interest.
Compared to FEM, the MoM only needs a discretization of the boundary instead of the
whole domain, which significantly reduces the matrix size. At the same time, the matrix
is dense matrix in MoM compared to sparse matrix in FEM. In [109], [113], MoM using
Fourier harmonic as basis function is used to calculate the capacitance per unit length
of cables composed of round conductors with an insulation layer.

2.4. THEMAL MODEL

T HEMAL management is one of the most important tasks in MF transformer design.
As described in 1.3, increasing the frequency worsens the cooling conditions due to

the reduced surface area. Therefore, an accurate thermal model is essential for properly
designing MF transformers and avoiding overheating. It is also important for tuning loss
models since losses are impacted by temperature.

2.4.1. HEAT TRANSFER MECHANISM
There are three basic heat transfer modes, i.e., thermal conduction, convection and

radiation.

1. Thermal conduction

Thermal conduction occurs when there is a temperature difference between two
regions. The heat flux, qh , resulting from thermal conduction is proportional to the
magnitude of the temperature gradient and opposite to its sign, (2.38), which is known
as Fourier’s law [114]. The constant, kt , is called the thermal conductivity with unit
W/m ·K. The heat transfer rate Qh is the product of the heat flux and the area As . Table
2.3 lists typical values of some regular materials used in MF transformers.

qh =−kt∇T

Qh = As qs

(2.38)

2. Thermal convection

Thermal convection is the transfer of heat between a body’s surface and a flowing
fluid. The fluid adjacent to the surface forms a thin slowed-down region called a
boundary layer. Heat is conducted into this layer and moves away with the flowing
fluid. The steady-state form of thermal convection flux q is expressed by (2.39), known
as Newton’s law of cooling.
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Material Thermal conductivity
W/m ·K

Density
kg/m3

Specific heat capacity
J/kg ·K

Air [115] 1.2 @ 293.15K [116]

Copper 400 @ 273.15K 8940 385

Aluminium 236 @ 273.15K 2700 900

MnZn 3.5-5 4800 700-800

Epoxy 0.65-0.75 1800-1900 1100

Table 2.3: Typical thermal parameters of some materials

q = h̄t (Tsur f −T∞) (2.39)

The constant ht is the heat transfer coefficient with unit W/m2 ·K, Tsur f is the
absolute temperature of the surface, T∞ is the absolute temperature of the oncoming
fluid. The bar over ht indicates that it is an average over the surface. The determination
of coefficient ht is a complicated problem that is impacted by temperature differences,
the geometry of the body, the flow pattern near the surface, and fluid properties.

A set of dimensionless numbers is used to help understand and analyse heat transfer
in various convection situations.

• Nusselt number Nu relates convection heat transfer to conduction heat transfer,
given in (2.40). ht is the heat transfer coefficient, kt f is fluid thermal conductivity,
lh is characteristic length.

Nu = ht lh

kt f
(2.40)

• Reynolds number Re characterize the relative influence of inertial and viscous
force, given in (2.41). Constant ν is the kinematic viscosity, the ratio of dynamic
viscosity to density, and u∞ is oncoming fluid velocity.

Re = u∞lh

ν
(2.41)

• Prandtl number Pr represents the ratio of kinematic viscosity to thermal
diffusivity, given in (2.42). Constant αt is thermal diffusivity.

Pr = ν

αt
(2.42)

• Grashof number Gr compares buoyant forces to viscous forces, given in (2.43).
Constant g is gravity, and βt is the thermal expansion coefficient, Lv is the vertical
length. It equals to reciprocal of absolute temperature for ideal gas.

Gr = gβt∆T L3
v

ν2 (2.43)
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• Rayleigh number Ra compares buoyancy forces to viscous forces in natural
convection, given in (2.44).

Ra =Gr ·Pr (2.44)

In the dimensionless numbers, the Nusselt number directly relates to the heat
transfer coefficient for convection. The following empirical formulas are given to
estimate the Nusselt number under various conditions [117], [118].

• Natural convection

1. Vertical flat plate with uniform T .

Nusselt number is calculated by (2.45), and the characteristic length is the
height of the plate. Cl is an approximately universal function of Prandtl
number for laminar flow, Nul is the fully laminar Nusselt number, C V

t is a
function of Prandtl number for turbulent flow, Nut is the turbulent Nusselt
number.

Cl =
0.671

(1+ (0.492/Pr )9/16)4/9

Nul =
2

ln(1+2/(Cl Ra1/4))

C V
t = 0.13Pr 0.22

(1+0.61Pr 0.81)0.42

Nut =C V
t Ra1/3/(1+1.4×109Pr /Ra)

Nu = (Nu6
l + (Nut )6)1/6

(2.45)

2. Horizontal heated upward-facing plate with uniform T .

Nusselt number is calculated by (2.46), and the characteristic length is the
ratio of area to perimeter. CU

t is a function of Prandtl number for turbulent
flow.

Nul =
1.4

ln(1+1.4/(0.835Cl Ra1/4))

CU
t = 0.14

(
1+0.0107Pr

1+0.01Pr

)
Nut =CU

t Ra1/3

Nu = (Nu10
l + (Nut )10)1/10

(2.46)

3. Horizontal heated downward-facing plate Nusselt number is calculated by
(2.47), and the characteristic length is the ratio of area to perimeter. NuT is
the laminar thin-layer Nusselt number.

NuT = 0.527

ln(1+ (1.9/Pr )9/10)2/9
Ra1/5

Nul =
2.5

ln(1+2.5/NuT )

(2.47)
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4. Parallel isothermal plates Nusselt number is calculated by (2.48), and the
characteristic length is the ratio of gap length to total surface area. Nu f d is
the Nusselt number in the fully developed regime.

Nu f d = Ra/24

Nul = 1.32Cl Ra1/4

Nu = (Nu−1.9
l + (Nu f d)−1.9)−1/1.9

(2.48)

• Force convection

The forced convection happening on a flat plate follows the two-dimensional
laminar boundary layer analysis. In this thesis, turbulence is not considered.
Then, the Nusselt number is calculated by (2.49), and the characteristic length is
the length along the fluid movement.

Nu = 0.664Re1/2Pr 1/3 (2.49)

3. Radiation

Any object at a raised temperature compared to its surroundings emits energy in the
form of electromagnetic waves. The emitted energy for a non-black body is described
by Stefan-Boltzmann law (2.50), where σ is the Stefan-Boltzmann constant 5.669×10−8

W/(m2 ·K4), ϵe is the emittance, also called emissivity, in the range from 0 to 1, T is the
absolute temperature.

eb(T ) = ϵeσT 4 (2.50)

The net radiant heat transfer from object 1 to object 2 is given in (2.51), where A1 is
the surface area of object 1, F1−2 is the view factor. Equation (2.52) gives the F1−2 under
two situations [114]. One is that the surface area of object 2 is much larger than that of
object 1. The view factor is equal to emittance ϵ. Another is that objects are two parallel
sheets with width w and distance d .

Qnet = A1F1−2σ(T 4
1 −T 4

2 ) (2.51)

F1−2 = ϵe1 if A1 << A2

F1−2 =
√

1+
(

d

w

)2

− d

w
Parallel sheet

(2.52)

Surface emittance is a property that depends on several factors like surface finish,
type of paint applied on the surface, etc. Some typical values are listed in Table 2.4.
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Material Emittance ϵe

Copper 0.02

Aluminium(oxidized) 0.2-0.3

Paint (including white) 0.9

Enamel 0.8-0.95

Ceramic 0.9-0.95

Table 2.4: Typical emittance of some materials

2.4.2. EQUIVALENT THERMAL CIRCUIT
Generally, to avoid calculating computational fluid dynamics (CFD) with the finite

volume method or the finite difference method, a common method is to calculate the
thermal behaviour through an equivalent thermal circuit [24], [28].

Equivalent thermal circuit models heat flow by analogue to electrical circuits, like
Figure 2.27. The heat transfer rate Qh is represented by current, temperature T is
represented by voltage, heat source Ph is represented by constant current source,
absolute thermal resistances Rt are represented by resistors and thermal capacitances
Ch are represented by capacitors. Each node follows the relation in (2.53). If only the
steady-state is interested, the right side of the equation equals 0, and the thermal circuit
becomes a thermal resistor network.

Ch j
dT j

dt
=

n∑
i=1,i ̸= j

1

Rt i , j
(Ti −T j )+Ph j , Ch j

dT j

dt
= 0 (2.53)

Ch1

Rt41

Ph1

Rt21

Rt31

Node 1

Figure 2.27: Illustration for equivalent thermal circuit

The node selection depends on the geometries of transformers. Figure 2.28 (a) and
(b) show the node selection for shell and core type transformers, respectively. Because
of the symmetry, the node is only selected in half of the geometries. Then, the thermal
resistance considering all three kinds of heat transfer modes is calculated. After
calculating the thermal resistance between nodes, a thermal resistor network like 2.28
(c) is obtained. Solve the network, and the temperatures of nodes are obtained.
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(a)

(b)

Rc4c1

(c)

Core

Windings

Pc4

Rc1c2

Rc3c4

Rw2

Rc2c3

Rc2o

Rc1o Rc3o

Pc2
Pc1

P w
1

P w
2

Pc3

Rw1 Rw1w2

Rc4o

Rw1o Rw2o

R
cw
2

R
cw
1

Shell type:

Core type:

Figure 2.28: Node selection of shell and core type of MF transformers (a),(b), and thermal resistor network
illustration (c).

To verify the effectiveness of the thermal circuit model, a 3D CFD simulation is done
for a typical shell-type structure. The heat sources in the core and windings are set with
volumetric average value. As Figure 2.29 shows, temperature rising of nodes for core
(Node 1 and 2) and for two windings (Node 5 and 8) from thermal network is close to the
3D CFD results. Therefore, the thermal circuit is used in the design process.

2.5. CONCLUSION

I N this chapter, the models, especially analytical models, in electrical, magnetic and
thermal aspects are summarized. Based on the analysis of magnetic field distribution

in round conductors, new 1D and 2D winding loss models are proposed, which take the
interaction between eddy currents into account. The impact of the air gap on the field
distribution is analyzed, and anti-MMF sources are used to replace gaps for the field
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Location

Node 1

Node 2

Node 5

Node 8

ΔT/K
3D CFD

ΔT/K
Thermal network

76.77

61.99

75.94

65.32

75.08

60.96

76.63

68.84

Figure 2.29: 3D temperature distribution in a shell type structure.

calculation. The new models are validated by 2D FEMs. Based on some comparison and
analysis, the reluctance method (2.4) is used to calculate magnetizing inductance. IGSE
is used to estimate the core loss, and thermal circuits are chosen to calculate thermal
conditions.





3
A TWO-DIMENSIONAL BOUNDARY

ELEMENT & ANALYTICAL COUPLED

METHOD

Mathematics compares the most diverse phenomena
and discovers the secret analogies that unite them.

Joseph Fourier

A proper method to solve the partial differential equations is the key to achieving
reasonable accuracy and computational speed in the modelling. In this chapter, a
two-dimensional circle boundary element & analytical coupled method is developed for
windings. The circle elements are used in discretization, which complies with the
geometry of round conductors. The element shape and the analytical solution for the
inside domain lead to significantly smaller element numbers compared to 2D FEM. This
method is used to model windings in quasi-static magnetic, static electric fields and heat
conduction, which show good accurate and fast computation speeds.

Parts of this chapter have been published in:

• Two-Dimensional Frequency-Dependent Resistance and Inductance Calculation Method for Magnetic
Components With Round Conductors, IEEE Transactions on Magnetics, vol. 60, no. 1, pp. 1–11, Jan.
2024.
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3.1. INTRODUCTION

P ARTIAL differential equations (PDEs) are fundamental to describing physics. The
transformer models are based on the solution of PDEs in different situations. This

thesis focuses on magnetic, electric and heat transfer in MF transformers. The proper
estimation of steady state is the basis of the design optimization. There are several
common PDEs used in stationary situations, like Poisson’s equation, Helmholtz’s
equation and Laplace’s equations. A proper method for solving the PDEs is beneficial
for design optimization, which should combine reasonable accuracy and
computational speed.

Poisson’s equation: ∇2φ= fd (3.1)

Helmholtz’s equation: ∇2φ+κ2φ= fd (3.2)

Laplace’s equation: ∇2φ= 0 (3.3)

The most straightforward method is obtaining analytical solutions. Many analytical
models are used in traditional design. However, these models are always based on some
simple geometries and assumptions, and they would give considerable error in more
complex geometries. At the same time, it is a challenge or even impossible to find an
exact analytical solution in a complex domain. Therefore, several numerical methods are
alternative approaches to solve PDEs, like finite element method (FEM), finite difference
method (FDM), boundary element method (BEM), etc.

In this chapter, the objects of PDEs are the quasi-static magnetic field, static electric
field and stationary thermal conduction. In general, the objects are composed of a
background domain and some other domains. The background domain can be
described by Laplace’s equation, and other domains can be described by Poisson’s or
Helmholtz’s equation. Two-dimensional models can provide more accurate results than
1D models and need much less computational resources than 3D models. BEM only
looks at the solution on the boundary and has a small element number. The circle
element is very suited to the round conductor used in MF transformers. Besides, the
domain inside the circle element can be solved analytically based on the information
from the circle element. Therefore, a 2D circle boundary element method is developed.

This chapter first introduces the mathematical derivation of the 2D circle boundary
element. The couplings between the information on the circle element and the field
inside it are presented. Based on the relation between different circle and line elements,
a small filled-in matrix is built. Afterwards, the applications of the proposed method in
three different physical fields are shown. All properties of domains are linear, constant
and isotropic.

3.2. CIRCLE BOUNDARY ELEMENT V.S. OTHER CHOICES

N UMERICAL methods play an important role in solving PDE, which can be attributed
to the fast development and decreasing cost of computational technology. A basic

method is to approximate the PDE solution by the summation of a set of trial function
ui , as (3.4).

φ=
N∑

i=1
ci ui (3.4)
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Figure 3.1: Different discretisation, FEM (a), BEM with line element (b), BEM with circle element (c)

The coefficient value ci of each trial function can be found by a selected method
of weighted residuals with test function w . The resulting coefficients are obtained by
minimizing the error between the summation of test functions and the actual solution.
L is an arbitrary linear differential operator with constant coefficients fd , which is an
arbitrary source distribution inΩ.∫

Ω
(L u − fd ) wdΩ= 0 (3.5)

BEM and FEM are based on the weighted residual method. If the domain 1⃝ in Figure
3.1 follows Laplace’s equation, i.e., operator L is ∇2 and fd is 0, the weighted residual
statement for the domain 1⃝ becomes (3.6) [119], where ∂i u is the derivative of u with
respect to i , q̄ is the derivative of u with respect to normal direction on boundary Γ.∫

Ω
∂i u ∂i w dΩ=

∫
Γ

q̄ w dΓ finite element methods∫
Ω

u ∂i i w dΩ=
∫
Γ

(u ∂i w −∂i u w)dΓ boundary element methods
(3.6)

Different test functions are used to solve the coefficients of the trial function. FEM
uses Bubnov-Galerkin method, i.e., the test function w is the same as the trial function u.
BEM uses Petrov-Galerkin method, which chooses the fundamental solution as the test
function, i.e., the solution for a Dirac source. Based on this, there are several differences
existing between BEM and FEM, which are listed in Table 3.1 [119], [120].

Since the background domain follows Laplace’s equation, the fundamental solution
is not a problem, and the properties of domain can also be regarded as linear and
isotropic. Hence, the drawbacks of BEM are not significant in the fields of interest.
Meanwhile, BEM generates a small dense matrix, which is promising for achieving fast
computational speeds.

Figure 3.1 shows the different discretisations. It is obvious that FEM needs more
elements than BEM. The BEM generally use line elements, which can suit most
situations. However, circle elements are more suitable for the situation in this thesis
because their shape complies with round conductors. It can lead to two advantages.
The first one is less element number. For example, Figure 3.1 (b) has 12 elements for
one round, and (c) has only one element. If the trial function of line elements is a
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BEM FEM

discretization of boundary discretization of whole domain

approximate u and ∂i u approximate u

small, dense matrix large, sparse matrix

require fundamental solution no prior knowledge required

difficult to solve inhomogeneous
or nonlinear problem

solve most linear second-order PDE

Table 3.1: Comparison between BEM and FEM

constant, the trial function of circle elements can be up to fifth-order Fourier series and
still have fewer unknown coefficients. The second is the solution for the domain 2⃝,
which is enclosed by the circle element and can be analytically derived based on the
coefficients of trial functions of the circle element. With line elements, the field or
parameter in the enclosed domain needs another BEM [121] or other technique [122],
[123].

Therefore, a method combining circle boundary elements and analytical solutions is
developed to model the situation in this thesis.

3.3. FORMULAS FOR BOUNDARY ELEMENT

T HE targeted fields are generally described by Poisson’s equation and Helmholtz’s
equation. Laplace’s equation is a special case of Poisson’s equation and Helmholtz’s

equation. When the source term or the eigenvalue term of the background domain has
a trivial contribution, Laplace’s equation is used to describe the background domain.
This section introduces the general solution of Laplace’s equation in 2D and the
formulas connecting circle elements and line elements.

3.3.1. FUNDAMENTAL FUNCTION AND GENERAL SOLUTION

Using the fundamental function as a test function is an important feature of BEM,
which accounts for the improved accuracy in the flux calculation and in the infinite or
semi-infinite domain. Fundamental functions are prerequisites for BEM. The
fundamental functions u∗ and q∗ for Laplace’s equation are given in (3.7), ni is the
outward norm vector.

∇2φ=−δ(r )

u∗ =− 1

2π
ln(r ) q∗ = ∂i u∗ ni =− 1

2πr
∂i r ni

(3.7)

Besides, the general solution of Laplace’s equation helps to solve the relation
between the domain inside the circle element and the background domain. Laplace’s
equation is solved in polar coordinates whose origin is at the center of a circle element,
as shown in Figure 3.2 (a). The PDE becomes (3.8) and is solved by the separation of
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Figure 3.2: Illustration of coordinates

variables.
∂2φ(r,ϕ)

∂r 2 + 1

r

∂φ(r,ϕ)

∂r
+ 1

r 2

∂2φ(r,ϕ)

∂ϕ2 = 0 (3.8)

Assume the general solution of (3.11) has the form φ(r,ϕ) = R(r )S(ϕ), and the PDE
becomes (3.9).

r 2 ∂
2R(r )

∂r 2 + r
∂R(r )

∂r
−n2R = 0

∂2S(ϕ)

∂ϕ2 +n2S(ϕ) = 0
(3.9)

Due to the periodical condition, n only can be a non-negative integer, and their
general solutions are given in (3.10).

R(r ) =
{

C0 +D0 ln(r ), n = 0

Cnr n + Dn

r n , n >= 1

S(ϕ) = An cos(nϕ)+Bn sin(nϕ)
(3.10)

Multiplying R(r ) and S(ϕ), the final general solution of φ is given in (3.11). It
describes the potential surrounding the circle element, and all coefficients are
parameters of this circle element.

φ(r,ϕ) =C +D ln(r )+
+∞∑
n=1

r n(A′
n cos(nϕ)+B ′

n sin(nϕ))

+
+∞∑
n=1

r−n(A′′
n cos(nϕ)+B ′′

n sin(nϕ)) (3.11)
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If r is set as a value r0, the variable φ is contributed by sources on both sides of r .
Based on natural boundary conditions, the contributions from inside are given in (3.12).

φi = D ln(r )+
+∞∑
n=1

r−n(A′′
n cos(nϕ)+B ′′

n sin(nϕ)) (3.12)

The contributions from outside are given in (3.13).

φo =C +
+∞∑
n=1

r n(A′
n cos(nϕ)+B ′

n sin(nϕ)) (3.13)

3.3.2. CIRCLE BOUNDARY ELEMENT
Based on the boundary integral equation (3.14) in BEM, two integrations are

needed. One is the integration of the product of the flux trial function q and potential
fundamental function u∗, and another is the integration of the product of the potential
trial function u and flux fundamental function q∗. The coefficient c is the free term
coefficient and equals 1/2 for circle boundaries.

c(ζ)u(ζ)+∫
Γ q∗(x,ζ)u(x)dΓ= ∫

Γu∗(x,ζ)q(x)dΓ

c(ζ) =


1 ζ ∈Ω
0 ζ ∉Ω& ζ ∉ Γ

1− α

2π
ζ ∈ Γ

(3.14)

The first integral is given in (3.15) [124], [125], where (xi j , yi j ) is the vector from circle
element i to node j . ℜ|ℑ

⌣
represents that it is either ℜ or ℑ. The other equations have the

same sequence showing the corresponding notations.

trial function q integral
∫
Γ

u∗qdΓ Cartesian

1 −ai ln(ri ) −ai

2
ln

(
x2

i j + y2
i j

)
ℜ|ℑ
⌣

(
e Inϕi

) an+1
i

2n
ℜ|ℑ
⌣

(
e Inϕi

r n
i

)
an+1

i

2n
ℜ|ℑ
⌣

(
1

(xi j − I yi j )n

) (3.15)

Based on the (3.14), it is known that the second integral for a circle element i with
radius ai can be obtained by (3.12) and (3.15). The results are given in (3.16). If the node
is on the same element as the trial function, the integral is zero for the harmonic term,
but it is 1/2 for the constant term.

trial function u integral
∫
Γ

q∗udΓ Cartesian

1 0 0

ℜ|ℑ
⌣

(
e Inϕi

) −an
i

2
ℜ|ℑ
⌣

(
e Inϕi

r n
i

)
−an

i

2
ℜ|ℑ
⌣

(
1

(xi j − I yi j )n

) (3.16)
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Based on (3.16) and (3.15), the connection from circle element to node potential is
built.

To obtain the potential on element j generated by element i , the integral (3.16) and
(3.15) in polar coordinates of element i is converted to the polar coordinates of element
j . For the constant trial function, both integrals have a shared logarithm function term.
After converting and Maclaurin expansion, the function becomes a series, as given in
(3.17).

ln(ri ) = 1

2
ln

(
(xi j +a j cosϕ j )2 + (yi j +a j sinϕ j )2

)
= 1

2
ln

(
x2

i j + y2
i j

)
+

∞∑
m=1

(−1)m+1

m

(
ℜ

(
am

j cos(mϕ j )

(xi j − I yi j )m

)
+ℑ

(
am

j sin(mϕ j )

(xi j − I yi j )m

))
(3.17)

Similarly, the integrals of the harmonic trial function follow the same format. After
converting coordinates and binomial expansion, it becomes a series of harmonics, as
given in (3.18).

ℜ|ℑ
⌣

(
e Inϕi

r n
i

)
= ℜ|ℑ

⌣

((
(xi j +a j cosϕ j )− I (yi j +a j sinϕ j )

)−n)
= ℜ|ℑ

⌣

( ∞∑
m=0

(n +m −1)!

(n −1)!m!
(−1)m

am
j e−Imϕ j

(xi j − I yi j )m+n

) (3.18)

The connection between circle elements can be established based on (3.17), (3.18).

3.3.3. LINE BOUNDARY ELEMENT

Compared to the circle boundary element, line elements are more generally used.
The trial function of one element usually uses the collocation method, i.e., the trial
potential or flux function on one element is described by the value on several points
and shape function Φp , shown in (3.19). The points where the unknown values are
considered are called nodes.

u =
P∑

p=1
Φp up (3.19)

Figure 3.3: Different collocation method, constant (a), linear (b), quadratic (c)
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Figure 3.3 shows three different collocation methods. The constant element (a) has a
node in the middle of each element. The linear elements (b) have two nodes at the ends
of each element, and the quadratic elements (c) have an extra middle node compared
to the linear element. In order to incorporate the circle boundary element, the integrals
from line boundary elements need to be transformed into a harmonic format. Due to
the complexity of linear elements and higher-order polynomials, the constant element
is used. Therefore, the trial function is a constant for each line element. Due to the node
in the middle of the element, the free term coefficient c equals 0.5. Besides, the line
elements are assumed to be parallel to either the x-axis or y-axis, which is generally true
in the targeted geometries.

The integral of the constant potential trial function over an element paralleling to
x-axis is given in (3.20), where b is the half length of the element. The integral for the
element along the y-axis can be calculated in the same way.

∫
Γ

q∗udΓ=− 1

2π

∫ b

−b

up yi j

(xi j −ζ)2 + y2
i j

dζ

=−up

2π

(
arctan

(
xi j +b

yi j

)
−arctan

(
xi j −b

yi j

))
(3.20)

If b is infinity, the result of the integral becomes (3.21). When the trial function and
the node are at the same, the integral equals zero because r,i is perpendicular to ni in
(3.7). ∫

Γ
q∗udΓ=−1

2
up (3.21)

The integral of the constant flux trial function over an element parallel to the x-axis is
given in (3.22). Similarly, the integral over an element along the y-axis can be obtained.

∫
Γx

u∗qdΓx =− 1

4π

∫ b

−b
qp ln((xi j −ζ)2 + y2

i j )dζ

=−qp

4π

(
ln((b +xi j )2 + y2

i j )(b +xi j )+ ln((b −xi j )2 + y2
i j )(b −xi j )−4b

+2y

(
arctan

(
xi j +b

yi j

)
−arctan

(
xi j −b

yi j

)))
(3.22)

If b is infinity, the result of the integral becomes (3.23).∫
Γx

u∗qdΓx = 1

2
qp abs(yi j ) (3.23)

Based on the preceding formulas, the connection between constant line elements
can be established. Then, the two integrals over the line element need to be expanded
into harmonics. Two situations are given. One is that b is infinity, and another b is a
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finite value. The integral is shown in (3.24) when b is infinity.

Integral After Converting∫
Γ

q∗udΓ −1

2
up −1

2
up∫

Γx

u∗qdΓx
1

2
qp abs(yi j )

1

2
qp abs(yi j +a j sin(ϕ j ))∫

Γy

u∗qdΓy
1

2
qp abs(xi j )

1

2
qp abs(xi j +a j cos(ϕ j ))

(3.24)

The integral of the potential trial function follows the (3.20) when b is a finite value.
After the expansion, the constant and harmonic terms are given in (3.25). If yi j < 0, then
each coefficient in (3.25) must be mupliplied by −1.

∫
Γx

q∗udΓx = Iup

4π


ln

(−b −xi j + I yi j

b +xi j + I yi j

)
− ln

(
b −xi j + I yi j

−b +xi j + I yi j

)
1

m

(
−T1(m)am

j e Imϕ j +T2(m)am
j e−Imϕ j

)
T1(m) = (−1)m+1

(b +xi j + I yi j )m + 1

(b −xi j − I yi j )m

T2(m) = (−1)m+1

(b +xi j − I yi j )m + 1

(b −xi j + I yi j )m

(3.25)

The integral of the flux trial function follows the (3.22) when b is a finite value. After
converting coordinates and expansion, the value on a circle element is given in (3.26).

∫
Γx

u∗qdΓx =−qp

4π



ℜ
(−4b+G (xi j + I yi j +b)+G (xi j − I yi j +b)

−G (xi j + I yi j −b)−G (xi j − I yi j −b)

)
(
ln((xi j +b)2 + y2

i j )− ln((xi j −b)2 + y2
i j )

)
a j cosϕ j

−I

(
ln

(−b −xi j + I yi j

b +xi j + I yi j

)
− ln

(
b −xi j + I yi j

−b +xi j + I yi j

))
a j sinϕ j

1

m(m −1)

(
T1(m −1)am

j e Imϕ j +T2(m −1)am
j e−Imϕ j

)
m ≥ 2

G (x) = x ln(x)
(3.26)

For the elements along the y-axis, both integrals need to exchange the positions of
xi j and yi j , and the harmonic term needs to follow the change shown in (3.27). Based
on the (3.25), (3.26) and (3.27), the connection from line elements to circle elements is
built.

e Imϕ j → I me−Imϕ j

e−Imϕ j → (−I )me Imϕ j

cosϕ ↔ sinϕ

(3.27)
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3.4. SIMPLIFICATION BASED ON THE METHOD OF IMAGES

T HE targeted objects usually possess one or several boundaries, which can
be regarded as symmetry axes. They can help to simplify the problem. Because the

BEM matrix is a dense matrix, the reduction of the matrix size can improve the
efficiency. The boundary conditions (BCs) in the targeted fields usually have two
categories:

• Dirichlet BC: Specify the value of the function on a given boundary.

φ= fb

• Neumann BC: Define the normal derivative of the function on a boundary.

∂φ

∂n
= fb

Assuming there is an infinite line along the x-axis at y = 0 and the condition is fb ,
the PDE is solved by Fourier transform on x. The general solution is (3.28), where Fb is
Fourier transform of fb .

Φ(ω, y) =C1(ω)e |ω|y +C2(ω)e−|ω|y (3.28)

Then, the boundary conditions become:

• Dirichlet BC: C1(ω)+C2(ω) =Fb

• Neumann BC: C1(ω)−C2(ω) =Fb/|ω|
The above equations show both boundary conditions can be replaced by the

contribution from the φ2 and φ3, as given in (3.29).

φ(x, y) =φ1(x, y)+φ2(x, y)+φ3(x, y)

Frequency domain over x φ1 φ2 φ3

Dirichlet BC C1(ω)e |ω|y −C1(ω)e−|ω|y Fbe−|ω|y

Neumann BC C1(ω)e |ω|y C1(ω)e−|ω|y −Fb

|ω| e−|ω|y

(3.29)

The φ2 can be regarded as the contribution from the mirror images. In the Dirichlet
boundary condition, it represents a perfectly absorbing boundary condition, i.e., the
image coefficient ki = −1. In the Neumann boundary condition, it represents a
perfectly reflecting boundary condition, i.e., the image coefficient ki = 1. In spite of the
image coefficient, the vector (xi j , yi j ) in section 3.3.2 and 3.3.3 is replaced by the vector
from the mirror images to the targeted elements. Then, the impact of φ3 is considered.
If the fb is a constant value or a rectangular function, the potential φ3 is the double of
the constant line element described in the section 3.3.3.
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Sometimes, boundaries can still be handled using the method of images, even when
the flux or potential is not specified. Continue using the boundary along the x direction
as the example. If both sides of the boundary follow Laplace’s equation and there is no
source on the boundary, the boundary conditions can be generalized into (3.30), where
δu and δb is a related material property in two domains.

φu(x,0) =φb(x,0)

δu
∂φu(x, y)

∂y
|y=0 = δb

∂φb(x, y)

∂y
|y=0

∂φu(x, y)

∂x
|y=0 = ∂φb(x, y)

∂x
|y=0

(3.30)

The potential function is shown in (3.28), and the corresponding flux function is
shown in (3.31).

q(x, y) = 1

2π

∫ +∞

−∞
jωC1(ω)e |ω|y e jωx + jωC2(ω)e−|ω|y e jωx dω x⃗

+ 1

2π

∫ +∞

−∞
|ω|C1(ω)e |ω|y e jωx −|ω|C2(ω)e−|ω|y e jωx dω y⃗ (3.31)

Then, the relations between coefficients of the two domains is shown as follows
(3.32). If the domain without source can be regarded as a semi-infinity plane, i.e. Cb2 or
Cu1 is zero, the relation between the C1 and C2 of the other domain can be obtained. If
the domain without source has thickness, the method of multiple images can be
considered [126].

2δuCu1(ω) = (δu +δb)Cb1(ω)+ (δu −δb)Cb2(ω)

2δuCu2(ω) = (δu −δb)Cb1(ω)+ (δu +δb)Cb2(ω)
(3.32)

Using the method of images can lead to a wrong potential when the net source in the
model is not zero. The potential relates to the reference point and the mirrored images.
It is not shown in the preceding sections because the default distance from the reference
point is set as 1 and ln(1) = 0. This problem sometimes does not impact the result of
interested parameters.

3.5. ANALYSIS OF THE DOMAIN INSIDE CIRCLE ELEMENTS

T HE domain inside a circle element interacts with the background domain. Therefore,
it is necessary to solve the field and flux in this domain. Compared to solving it with

another BEM, analytical analysis has better efficiency.
When there are two different domains, several boundary conditions should be

satisfied on the interface. In two-dimensional analysis, the normal and tangential terms
of fluxes are listed as follows.

• Normal term of fluxes from scalar potentials: nb ·∇φ
• Tangential term of fluxes from scalar potentials: nb ×∇φ
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• Normal term of fluxes from vector potentials: nb · (∇×φ)

• Tangential term of fluxes from vector potentials: nb × (∇×φ)

The vector potential only has z direction term in two-dimensional cases. Through
some manipulation, it is known nb · ∇φ = −nb × (∇× (0,0,φz )) and nb ×∇φ = nb · (∇×
(0,0,φz )).

Firstly, boundary conditions on circle elements are considered. The domain inside
a circle element can follow Poisson’s equation or Helmholtz’s equation, depending on
the problem. It is different from the background domain and leads to some BCs applied
to the circle element. The general solutions of PDEs inside circle elements are given as
follows, assuming fd is a constant.

• Poisson’s equation (3.1):

φr (r,ϕ) = fd r 2

4
+Cr +

+∞∑
n=1

r n(αn cos(nϕ)+βn sin(nϕ))

∂φr (r,ϕ)

∂r
= fd r

2
+

+∞∑
n=1

nr n−1(αn cos(nϕ)+βn sin(nϕ))

1

r

∂φr (r,ϕ)

∂ϕ
=

+∞∑
n=1

nr n−1(−αn sin(nϕ)+βn cos(nϕ))

(3.33)

• Helmholtz’s equation (3.2):

φr (r,ϕ) = fd

κ2 +
+∞∑
n=0

Jn(κr )(αn cos(nϕ)+βn sin(nϕ))

∂φr (r,ϕ)

∂r
=

+∞∑
n=0

κ

2
(Jn−1(κr )− Jn+1(κr ))(αn cos(nϕ)+βn sin(nϕ))

1

r

∂φr (r,ϕ)

∂ϕ
=

+∞∑
n=0

κ

2
(Jn−1(κr )+ Jn+1(κr ))(−αn sin(nϕ)+βn cos(nϕ))

(3.34)

The general solution of Laplace’s equation and its derivative in the background
domain is shown in (3.35).

φe (r,ϕ) =Ce +D ln(r )+
+∞∑
n=1

r n(A′
n cos(nϕ)+B ′

n si n(nϕ))+ r−n(A′′
n cos(nϕ)+B ′′

n sin(nϕ))

∂φe (r,ϕ)

∂r
= D

r
+

+∞∑
n=1

nr n−1(A′
n cos(nϕ)+B ′

n sin(nϕ))−nr−n−1(A′′
n cos(nϕ)+B ′′

n sin(nϕ))

1

r

∂φe (r,ϕ)

∂ϕ
=

+∞∑
n=1

nr n−1(−A′
n sin(nϕ)+B ′

n cos(nϕ))+nr−n−1(−A′′
n sin(nϕ)+B ′′

n cos(nϕ))

(3.35)
Assume the source term on the circle boundary is described by (3.36).

σb(ϕ) =σ0 +
+∞∑
n=1

(σcn cos(nϕ)+σsn sin(nϕ)) (3.36)
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The BCs in targeted applications can be generalized into (3.37), a is the radius of the
circle element.

φe (a,ϕ) =φr (a,ϕ)

δe
∂φe (r,ϕ)

∂r
|r=a −δr

∂φr (r,ϕ)

∂r
|r=a =σb(ϕ)

1

r

∂φe (r,ϕ)

∂ϕ
|r=a = 1

r

∂φr (r,ϕ)

∂ϕ
|r=a

(3.37)

If the domain in the circle element follows Poisson’s equation, the coefficients follow
the relation in (3.38).

D = δr

δe

fd a2

2
+ aσ0

δe

Cr =Ce +D ln(a)− fd a2

4

2δe A′
n |B ′

n
⌣

= (δe +δr )αn |βn
⌣

+
σcn |σsn
⌣

nan−1

2δe a−2n A′′
n |B ′′

n
⌣

= (δe −δr )αn |βn
⌣

−
σcn |σsn
⌣

nan−1

(3.38)

Similarly, for a domain following Helmholtz’s equation, the coefficients follow the
relation in (3.39).

D =−δr

δe
κa J1(κa)α0 + aσ0

δe

Ce +D ln(a) = fd

κ2 + J0(κa)α0

2δe A′
n |B ′

n
⌣

=
(
(δe +δr )Jn−1(κa)+ (δe −δr )Jn+1(κa)

) κ

2nan−1αn |βn
⌣

+
σcn |σsn
⌣

nan−1

2δe A′′
n |B ′′

n
⌣

=
(
(δe −δr )Jn−1(κa)+ (δe +δr )Jn+1(κa)

)κan+1

2n
αn |βn
⌣

−
σcn |σsn
⌣

n
an+1

(3.39)

Sometimes, the domain inside a circle element is two or more concentric round
domains. Assume the radius of two round domains from inside are a and b. The outer
domain also follows Laplace’s equation but has properties different from those of the
background domain. Its solution is the same as (3.35). By solving the BCs, the
relationship between the centre domains inside circle elements and the background
domain can also be found. The BCs between two domains are shown in (3.40),
assuming there is no boundary source term.

φe (b,ϕ) =φr 2(b,ϕ)

δe
∂φe (r,ϕ)

∂r
|r=b = δr 2

∂φr 2(r,ϕ)

∂r
|r=b

1

r

∂φe (r,ϕ)

∂ϕ
|r=b = 1

r

∂φr 2(r,ϕ)

∂ϕ
|r=b

(3.40)
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After equating the coefficients of harmonics, the relations between coefficients are
given in (3.41).

δe De = δr 2Dr 2

Ce +De ln(b) =Cr 2 +Dr 2 ln(b)

2δe b2n A′
en |B ′

en
⌣

= (δr 2 +δe )b2n A′
r 2|B ′

r 2
⌣

+ (δe −δr 2)A′′
r 2|B ′′

r 2
⌣

2δe A′′
en |B ′′

en = (δe −δr 2)b2n A′
r 2|B ′

r 2
⌣

+ (δe +δr 2)A′′
r 2|B ′′

r 2
⌣

(3.41)

Table 3.2 summarizes the relations between the coefficients of the circle element and
the inside domain. The relations are given when either a PDE or a surface source is
followed for the inside domain. Based on the relations, some parameters set in the inside
domain can be transferred to the condition of the circle element, such as potential or
flux.

Laplace Poisson Helmholtz

A′′

A′ |
B ′′

B ′
⌣

a2n δe −δr

δe +δr
a2n (δe −δr )Jn−1(κa)+ (δe +δr )Jn+1(κa)

(δe +δr )Jn−1(κa)+ (δe −δr )Jn+1(κa)

A′′|B ′′
⌣

a2n δe −δr

2δe
αn |βn
⌣

κan+1

4nδe
((δe −δr )Jn−1(κa)+ (δe +δr )Jn+1(κa))

C Cr +
(
δe

2δr
− ln(a)

)
D

fd

κ2 −
(
ln(a)+ δe J0(κa)

δrκa J1(κa)

)
D

D
δr fd a2

2δe
−δr

δe
κa J1(κa)α0

Surface source Laplace (outer layer)

A′′

A′ |
B ′′

B ′
⌣

−a2n b2n
(δe −δr 2)b2n + (δe +δr 2)A′′

r 2/A′
r 2

(δe +δr 2)b2n + (δe −δr 2)A′′
r 2/A′

r 2

A′′|B ′′
⌣

− an+1

2nδe
σcn |σsn
⌣

(δe −δr 2)b2n

2δe
A′

r 2|B ′
r 2

⌣
+ δe +δr 2

2δe
A′′

r 2|B ′′
r 2

⌣

C - Cr 2 +
(
δe

δr 2
−1

)
ln(b)D

D
aσ0

δe

δr 2

δe
Dr 2

Table 3.2: Relations between coefficients of the circle element and the inside domain.

3.6. COUPLING AND MATRIX FORMING

T HE formulas for BEM and domain inside circle elements are analytically analyzed
separately in previous sections. In this section, the two parts are coupled together,
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and a matrix describing the targeted field is generated. Based on the (3.14), a matrix, like
(3.42), is formed, U and Q are the potential and flux on elements.(

0.5 · · ·
... 0.5

)(
Uc

Ul

)
+

(
uucc uulc

uucl uul l

)(
Uc

Ul

)
=

(
qucc qulc

qucl qul l

)(
Qc

Ql

)
(3.42)

For circle elements, there are some inherent properties that can simplify the matrix.
The first is the relation between flux and potential is set, as shown in (3.35). With (3.15)
and (3.16), the harmonic terms in potential and flux integral can be combined into one
term, as shown in (3.43), when the trial function is not on the targeted element. Also, the
constant term is only related to the coefficient D .

qucci j (−nan−1
j A′

j n |B ′
j n

⌣
)−uucci j (an

j A′
j n |B ′

j n
⌣

) = 0

qucci j (
n

an+1
j

A′′
j n |B ′′

j n
⌣

)−uucci j (a−n
j A′′

j n |B ′′
j n

⌣
) =ℜ|ℑ

⌣

(
e Inϕ j

r n
j

)
A′′

j n |B ′′
j n

⌣

−D j

a j
qucci j = D j ln(r j )

(3.43)

When the trial function is the same as the targeted element, the Di , A′′
i n and B ′′

i n
cancel each other. Therefore, the unknown parameters are Ci , A′

i n and B ′
i n .

Ci +
∑

uui jU j =
∑

qui j Q j

an
i A′

i n |B ′
i n +∑

uui jU j =
∑

qui j Q j
(3.44)

The relations between (3.12) and (3.13) (Section 3.5) should be followed. The
analytical analysis is coupled with circle boundary elements, and no additional
equations are needed to solve the domain inside the circle elements.

To solve the equations practically, the harmonics are truncated at N th order. The
relation between coefficients is listed in Table 3.3. To simplify some formulas, equations
in (3.45) are used.

ηnm = (n +m −1)!

(n −1)!m!
ξnm = (−1)m

(xi j − I yi j )n+m

Sx = Sign(xi j ) Sy = Sign(yi j )

G(α,β) = H(α,β,b)−H(α,β,−b) H(α,β,γ) = ln

(−α−γ+ Iβ

α+γ+ Iβ

)
T1(α,β,γ) = 1

γ

(
(−1)γ+1

(b +α+ Iβ)γ
+ 1

(b −α− Iβ)γ

)
T2(α,β,γ) = 1

γ

(
(−1)γ+1

(b +α− Iβ)γ
+ 1

(b −α+ Iβ)γ

)
G (α,β) =H (α+b + Iβ)+H (α+b − Iβ)−H (α−b + Iβ)−H (α−b − Iβ)

H (α) =α ln(α)

(3.45)
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The matrix can be solved with either direct or iterative methods. After solving the
built matrix, factors of all circle elements and line elements are obtained. Based on these
factors, more information can be inferred.

3.7. APPLICATIONS IN MF TRANSFORMER DESIGN

I N previous sections, the circle boundary element method is introduced in a general
form, and the relations between physical quantities and factors are not clear. In this

section, the physical meaning of some factors is introduced for targeted fields. Some
useful relations are also introduced.

3.7.1. QUASI-STATIC MAGNETIC FIELD
In a quasi-static magnetic field, magnetic vector potentials A obey the following PDE

in the frequency domain, which belongs to Helmholtz’s equation.

∇2A− jωσcµc A =µcσc∇Φ (3.46)

The magnetic vector potential A is defined in such a way that its curl is equal to the
magnetic flux density B. It can also specify the electric field E, together with the electric
potential Φ, as shown in (3.47). Because adding curl-free components to A does not
change the observed magnetic field, a gauge is needed. Coulomb gauge is adopted in
this thesis.

B =∇×A and E =−∇Φ− jωA (3.47)

Through comparing (3.46) and (3.2), it is known what the factors in the circle
element method represent in the quasi-static magnetic field. The relations between
factors and physical parameters are shown in (3.48), where κ is the eigenvalue in
Helmholtz’s equation, fd is the source term, δ is the coefficient in flux terms in 3.3.2 and
σb is the boundary source term. The subscript c represents domains inside circle
elements, and the subscript e represents the background domain. The ω is the angular
frequency, µ is the permeability, σc is the conductivity, Φ is the electrical potential, I is
the current, Jb is the surface current density.

κ2 =− jωσcµ, fd =µcσc∇Φ
δ= 1/µc , Dr =−µe I

2π
fb_Neumann =σb =−µJb

(3.48)

The domain inside a circle element generally represents a round conductor. Based
on J = σE and a constant Φ over the cross-section, the relation between −∇Φ and I is
obtained by averaging the E over the cross-section of the conductor, and (3.49) is
obtained.

1

σc Sc

Ó
Jd s = I

σc Sc
=−∇Φ− 1

Sc

Ó
jωAd s (3.49)

The AC impedance per unit length Zac can be derived from (3.49), as given in (3.50).
Ā is the average magnetic vector potential over the cross-section, Rdc is the DC resistance
per unit length.

Zac = Rdc +
jωĀ

I
(3.50)
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The Ā is obtained by integrating (3.34). Combining (3.39), the result based on
parameters of the circle element is as shown in (3.51).

Ā =C +D ln(a)− µc

µe

D J2(κa)

κa J1(κa)
(3.51)

Combining (3.51) and (3.50), the relation between Zac and the parameters of the
circle element is given.

Zac = Rdc −
jωµ

2π

(
C

D
+ ln(a)− µc

µe

J2(κa)

κa J1(κa)

)
(3.52)

The preceding part describes the relation between the electrical circuit element and
the parameters of the corresponding circle element. Then, the energy flow in or out of
circle elements is calculated by Poynting vector S. The active power P and reactive power
Q per unit length is shown in (3.53), where ∗ represents conjugate, Tn is part of relation
between A′

n and A′′
n without boundary source term σb obtained from (3.39).

S = P + jQ =
∮

Sr=adϕ= I 2

σcπa2 + jω
µc I 2

2π

J2(κa)

κa J1(κa)

+ jω

µe

∑
n=1

(
πna2n

(
1+Tn

)(
1−T ∗

n

)
(A′

n A′∗
n +B ′

nB ′∗
n )

)
(3.53)

Tn = (µc −µe )Jn−1(κa)+ (µc +µe )Jn+1(κa)

(µc +µe )Jn−1(κa)+ (µc −µe )Jn+1(κa)

• Settings of the method

To compare with other methods on accuracy and computational speed, the winding
configurations in 2.3.2 are reused here. Before the computation, parameters like
harmonic term order N and the maximal mirrored image for cases inside the core
window need to be set. The number of mirror cations Nr are used. Figure 3.4 (a) and (b)
show the resistance and leakage inductance per unit length with varying N and certain

Figure 3.4: Resistance (a), leakage inductance (b) per unit length and computation time (c) of Case 1 at 100kHz
with varying truncated order or reflection time.
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Nr = 2, or varying Nr and certain N = 3. When N is larger than 2, the values converge,
and therefore the order N is set as 2. Compared to different N , different Nr show more
influence on the result inside the core window. When Nr is larger than 4, the difference
is negligible. However, as (c) shows, the higher Nr, the longer the computation time is.
Therefore, Nr is set to 2.

• AC resistance

Because several 1D and 2D methods for winding AC resistance are already
compared in Section 2.3.2, only 2D FEM, the proposed method and the 2D methods
[127] are compared. Figure 3.5 shows the results for all three cases with net zero MMF.
For case (1) and (2), the proposed BEM method has similar accuracy as the 2D method,
both provide results with less than 5% error compared to 2D FEM. In case (3), the
proposed BEM method is more stable than the other 2D method. Based on the results,
it is known that the proposed BEM method gives less than 3% error in all situations and
can suit various winding configurations.

Figure 3.5: Resistances per unit length and relative error compared to 2D FEM in transformer mode without
air gap, case (1), (a), (d); case (2), (b), (e); case (3), (c), (f), respectively

Then, each turn carries the same current, i.e., connect in series, and air gaps are
applied. Similarly, only the proposed method and the 2D method in Section 2.3.2 are
compared with 2D FEM. Due to the possible considerable difference between the
situation inside and outside the core window, the AC resistance is calculated under both
situations. In case (1) and (2), there are two gaps on different core legs. Therefore, the
AC resistance per unit length is estimated in two situations, i.e., winding inside and
outside core windows. Figure 3.6 shows the results for all cases. All methods provide
less than 10% error results when a/δ ≤ 1. The proposed method shows more accurate
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results compared to the other 2D methods, and the relative differences compared to
FEM are quite small, less than 1%.

Figure 3.6: Resistances per unit length and relative error compared to 2D FEM in inductor mode with air gap,
case (1), (a), (b); case (2), (c), (d); case (3), (e), (f), respectively

• Leakage inductance

Leakage inductance can also be calculated by setting the net MMF as zero. Figure
3.7 shows the estimated leakage inductance per unit length inside the core window for
all cases. It is shown that the static method gradually deviates from FEM results with
increasing frequencies, and the 1D method is restricted by its assumption. The
proposed BEM method takes the impact of eddy current into account and can handle
various winding configurations. It has less than 3% error for the entire frequency range
and all cases, which is better than other methods.

• Validation by 3D FEM and measurement

In order to further validate the method in real situations, 3D FEM and measurement
are done. 3D FEMs for case (1) and case (2) in both transformer and inductor modes
were simulated. To guarantee the accuracy of computation, the boundary layer mesh is
used, and the smallest size of an element is smaller than one-third of skin depth based
on analysis in [75]. Two corresponding samples were built, and their details are listed in
Table 3.4. Using different connections, two samples can become transformers or
inductors. The measurements are done by the impedance analyzer Agilent 4294A.

The short circuit method was used to measure transformer leakage inductance and
winding losses. The core losses are assumed to be negligible. The resonant frequency is
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Figure 3.7: Leakage inductance per unit length and relative error compared to 2D FEM of the case (1), (a), (b);
case (2), (c), (d); case (3), (e), (f), respectively

in the region a/δ > 15, far from the interested region a ⁄δ ≤ 5, and the measured AC
resistance does not need correction. However, core loss is considerable for inductors.
Due to the potential error from inaccurate complex permeability, an auxiliary
transformer based on [128] is used to estimate the core loss. Besides, the impact of
parasitic capacitance Cp is compensated based on an equivalent circuit of inductors, as
shown in Figure 3.9. After compensation, the summation of winding resistance Rw and
core resistance Rc is obtained.

Table 3.4: Basic information for samples

Sample Case (1) Case (2)
Core size EE42/21/20

Core material N87
Effective magnetic length le [mm] 97
Effective magnetic cross-section

Sc[mm2]
234

Mean turn length lm [mm] 90.76 95.97
Partial length inside core window

lin [mm]
40 40

Partial length outside core window
lout [mm]

50.76 55.97

Estimated 2D values need scaling before comparing with 3D FEM and
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Figure 3.8: Picture and 3D FEM mesh of test samples, right is the case (1) and left is the case(2)

Figure 3.9: Equivalent circuit of inductors

measurement. Generally, the value is scaled by the mean turn length (MTL) lm .
However, the values inside and outside the core window can be significantly different.
Then, the scaling can use a double 2D method [78], [90], [100]. Based on 2D FEM
results, transformers resistances use normal MTL, leakage inductances, and inductors
resistances use the double 2D method. The relevant parameters for scaling are listed in
Table 3.4.

Figure 3.10 and Figure 3.11 show the AC resistance and leakage inductance for cases
(1) and (2), respectively. For AC resistance in transformer mode, the scaled results are
close to the results from measurement and 3D FEM in both cases. The error stays below
10% for the whole frequency range. Compared to another 2D approach, the proposed
method does not perform much better. However, it can estimate the leakage
inductance at the same time. For AC resistance in inductor mode, scaled resistances
and 3D FEM have obviously larger differences from measurements compared to
transformer mode. In both cases, 3D FEM results match 2D estimations better than
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Figure 3.10: Scaled values and relative error for case (1), AC resistance in transformer mode (a),(d), AC
resistance in inductor mode, (b), (e), leakage inductance, (c), (f), respectively.

Figure 3.11: Scaled values and relative error for case (2), AC resistance in transformer mode (a),(d), AC
resistance in inductor mode, (b), (e), leakage inductance, (c), (f), respectively.

measurements. The maximal error is close to 20% in case (1) and approximates 10% in
case (2). Several aspects contribute to the difference between measurement and
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estimation. The first one is the resonant compensation. When the testing frequency is
near the resonant frequency, the impedance is very sensitive to the frequency. For this
case, the accuracy of the circuit and resonant frequency are important. For case (1), the
measured resonant frequency is at 493.8kHz, and the point a/δ = 4 is at 270kHz, which
is close to the resonant frequency. The second aspect is the inequality between the 3D
and double 2D methods. The difference between the 3D FEM and scaled results implies
that some error comes from this inequality. Next is the core loss prediction. When the
core losses are comparable to winding losses, the error in the core loss estimation can
lead to considerable differences in winding resistance. Besides, factors like imperfect
geometric parameters and impedance phase measurement errors can also lead to
winding resistance errors. For the leakage inductance, the relative differences between
measurements and estimations stay below 10% for both cases. The scaled estimations
from 2D FEM are more close to the results from 3D FEM than to the measurements.

• Computational speed

In addition to accuracy, computation time is another important feature. Table 3.5
compares computation time and degree of freedom (DoF) for three cases with 41
frequency points from FEM and the proposed method. The computation is done on a
computer with Intel i7-10750H CPU 6 Cores @ 2.60GHz and 16GB RAM. For all
situations, the proposed method is more than 50 times faster than FEM.

Item Case1 Case2 Case3

Inside core window

2D FEM Time 135s 64s 73s

DoF 122353 72847 118930

Proposed method Time 2.09s 0.35s 1.47s

DoF 450 180 375

Outside core window

2D FEM Time 123s 63s 75s

DoF 122844 73345 117299

Proposed method Time 1.12s 0.16s 0.78s

DoF 450 180 375

Table 3.5: Computation time and degree of freedom of three cases with 41 frequency Points

Given the ability to handle various winding configurations and its comparable
accuracy and rapid computational speed compared to 2D FEM, the proposed BEM &
analytical coupled method is employed for calculating the AC resistance and leakage
inductance in MF transformer design.

3.7.2. STATIC ELECTRIC FIELD
In a static electric field, electric potential Φ obeys Poisson’s equation in the form

(3.54).

∇2Φ=−q

ϵ
(3.54)
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Through comparing (3.54) and (3.1), the relations between factors of circle elements
and physical parameters as shown in (3.55). The physical properties q is the electric
charge, ϵ is the permittivity, Qc is the total electric charge inside and on a circle element,
qb is the surface charge density.

fd =−q

ϵ
δ= ϵ

De =− Qc

2πϵe
fb_Neumann =σb =−qb

ϵ

(3.55)

If domains inside circle elements are conductors, the fd is 0, and there is no electric
field in the domains. There are only surface charges on circle elements, and it leads to the
relations in (3.56). Φc is the potential of the conductor, Er is the radial direction electric
field.

Φc =C +De ln(a)

Er (a,ϕ) =−De

a
−

+∞∑
n=1

2nan−1(A′
en cosnϕ+B ′

en sinnϕ) = qb(ϕ)

ϵe

(3.56)

Sometimes, there is another concentric round insulation surrounding the
conductor. It is assumed there is no surface charge on the interface between the
background dielectric and the insulation, which is generally true in the AC situation.
The relations between physical variables and circle elements’ parameters become (3.57)
and (3.58).

Φc =Ce +De

(
ln(b)+ ϵe

ϵi
ln(a/b)

)
−Er (a,ϕ) = ϵe De

ϵi a
+

+∞∑
n=1

2nan−1

Ti n
(A′

en cosnϕ+B ′
en sinnϕ)

Ti n = ϵi +ϵe

2ϵe
+ (ϵi −ϵe )a2n

2ϵe b2n

(3.57)

−Er (b,ϕ) = De

b
+

+∞∑
n=1

nbn−1(1+Si n)(A′
en cos(nϕ)+B ′

en sin(nϕ))

−Eϕ(b,ϕ) =
+∞∑
n=1

nbn−1(1−Si n)(−A′
en sin(nϕ)+B ′

en cos(nϕ))

Si n = ((ϵi −ϵe )b2n + (ϵi +ϵe )a2n)

((ϵi +ϵe )b2n + (ϵi −ϵe )a2n)

(3.58)

When domains inside circle elements are dielectrics, it is assumed that there is no
charge inside and on the circle elements. The voltage distribution inside the circle
element is described by the element parameters in (3.59).

Φ(r,ϕ) =Ce +
+∞∑
n=1

2ϵe r n

ϵe +ϵr
(A′

en cos(nϕ)+B ′
en sin(nϕ))

−Er (r,ϕ) =
+∞∑
n=1

2nϵe r n−1

ϵe +ϵr
(A′

en cos(nϕ)+B ′
en sin(nϕ))

−Eϕ(r,ϕ) =
+∞∑
n=1

2nϵe r n−1

ϵe +ϵr
(−A′

en sin(nϕ)+B ′
en cos(nϕ))

(3.59)
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Using the Fourier series to describe the charge on the surface has already been used
in BEM [109], [125], which is also known as MoM. Compared to this, the proposed BEM
can consider the insulation layer without adding polarization charges to the surface of
the insulation layer. It reduces the final matrix size and can have a shorter computation
time compared to normal line element BEM.

• Settings of the method

Similar to the quasi-static magnetic field, the truncated order N needs to be chosen
before calculation. Besides, when there are boundaries other than circle elements, it
is necessary to use the method of images or line elements. Therefore, the number of
mirror actions Nr also needs to be selected. Two simple geometries, shown in Figure
3.12 (d), are used. Figure 3.12 (a) and (b) show the relative error compared to 2D FEM for
two parallel wires without and with insulation layer, respectively. With increasing N , the
relative error decreases. For two bare wires, the error can be reduced to below 1% when
N = 2 and d/2a > 1.25. The same accuracy can be achieved when N = 6 and d/2a > 1.05.
For wires with insulation wires, the error increases with decreasing d/2b and b/a. If the
b/a = 1.1, the error can be below 1%, when N = 2 and d/2b > 1.2, or when N = 6 and
d/2b > 1.02.

Figure 3.12: Relative error of capacitance between two parallel wires with different N compared to 2D FEM,
wires without insulation layer (a); wires with insulation layer (b); relative error of capacitance between coaxial
square and a wire with insulation layer and tunnel with different Nr (c); geometries used in configuration
comparison. The number on the contour is the relative error in (b) and (c).

Figure 3.12 (c) shows the relative error of capacitance between a coaxial square and a
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wire with an insulation layer. The calculation is performed by varying Nr while keeping
N = 6. With higher Nr , the results have less error, and the error does not exceed 5% in
the calculated range when Nr is 3. With higher Nr , the accuracy can be better, but it uses
a longer computation time.

After the comparison for a simple case, the configuration N = 6 and Nr = 3 is chosen
to ensure accuracy while maintaining a reasonable computational time for the case
study.

• Approximate analytical equation

The proposed method can help to obtain approximate analytical capacitance
equations. Two capacitance equations for two parallel wires without and with an
insulation layer are provided as examples.

Firstly, the capacitance between two parallel wires without insulation layer is given
by (3.60), where Rd a is the ratio of distance d to radius a. When setting N = 2, the
proposed BEM can provide the approximate equation (3.61). The relative error
compared to 2D FEM is shown in Figure 3.13 (a). The (3.61) is closer to (3.60) with
increasing Rd a , and the error is less than 1% when d/2a > 1.25. It is obvious that the
approximate equation cannot compete with the classic equation.

C = ϵ0π

arcosh(Rd a/2)
(3.60)

C = ϵ0π

3−R2
d a −2R4

d a

2−6R2
d a −2R4

d a +2R6
d a

+ ln(Rd a)

(3.61)

Figure 3.13: Relative error of two capacitance equations compared to 2D FEM, wires without insulation layer
(a), wires with insulation layer (b).

There is not an analytical solution for parallel wires with an insulation layer. The
equation, given by (3.62) [8], is derived from capacitor network, as introduced in Section
2.3. The Rdb is the ratio of the distance d to the outer radius b, and Rba is the ratio
of the outer radius b to the inner radius a. When set N = 1, the proposed method can
yield the approximate equation (3.63). Figure 3.13 (b) shows the relative error contour



3

76 3. A TWO-DIMENSIONAL BOUNDARY ELEMENT & ANALYTICAL COUPLED METHOD

compared to FEM. Equation (3.62) overestimates the capacitance, and the absolute value
of error is higher than (3.63) in most cases. Equation (3.62) is obtained from a network of
capacitances with assumed electric flux lines, and the error is caused by the unsatisfied
assumption. These two examples show the proposed method can obtain approximate
capacitance equations. With higher N , approximate equations can be more accurate,
but the equations also become more complex.

C = πϵ0

ln

{
Rϵ0/ϵins

ba

[
Rdb/2+

√
(Rdb/2)2 −1

]} (3.62)

C =πϵinsϵ0/
{
ϵins ln(Rdb)+ϵ0 ln(Rba)

+ ((1+R2
ba)ϵins + (1−R2

ba)ϵ0)ϵins

((1+R2
ba)(1−R2

db)ϵins + (1−R2
ba)(1+R2

db)ϵ0)

}
(3.63)

• Validation with simulation and measurement

The capacitance C obtained from the proposed method, FEM, Line element BEM
and measurements are compared. The FEM and line element BEM simulations use
different physics interfaces of COMSOL software. Five cases are simulated and
measured with 1m long wires with an insulation layer to validate the proposed method.
The capacitance per unit length calculated from different methods is scaled by 1m. The
insulation layer is made of PVC. The measurements were done with the vector network
analyzer Bode 100. The vector network analyzer used the series-thru configuration
because of the high impedance of the samples. The capacitances were measured
between 1kHz to 1MHz. Because the permittivity of the PVC can vary with frequencies,
the relative permittivity is measured. The relative permittivity in the frequency range of
measurement is fitted by the formula (3.64).

ϵr = 4.484−0.2477log10 f (3.64)

The geometries of sample cases are shown in Figure 3.14, and details are provided in
Table 3.6. In cases 1 to 3, the wires are placed on the grounded plane. In cases 4 and 5,
the wires are put into a grounded tunnel and are positioned along the middle line of the
bottom. All cases consist of three wires, and the capacitance matrix C has the form
given in (3.65). Caa , Cbb and Ccc are the self-capacitance of each wire, which includes
the capacitance between the wire and ground and the mutual capacitance between
wires. The accuracy of simulations is verified by measuring the self-capacitance values.
The capacitance is measured between one wire and the ground when two other wires
are grounded. By applying the same process on three wires sequentially, three
self-capacitances are obtained. Because the geometries are symmetric, all capacitances
related to the side wires should be the same, for example, Caa =Ccc .

C =
 Caa −Cab −Cac

−Cab Cbb −Cbc

−Cac −Cbc Ccc

 (3.65)
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Figure 3.14: Four geometries for sample cases used in the simulations and measurements

Table 3.6: Details of geometries of 5 cases

No. case 1 case 2 case 3 case 4 case 5
Type (a) (a) (b) (c) (d)

d [mm] 8.5 20 8.5 8.5 8.5
b [mm] 4.25
a [mm] 2.65
∆h [µm] 85

wi d [mm] Not Applied 30
hei [mm] Not Applied 30

Figure 3.15 compares the capacitance of five cases from the measurement, the
proposed method and 2D FEM. The results from the proposed method and 2D FEM
overlap in all five cases. This implies that the proposed method can correctly calculate
the capacitance of the geometries considered. In the frequency range of the
measurement, the changes in measured capacitance follow the trend of the fitted
relative permittivity curve. For case (1), as shown in Figure 3.15 (a), the measured Caa is
roughly higher than calculated results by 2 to 4%, the measured Cbb is lower than
calculated results by up to 3%. The difference between the Caa and Cbb is about 30pF,
which is less than the capacitance between two wires with the same d , which is 50pF. It
indicates that the summation of capacitance can lead to more than 10% error in
compact wire arrangements. For the other two cases with one plane ground, the error
compared to measurement is up to about 2%. Cases (4) and (5) have the same wire
arrangements as cases (1) and (3), respectively. The Cbb only has a slight increase in
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Figure 3.15: Capacitance of 1m wires from measurement, the proposed method, 2D FEM and 2D BEM with
line element. (a)-(e) for case (1)-(5), respectively.

both cases because the upper boundary of the tunnel is a bit away from the middle wire
and does not impact the capacitance much. The Caa in cases (4) and (5) are around
10pF higher than the value in cases (1) and (3) because the tunnel is close to the wire
and has stronger impact. In cases (4) and (5), shown in Figure 3.15 (d) and (e), the error
remains up to 7%, which is higher than the cases with one ground plane. It may be
caused by the imperfect matching between the real geometries in tunnels and the
geometries in the calculation.

Based on the comparison between results from measurements, 2D FEM and the
proposed method, the validation of the proposed method is proven. Besides, the
proposed method also shows faster computational speed. 2D FEM and BEM, which are
done with COMSOL, use 2min 57s and 2min 17s, respectively. The proposed method
only uses 1.40s.

3.7.3. STATIONARY THERMAL CONDUCTION
Thermal conduction is described by PDE in (3.66), where T is temperature, t is time,

Qh is the heat generated per second in the circle elements, α is thermal diffusivity, kc is
thermal conductivity, cp is specific heat capacity, ρ is density.

∂T

∂t
=α∇2T + Qh

cpρ
, α= kc

cpρ
(3.66)

In a stationary situation, the PDE becomes (3.67), and the relations between factors
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of elements and physical parameters are shown in (3.68).

∇2T =−Qh

kc
(3.67)

fd =−Qh

kc
δ= kc

De =− Qh

2πkce
fb_Neumann =σb =−Qhb

kce

(3.68)

When Qh is a constant, the average T̄ over the domain in the circle element is given
by (3.69). It is also possible that the domain inside the circle element is composed of two
concentric media with different thermal conductivity.

T̄ =Ce +De

(
ln(a)+ kce

4kcr

)
T̄ =Ce +De

(
ln(b)+ kce

kcr 2
ln

a

b
+ kce

4kcr

) (3.69)

As introduced in Section 2.4, a lumped thermal circuit is preferred due to its
simplicity. If the node is chosen reasonably, the estimated temperature rise has an
acceptable result compared with the result from CFD. However, there is still one
problem that needs to be solved, which is the thermal resistance of windings. The
windings are composed of conductors and insulation, which have a rather complex
structure than the core. At the same time, hot spots are often present in the windings.
Thus, it is necessary to obtain an accurate thermal resistance. In general, an equivalent
thermal conductivity is extracted firstly [44], [129]–[131]. Because the winding is
impregnated by the insulation material, there is no heat transfer mechanism other than
thermal conduction. Therefore, the windings material can be approximated by a linear
property, and the proposed method can used to calculate equivalent thermal
conductivity.

• Settings of the method

Because the heat flux of interest is the outer boundary, the line element is used. The
truncated order N and the length of the line element need to be set before calculation.

Figure 3.16: Illustration of geometry used for deciding settings of the method.
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A simple geometry with two situations is used to have a basic understanding of their
impact on the accuracy. As given in Figure 3.16, the first situation is that there is no heat
generated in the conductor, and a temperature difference exists. The second is that all
boundaries have the same temperature, and some heat is generated inside the
conductor. The round conductor is assumed to be copper with 400 W/(m ·K), and the
insulation is assumed to have 0.5 W/(m ·K).

The results are compared in Figure 3.17, (a) and (b) compared the error of flow-in
heat flux with different line element lengths under various widths and heights. The
truncated order is set as 4. The length uses the radius of a conductor as the unit length.
It is obvious the error is larger when the length is the same as the radius. When the
length reduces to half of the radius, the accuracy is effectively improved. With further
reduction in length, the improvement is not considerable. Besides, the smaller the
geometry, the smaller the length is needed. Therefore, the length choice varies with
different winding packing.

dy = 1.5

dx = 1.5

(c) (d)

dy = 1.5
(a) (b)

dx = 1.5

Figure 3.17: Relative error of flow-in heat flux with different line element lengths (a), (b), and relative error of
temperature rising with different truncated order (c), (d), compared to 2D FEM.

Figures (c) and (d) show the impact of truncated order on the temperature-rising
estimation. The length of the line element is set as a/2. With increasing order N , the
accuracy is better, and the difference between order 4 and 6 is not obvious. Also,
geometry influences the order choice. Therefore, considering the accuracy and
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computational speed, the orderN is set as 4, and the length of the line element is set as
a/2 when dx /a ≤ 1.1, otherwise, they are set as 2 and a, respectively.

• FEM validation

In order to validate the accuracy of the proposed method in calculating equivalent
thermal conductivity. The equivalent thermal conductivity of the windings used in AC
resistance estimation is calculated. The winding is assumed to be impregnated in the
epoxy with 0.6 W/(m ·K). The case (2) has a PVC insulation around the conductor, whose
thermal conductivity is set as 0.2 W/(m ·K). The loss in each conductor uses the case
when the net MMF is zero, and the frequency is 5kHz and is set as the corresponding
heat source. The windings can be regarded as an anisotropic medium in general; each
direction needs to be calculated separately.

Figure 3.18 shows the temperature distribution of two winding cases when both left
and right side boundaries are set as the reference temperature. Table 3.7 shows the
results that come from the 2D FEM and the proposed method. For case (1), the heat flux
on the two boundaries is almost the same from the two methods. The highest
temperature rising is about 10% higher than FEM. For case (2), the temperature and flux
from the two methods have a trivial difference. The FEM validate the effectiveness of
the proposed method in calculating the equivalent of the thermal resistance of
windings.

Figure 3.18: Temperature distribution from 2D FEM with internal heat generation.

3.8. CONCLUSION

T HIS chapter presents a 2D circle boundary element & analytical coupled method,
including mathematical part and applications in three different physical situations,

i.e., quasi-static magnetic field, static electric field and stationary thermal conduction.
The method was developed for several reasons. One is the trade-off between accuracy
and the requirement of computational resources. The second reason is the small
element number of boundary element method. The third reason is the match between
the circle element and the conductor shape, which further reduces the element
number. In the applications, the proposed method is used to calculate AC resistance,
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FEM Proposed

Case (1) Case(2) Case(1) Case(2)

∆Tmax K 0.024 0.243 0.026 0.243

Flux W/m 1.125
1.124

0.804
1.604

1.121
1.120

0.807
1.611

Thermal Resistance
W/(m ·K)

0.021
0.021

0.302
0.152

0.023
0.023

0.301
0.151

Table 3.7: The equivalent thermal resistance obtained from FEM and proposed method.

leakage inductance, stray capacitance and equivalent thermal resistance. The
calculation is validated by FEM simulations and measurements. In all sample cases, the
proposed method shows good accuracy compared to FEM, with less than 10% errors
compared to measurements. Additionally, the computational time is an order of
magnitude shorter than that of 2D FEM.



4
LITZ WIRE MODEL

Simple can be harder than complex.

Steve Jobs

This chapter focuses on analyzing Litz wires, which are commonly used for suppressing
eddy currents. The primary focus is on losses, particularly those resulting from imperfect
twisting. Two Litz wire models are proposed for modelling imperfect twisting Litz wires.
One is based on the 2.5D approximation and round boundary element analysis. Another is
a 3D model with cylindrical elements, which extends from 2D analysis to 3D. Both models
are validated by 3D FEM and demonstrate good accuracy and fast computational speed.
Additionally, the chapter explores the method to incorporate the Litz wire model into the
winding model. The key idea of homogenization is adopted, which is validated through
measurements.

Parts of this chapter have been published in:

• Fast 2.5-D Loss Calculation for Round Litz Wires, IEEE Transactions on Magnetics, vol. 60, no. 3, pp.
1–4, Mar. 2024.

• A Fast 3D Numerical Impedance Calculation for Litz Wire and Air-Core Coils, IEEE Transactions on
Power Electronics (Early access).

• PEEC Based Fast 3D Litz Wire Model, IEEE 21st Biennial Conference on Electromagnetic Field
Computation (IEEE CEFC 2024), 2024.
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4.1. INTRODUCTION

W INDING losses calculation is a basic step in the transformer or inductor design.
In medium-frequency applications, eddy current cannot be neglected as in low

frequency. To achieve high efficiencies, Litz wires are widely used to suppress eddy
currents. Litz wires consist of dozens or hundreds of strands; each strand is electrically
isolated from the others. Then, the strands are twisted together in single or multiple
stages. A complex structure is built, as shown in Figure 4.1. Through twisting, Litz wires
can dramatically reduce the proximity effect losses caused by the external magnetic
field and average the current distribution in strands.

Figure 4.1: Illustration of Litz wire structure, 3D view (a), cross-section of single stage twisting (b), and cross-
section of multi stage twisting (c).

In order to select suitable Litz wires, an accurate model is necessary, especially the
AC resistance model. Because of complex structure of Litz wires, assumptions are used
to facilitate the modelling. One popular assumption is that the twist is perfect and each
strand has the same current and proximity losses due to external magnetic field [32],
[132]–[134]. However, the practical twisting cannot achieve the perfect performance,
and Litz wire models need to consider the twist effect [135], [136]. 3D FEM generally
can provide accurate results [137], but it requires high computation resources and long
computational time. In order to accelerate the computational speed, methods like
partial element equivalent circuit (PEEC) [33], [138], [139], homogenisation [134], 2.5D
approximation [140] and thin wire approximation [141] are developed.

In this chapter, the basic Litz wire model based on the perfect twisting assumption
is briefly introduced. Then, a 2.5D approximation model is presented, which is based
on the 2D BEM & analytical coupled method in Chapter 3. Next, a 3D model based on
cylindrical elements is introduced, which extends the relation obtained from 2D to 3D
situations. Finally, the homogenization technique is used to couple the Litz wire model
with the whole winding model.

4.2. PERFECT TWISTING LITZ WIRE MODEL

T HE eddy currents in Litz wires can be categorised into skin and proximity effects,
and each effect can happen at bundle and strand levels [133], [135]. Strand level

effects only relate to eddy current in single strand, whereas bundle level effects relate to
eddy current circulating in multi strands, as shown in Figure 4.2. The perfect twisting
assumption leads to the disappearance of the bundle-level eddy currents, which
dramatically reduces the complexity of modelling.
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Figure 4.2: Conceptual illustration of the types of eddy currents in Litz wires.

The composition of strand level eddy current has skin effect, internal proximity
effect and external proximity effect (4.1). The internal proximity effect is caused by the
magnetic field induced by other turns in the same Litz wire, and the external proximity
effect is incurred by the magnetic field from other wires. The different induced voltage
among strands causes the bundle level eddy currents. Figure 4.2 shows the situation
without twisting is similar to a single conductor.

Pst and = Ps +Pi nt +Pext (4.1)

1. Skin effect

Skin effect is the result of the self-induced magnetic field, which is only related to the
cross-section geometry. With the perfect twisting assumption, all strands have the same
skin effect. The losses can be estimated based on skin effect of a single strand. For round
cross-section strands, the skin effect losses can be calculated by Ferreira’s formula (4.2),
where Is is the peak current value flowing in a strand, a is the radius of a strand, n is
number of strands, κ equal to

√− jωσcµ.

Ps =
nI 2

s

πa2σ
ℜ

(
J0(κa)

J0(κa)+ J2(κa)

)
(4.2)

2. Proximity effect

Two magnetic field components, i.e., external applied field, Hext and internal
collective field of the strands, Hi nt , cause the proximity effect. The square of the
magnetic field is given by (4.3).

H 2 = H 2
ext +H 2

i nt +2He Hi nt (4.3)
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Because Hi nt is an rotational symmetry function across the cross-sections of round
conductors and Hext is assumed to be constant across the bundles, the average
contribution of the third term in the above equation is zero over the cross-section of the
Litz bundle [132]. Thus, two magnetic field components can be analysed separately.

If Litz wires have round cross-section and are composed of round wires, the
proximity effect can be calculated by (4.4) and (4.5).

• Internal proximity effect

Hi nt (r ) = πr 2I

πr 2
0

1

2πr
= I r

2πr0

Gp =−2πµa2ωℑ
(

J2(κa)

J0(κa)

)
Pi nt =

∫ r 0

0

2nπr

πr 2
0

Gp H 2
i nt dr = nGp I 2

8π2r 2
0

(4.4)

• External proximity effect

Pext = nGp H 2
ext (4.5)

4.3. IMPERFECT TWISTING LITZ WIRE MODEL

P ERFECT twisting asks each strand should be averagely located in both radial and
azimuthal scale along the whole wire. It is hard to achieve, and imperfect twisting is

more likely to happen in the Litz wire. The result of imperfect twisting is an unbalanced
current distribution in each strand and a non-uniform magnetic field applied to each
strand.

From the circuit point of view, the current distribution is directly determined by the
impedance matrix. As Figure 4.3 shows, each strand current is decided by DC resistance
Rdc, resistance due to skin effect Rskin, self-inductance Ls, and induced voltage due to
proximity effect γiproxi and induced voltage due to mutual inductance Vmutual. Among
these elements, Rdc, Rskin and Ls are decided by the strands themselves, which are the
elements on the main diagonal of the impedance matrix. Mutual inductance
contributes to the non-diagonal elements. The γiproxi depends on the current iproxi in
the second circuit. The magnetic field induces potential difference, which leads to the
proximity effect. The dependent voltage sources βi represent the magnetic fields
caused by currents i in strands. It can contribute to all terms in the impedance matrix.

The external magnetic field is also related to the impedance matrix. For simplicity,
the external field is assumed to be uniform and should be the same for each strand.
However, the uniform field results in different magnetic vector potentials on strands,
which can lead to circular current between strands. Besides, the magnetic field
generated by the eddy current can change the field on each strand. These impacts
should also be shown in the impedance matrix. Therefore, there are several more
dimensions representing the external fields in the impedance matrix.
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dφ

-+

Vmutual
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+ -

Rdc ib

...

...

Figure 4.3: Equivalent circuit of Litz wire

Therefore, to model the unbalanced current distribution and non-uniform
magnetic field, the impedance matrix is needed. To obtain the matrix, more details
about the structure of Litz wires are needed.

4.3.1. LITZ WIRE STRUCTURE CONSTRUCTION

Structure information is important for building imperfect twisting Litz wire models.
A recursive multilevel bundle structure [142] is adopted in the thesis. The inputs
include the number of twisting stages, the number of strands or sub-level bundles in
each stage, the construction of each basic level bundle, strand radius, insulation
thickness and pitch. The structure is built with the recursive method. In general, each
level trajectories are decided by the previous level trajectory and the radius of this level
bundle position, as shown by Figure 4.4. This relation can be described by (4.6).

tn(x, y, z) = tn−1(x, y, z)+Rn,pos cos(λnϕ) ·−−−→nn−1 +Rn,pos sin(λnϕ) ·−−−→bn−1 (4.6)

The tn(x, y, z) is the trajectory of nth level bundle, ϕ is the global curve parameter
in the range of 0 to 2π, Rn,pos is the nth level bundle relative position to the trajectory
of n − 1th level bundle, λn is the ratio of the nth level bundle pitch to the global wire

pitch, and −−−→nn−1 and
−−−→
bn−1 are two normalised vectors in Frenet–Serret frame, which is

perpendicular to the n −1th level bundle curve. Several conditions from [33], [137] are
used to avoid the overlapping of trajectories.
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Figure 4.4: Illustration of the relation between two level’s tracks

4.3.2. LITZ WIRE MODEL WITH 2.5D APPROXIMATION
The 2.5D approximation uses several 2D cases to approximate the 3D situation

[140]. The 2.5D method assumes the twisting far from the targeted section does not
cause much deviation from the 2D situation, and the longitudinal current plays the
dominant role, i.e., the currents flowing in azimuthal and radial directions are
neglected. Litz wire strands mainly extend in longitudinal direction, which complies
with the assumptions. The proposed 2.5D model uses the BEM & analytical coupled
method in Chapter 3, which does not need discretization procedures for round
conductors. The method guarantees accuracy and fast computational speed compared
with 2D FEM.

After constructing the Litz wire, the construction is sliced into several sections, and
each section is represented by a cross-section of Litz wires, as shown in Figure 4.5. Then,
the 3D Litz wire model becomes several 2D models.

Figure 4.5: Illustration of slicing the Litz wire into sections

To calculate the Litz wire loss with 2.5D approximation, the procedure shown in
Figure 4.6 is followed. External magnetic field and strand current distribution are the
key information to determine the loss. The static magnetic field is considered for the
external magnetic field. In other words, the change of the external magnetic field due to
eddy current is neglected. The field strength can be calculated with various methods
like FEM, Biot-Sarvat law, and its results differ from case to case.

The external magnetic field is the flux term and can be added to the BEM matrix as
part of the flux contribution. The relation between the magnetic field and the constant
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Figure 4.6: The flow chart for 2.5D approximation method.

and harmonic terms is given in (4.7). (x, y) is the vector point to the conductor from the
centre of the cross-section of Litz wire. It is used to consider the difference existing in
induced magnetic vector potential.

1 µ0(Hx y −Hy x)

cosϕ −µ0Hy

sinϕ µ0Hx

(4.7)

As described at the beginning of the section, the allocation of strand currents is
solved by computing the impedance matrix between the strands. The impedance
matrix of the entire Litz wire is obtained by summing the impedance matrices of each
cross-section, weighted by their respective lengths (4.8). The c represents the difference
sections.

ZLi t z =
∑

c
Zac (c)× l (c) (4.8)

The impedance matrix of each cross-section is obtained by sweeping each strand
with setting one strand current as 1A and others as 0A. The value is calculated based on
(4.9). The induced voltage due to the external magnetic field can also be calculated in the
same way. The induced voltage of one cross-section area is solved by setting all strands’
current as 0A. When calculating the induced voltage, the proximity effect loss in strands
is also obtained by the Poynting factor in Chapter 3. Then, the current distribution can be
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obtained by equating the voltage drop on each strand. Finally, the loss can be calculated
using the current impedance matrix and the proximity effect loss in strands.

−∇φ= Rdc I + 1

Sc

Ó
jωA d s (4.9)

4.3.3. CYLINDRICAL ELEMENT BASED 3D LITZ WIRE MODEL
PEEC is a promising numerical method which approximates the field problem with

an electrical equivalent circuit [138], [139]. In [139], formulas from [132] are used to
reduce discretization effort, which assumes a uniform magnetic field across the
cross-section of strands and neglects the impact of eddy current on magnetic field at
the same time. However, it has already been proven that the eddy current impacts the
field distribution, especially when the conductor is compactly arranged and a/δ ≥ 1.
Based on the order comparison in the preceding section, the order does not show a
significant impact on the results. Besides, the current except longitudinal direction is
ignored based on the assumption. Therefore, a cylindrical element-based Litz wire
model is proposed, extending from 2D analysis with 1st order Fourier series to 3D. The
discretization is shown in Figure 4.7. The cylindrical element leads to a small number of
elements. The analytical analysis guarantees that it does not sacrifice accuracy.

Element
𝐻𝑙g

𝐻𝑡s

z

x

y

y

x

𝐻𝑡s

r

(a)

(b)

(c)

Figure 4.7: Illustration of Litz wire discretization with cylindrical elements (a), illustration of transverse and
longitudinal magnetic fields on an element in 3D Cartesian coordinates (b), illustration of the transverse field
in polar and 2D Cartesian coordinates.

As described in the circuit analysis, the impedance matrix plays a key role in
determining the performance of Litz wires. Therefore, the primary problem is analysing
strands’ interactions and representing these interactions in the impedance matrix Z ,
which is composed of DC resistance Rdc, impedance from transverse field Zts and
longitudinal field Zlg. Two assumptions are made for this analysis. The first one is that
the current flows along the paths of strands. The next one is the independence between
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eddy currents caused by transverse and longitudinal magnetic fields.

Z = Rdc +Zts +Zlg (4.10)

1. Transverse magnetic field

Transverse magnetic field Hts is the main factor causing eddy current in Litz wires.
In Chapter 3, the 2D analysis for a round conductor gives a general solution of magnetic
vector potential A, as shown in (4.11), when only considering 1st order Fourier series
term [143]. The coefficient C is the vector potential contributed by other currents, D
relates to the current I the conductor carrying, coefficients A′

1, A′′
1 , B ′

1 and B ′′
1 relate to

the 1st order Fourier series term.

A(r,ϕ) =C +D ln(r )+
(
r A′

1 +
A′′

1

r

)
cos(ϕ)+

(
r B ′

1 +
B ′′

1

r

)
sin(ϕ) (4.11)

If there are only round conductors, after converting coordinates to Cartesian
coordinates, the relation like (4.12) is built for 2D situations.

Ci +∑
j ̸=i

A′′
j 1

x j i

x2
j i + y2

j i

+∑
j ̸=i

B ′′
j 1

y j i

x2
j i + y2

j i

= ∑
j ̸=i

D j

2
ln(x2

j i + y2
j i )

A′
i 1 +∑

j ̸=i
A′′

j 1

x2
j i − y2

j i

(x2
j i + y2

j i )2
+∑

j ̸=i
B ′′

j 1

2x j i y j i

(x2
j i + y2

j i )2
= ∑

j ̸=i
D j

x j i

x2
j i + y2

j i

B ′
i 1 +∑

j ̸=i
A′′

j 1

2x j i y j i

(x2
j i + y2

j i )2
−∑

j ̸=i
B ′′

j 1

x2
j i − y2

j i

(x2
j i + y2

j i )2
= ∑

j ̸=i
D j

y j i

x2
j i + y2

j i

(4.12)

The relations between some coefficients are listed in (4.13), Jn is the first kind of
Bessel function, the subscript n is the order.

D =−µ0I

2π
A′′

1 |B ′′
1 = a2 J2(κa)

J0(κa)
A′

1|B ′
1

κ2 =− jωσµ

(4.13)

Based on the relation between D and current I , it is found that the right side of
equations in (4.12) are the vector potential A, the flux density −By , Bx caused by the
current in conductor j in 2D. Besides, the first row of the left-hand side of the equal has
the same geometric part. Therefore, these three geometric parts in the matrix can be
replaced by the one in Biot-Sarvart law in 3D situations (4.14).

Bx =−µ0I

2π

y

2(x2 + y2 + z2)3/2

By = µ0I

2π

x

2(x2 + y2 + z2)3/2

(4.14)

Then, there are two left geometric parts in the second and third rows. Through
analogy, the equation in (4.15) is the 3D version of the two left geometric parts. All
terms in the 3D version of (4.12) are known.
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Gx = 3x y

2(x2 + y2 + z2)5/2

∫ ∞

−∞
Gx dz = 2x y

(x2 + y2)2

Gy = 3(x2 − y2)

4(x2 + y2 + z2)5/2

∫ ∞

−∞
Gy dz = x2 − y2

(x2 + y2)2

(4.15)

Therefore, a matrix describing the relationships about the transverse field between
cylindrical elements can be formed. It is also known that the skin effect is independent
of the proximity effect in 2D and only related to radius a. So, the skin effect in Zts is
calculated independently. After solving the matrix, each element’s magnetic vector
potential A’s composition is obtained. Combining with the skin effect part, the Zts is
obtained.

If only accounting for a uniform transverse external field, the portion of the proximity
effect can be obtained by (4.16). Hi k and H j k are the transverse field applied on element
k from strand i and j , respectively. Element k can denote all elements. Subsequently, an
approximate Zts for low frequencies is obtained.

Zts_pi j =−2πκa J1(κa)

σJ0(κa)

∑
k

Hi k H j k (4.16)

2. Longitudinal magnetic field

In general, the longitudinal magnetic field Hlg is neglected because of trivial
longitudinal magnetic fields when the strands have a relatively long pitch. Here, the
term associated with the longitudinal magnetic field is added to double-check the
assumption. By solving a round conductor subjected to a uniform longitudinal field in
2D, the equation (4.17) is obtained by integrating the Poynting vector over the
perimeter. The real part of S is the loss, and the imaginary part is the reactive power. If
Hlg−i k and Hlg− j k are longitudinal fields applied to k caused by a unit current in i and j
element, the impedance Zlg_i j is calculated with (4.18). The impact of the generated
eddy current is neglected.

S =−2πκa J1(κa)

σJ0(κa)
H 2

lg (4.17)

Zlg_i j =−2πκa J1(κa)

σJ0(κa)

∑
k

Hlg_i k ·Hlg_ j k (4.18)

3. Litz wire’s impedance matrix

The impedance matrices can be generalized into (4.19), Zss is the impedance matrix
among the strands, Zsw characterizes the voltage induced by a unit external magnetic
field, Zw w characterizes the energy consumed in the Litz wire caused by a unit external
magnetic field. Zw s represents the impact of current in strands on the source of external
magnetic fields.

ZLi t z =
 Zss Zsw

Zw s Zw w

 (4.19)
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First, the Zss is analyzed, and the size of it is ns×ns , where ns is the number of strands.
The n row m column element in Zss represents the relationship between strand n and
m. As described at the beginning of this section, each strand circuit elements can be
separated into two parts.

The first part is the elements decided by the strand itself, involving DC resistance Rdc,
resistance due to skin effect Rskin and self-inductance Ls. From the cylindrical element
point of view, it is represented by Rdc in (4.9) and D related terms in (4.13). Since the
current is the same for all cylindrical elements in a strand, this part is the summation of
the production of the impedance of unit length and lk for the elements in a strand, as
shown in (4.20), where lk is the length of element k.

Zsel f −n = ∑
k∈n

(
Rdc −

µ0

2π
(ln a − J2(κa)

κa J1(κa)
)

)
lk (4.20)

The second part relates to the mutual effect between strands involving two
dependent voltage sources. One voltage source Vmutual is induced by mutual
inductance, and the other is γiproxi, which is caused by the proximity effect. Mutual
inductance contributes to the non-diagonal elements in Zss . The right-hand side of the
equation in the first row of (4.12) represents the magnetic vector voltage in element i
caused by j and is denoted by AmutL−i j for simplicity. The impedance due to mutual
inductance is given in (4.21).

ZmutL−nm = ∑
i∈n

∑
j∈m

jω
AmutL−i j

Im
(4.21)

The γiproxi depends on the current iproxi in the second circuit. The magnetic field
induces potential difference, which leads to the proximity effect. The dependent
voltage sources βi represent the magnetic fields caused by currents i in strands. The
impedance calculation, compared to the previous two parts, is more complex and
requires to solve the matrix built in Section II-A and (4.17). Set the current in m as 1A
and others as 0A. Then, a matrix can be formed ignoring the right-hand side of the
equation in the first row of (4.12), which is already considered in (4.21). Through solving
the matrix, the variable C of each element can be obtained. Sum the variable C
belonging to n together, and the part of γiproxi in strand n is obtained, which is caused
by 1A in m, and equal to the impedance caused by the transverse magnetic field. The
longitudinal field’s contribution is calculated through (4.18). The impedance due to
proximity effect is given in (4.22). The Zss is the summation of Zsel f −n , ZmutL−nm and
Zpr oxi−nm .

Zpr oxi−nm = ∑
i∈n

jωCi +
∑
i∈n

∑
j∈m

∑
k

Zlg_i j (4.22)

Then, the matrix Zsw and Zw w are analyzed. These two submatrices are caused by
external magnetic fields. The size of Zsw is ns ×3, and the size of Zw w is 3×3. Columns
represent external fields along x, y and z directions. The Zsw and Zw w are also
represented by the two dependent voltage sources Vmutual and γiproxi in the circuit. The
value is also calculated with the same method for ZmutL−nm Zpr oxi−nm . The currents in
all strands are set to 0 A, and an additional element producing an external field of 1 A/m
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Figure 4.8: The flow chart for calculating the impedance matrix of Litz wires.

is introduced. The Zw s is ignored since it can be replaced by Zsw for another section of
the coil.

Fig. 4.8 shows the flow chart for calculating the Litz wire impedance matrix. After
building the matrix, the impedance matrix Zss can be calculated by sweeping the Litz
wire strands with a unit current while others carry zero current. Then, Zsw and Zw w are
obtained by sweeping the unit external fields in x, y and z dimensions and solving the
matrix. To consider the impact of external fields, i.e., , are also swept to obtain three
more dimensions in the impedance matrix.

4.3.4. VALIDATION AND COMPARISON
Two different cases are used to validate the methods. Figure 4.9 shows the structure

of two cases. One is a two-level twisted wire, which is twisted in both radial and
azimuthal directions. It has 3×3 strands, strand radius is 0.1mm, the insulation layer is
10µm, and the pitch is 10mm. Another is a one-level twisted wire, which is only twisted
in the radial direction. It has 11 strands. The radius, insulation thickness and pitch are
the same as in the first case. Both cases are calculated based on one pitch.

(b) Case 2(a) Case 1

Figure 4.9: Litz wire structure and meshing in FEM, (a) Case 1 (b) Case 2

Results from 3D FEM are set as the reference, and 3D FEM is established and solved
by COMSOL software. Loss due to excitation current is calculated by assigning 1A to litz
wire. Loss due to external magnetic field is calculated based on 1 A/m external field.
Besides the results from 3D FEM, a classic method [132] and a PEEC method [33] are
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compared.

• Setting of 2.5D approximation

For 2.5D approximation, the first step is to choose the number of sections and the
Fourier series order. Figure 4.10 shows the result of a pitch of case (1) with a different
setting. From (a), it is known that the higher the number of sections is, the more
accurate the results are. There is an interesting result that the error is significantly larger
when Nsect i on = 5 than when Nsect i on = 2. It is attributed to that the induced voltage is
uneven in each stand, and a large circulating current is generated when Nsect i on = 5.
Therefore, the Nsect i on needs to averagely capture the strands’ radial and azimuthal
locations, which requires a relatively high Nsect i on . From (c) and (d), the different order
choices do not impact the result significantly. Therefore, the Nsect i on is set as 10, and
the Fourier series order is set as 1.

(a) (b)

(c) (d)

Nsection = 10

Nsection = 10

Order = 1 Order = 1

Internal current External field

Figure 4.10: The impact of setting on the results of one pitch of case (1). (a) and (c) show the impacts of
numbers of sections and Fourier series orders on the losses due to internal current, respectively; (b) and
(d) show the impacts of numbers of sections and Fourier series orders on the losses due to external field,
respectively.

• Setting of 3D cylindrical element

Because the number of elements in the 3D Litz wire model is significantly larger
than the number in 2D, the iterative method is used to solve the matrix. There are two
factors that can impact the results: one is the iteration number, and another is the
element size. Figure 4.11 show the results of the case (1) with different element sizes
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and iteration numbers. Figure 4.11 (a) and (b) show the results of the loss due to 1 A
excitation current and 1 A/m external magnetic field with different iteration numbers. If
only the initial value is used as the result, the result should be the same as the one
obtained from [139]. With iteration, the results converge fast, and 5 iterations are used
to calculate the results. The element size is represented by the number of elements in
each strand. Its impact is not significant from Figure 4.11 (c) and (d). Because the cases’
structure is not complicated, each strand is composed of 20 elements.

Nele= 20

Nele= 20

N of It= 10 N of It= 10

Internal current External field

Figure 4.11: The impact of iteration and element size on the results of case (1). (a) and (c) show the impacts
of numbers of iterations and elements on the losses due to internal current, respectively; (c) and (d) show the
impacts of numbers of iterations and elements on the losses due to external field, respectively.

• Calculation results

The results for Case 1 are shown in Figure 4.12. Figure 4.12 (a) and (b) show the
loss due to excitation current. All methods have good accuracy compared to 3D FEM
when penetration ratio a/δ< 2. Case 1 is twisted in both radial and azimuthal directions,
which leads to roughly average current distribution in each strand. Therefore, there is
no current distribution problem, which comply with the assumption of perfect twisting
model. Figure 4.12 (c) and (d) show the loss due to the external magnetic field. The
proposed and classic methods show good accuracy. Compared to these methods, the
PEEC method underestimates the loss around 14% when a/δ is 1. It may be because of
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the fineness of filament discretization, which leads to errors in the current distribution
calculation.

Figure 4.12: Case 1: loss per meter and relative error due to excitation current (a), (b), respectively; and loss per
meter and relative error due to external magnetic field (c), (d), respectively.

For case 2, the results from different methods are shown in Figure 4.13. Case (2) is
only twisted in the azimuthal direction and should have a current distribution problem.
In Figure 4.13 (a) and (b), the loss due to excitation current is calculated with different
methods. The classic method shows worse performance in Case 2. Because the wire is
only twisted in the azimuthal direction, the strand current in the inner strands and
outer strands is not the same, which makes the assumption in the classic method not
valid. Figure 4.13 (c) and (d) show the loss due to the external magnetic field. Methods
considering current distribution show a similar performance as the classic method
because there is an integer pitch, and the induced voltage does not have much
difference between strands.

In general, the 2.5D approximation method and 3D cylindrical element method
provide good accuracy in a wider frequency range. PEEC provides accurate results
when penetration ratio a/δ < 1. Besides, the classic method also has good results in
Case 1 because it complies with the equal current distribution assumption.

One important feature of Litz wire models is their computation speed. Table 4.1
shows the computational time of two cases, the model presented in this chapter are
much faster than other two methods. The 3D cylindrical element is faster than the 2.5D
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Figure 4.13: Case 2: loss per meter and relative error due to excitation current (a), (b), respectively; and loss per
meter and relative error due to external magnetic field (c), (d), respectively.

approximation for the shown cases.

With 3D cylindrical element method, it is also possible to show the impact of the
longitudinal field and induced eddy current. Figure 4.14 shows the results of the case
(1). The uniform field represents the situations that do not consider the impact of eddy
current. Figure 4.14 (a) and (c) show the loss due to 1A excitation current. The uniform
field can have good accuracy in the low-frequency range. With the increasing frequency,
the impact of eddy current can not be ignored and gradually has considerable error. The
result considering the longitudinal field is slightly more accurate than the result that is
not considered. Figure 4.14 (b) and (d) shows the loss due to external magnetic field
and the error compared to 3D FEM. The uniform field has larger relative error at high
frequency since it does not consider the impact of eddy current.

Figure 4.15 shows the results of case (2). As shown in Figure 4.15 (a) and (c), the
result assuming a uniform field deviates from the results of 3D FEM at high frequency,
which is similar to the case (1). The impact of the longitudinal field is trivial in case
(2). The difference in the impact of the longitudinal field between case (1) and case (2)
comes from the structure. The strands in case (1) are twisted to achieve evenly spatial
distributed radially and azimuthally. The angle between the strand and the z-axis varies
at different locations. Therefore, The strand in case (1) is more likely to form a large
angle between itself and other strands and have a higher longitudinal field. Therefore,
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Table 4.1: Computational speed and degree of freedom (DoF) of different methods

Items Case 1 Case 2
3D FEM Time 6360s 8769s
3D FEM DoF 1234407 2170803

2.5D approximation Time 0.63s 0.77s
2.5D approximation DoF 10× 27 10 ×33

PEEC [33] Time 227.1s 220.5s
PEEC [33] DoF 14409 8811

3D cylindrical element Time 0.26s 0.32s
3D cylindrical element DoF 540 660

Figure 4.14: Case (1): loss per meter caused by 1A excitation current and relative error, (a) and (c), respectively;
loss per meter 1A/m external magnetic field and relative error, (b) and (d), respectively.

the impact of the longitudinal field in case (1) is more obvious. Figure 4.15 (b) and (d)
show the loss due to external magnetic field. The uniform field has larger relative error
at high frequency, which is the same as case (1).
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Figure 4.15: Case (2): loss per meter caused by 1A excitation current and relative error, (a) and (c), respectively;
loss per meter 1A/m external magnetic field and relative error, (b) and (d), respectively.

4.4. COUPLING THE LITZ WIRE AND WINDING MODELS

I N the preceding section, Litz wire models are introduced. Although the proposed
methods have much faster computational speed, it is still not practical to model the

entire winding with each strand. Therefore, it is important to incorporate the Litz wire
model into the whole winding model using a suitable method.

4.4.1. EQUIVALENT FACTORS FROM THE LITZ WIRE MODEL

One way is using complex permeability to approximate the proximity effect
[144]–[146]. This technique is often used by combining homogenization to speed up
the computation because it converts the problem from the frequency domain to a static
field problem and reduces the element number. The complex permeability of an
isolated round conductor is calculated under different frequencies. Based on the 2D
analysis in Chapter 3, it is known that if a uniform field is applied to a conductor, the
magnetic vector potential of the source needs to be (4.23). The vector potential with
complex permeability under a static field is given in (4.24). Equating the vector
potential in (4.23) and (4.24), the equivalent complex permeability ˙µr c is obtained,
which is equal to the formula given in [145]. The value is valid when the field is nearly
uniform because the complex permeability is derived based on the uniform external
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field situation.

A = 2πµ0a2 (µc −µ0)J0(κa)+ (µc +µ0)J2(κa)

(µc +µ0)J0(κa)+ (µc −µ0)J2(κa)

H 2

I
time harmonic (4.23)

A = 2πµ0a2 ˙µr c −1

˙µr c +1

H 2

I
static

µ̇r c =µr c
J0(κa)+ J2(κa)

J0(κa)− J2(κa)

(4.24)

Then, the homogenized permeability of the magnetic composite can be evaluate
using the Ollendorff formula (4.25), where the diamagnetic constant N is 1/2 for round
wires, η is the volume fraction. The complex permeability is used to replace the winding
region and compute the magnetic energy under a static magnetic field. Then, the losses
due to the proximity effect are approximated by the total magnetic energy times jω.
The skin effect is calculated independently with AC resistance.

〈µ̇r 〉 = 1+ η(µ̇r c −1)

1+N (1−η)µ̇r c
(4.25)

This technique is generally used in FEMs, which does not suit the winding model
proposed in the previous chapter. Therefore, only the key idea is used, which is using a
simplified domain with equivalent properties to replace the initial domain. The
impedance matrix of a Litz wire can be obtained using the two proposed methods.
Based on the impedance matrices (4.19), the parameters of the equivalent element can
be obtained as follows steps. First, the equivalent impedance, which is only related to
the Litz wire itself, is calculated by the total strand current under a unit voltage drop.
Strand currents are obtained based on the Zss , as given in (4.26), where U is a ns ×1 unit
voltage vector. The equivalent impedance Żs works as the Zsel f −n in winding models.

Żs = 1/
∑

Z−1
ss U (4.26)

The second part, Zsw , is used to calculate the impact of the potential circulating
current. The difference in voltage drop Vi nd on each strand is obtained by
accumulating field-weighted induced voltage. The circulating current Ii nd and its
impedance Zi nd can be calculated, as shown in (4.27). The Hk is the magnetic field
matrix on the k th equivalent element with ns ×3 size, which is caused by a unit current
in the coil. The lk is the length of the k th equivalent element. The impedance Zi nd is
added to the total impedance of windings. The impact of the circulating current on
magnetic field distribution is not considered.

Vi nd = Zsw
∑
k

Hk lk

Ii nd = (Zss
∑
n

ln)−1Vi nd

Zi nd =−Vi nd I∗i nd /(1A)2

(4.27)

The last part is about Zw w . It reflects the impact of external fields, which are given in
(4.16) and (4.18). For equivalent cylindrical elements, the field is also divided into
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transverse and longitudinal fields. For longitudinal fields, the value in Zw w representing
the impact of z direction field is used to replace the term before the summation symbol
in (4.18). For transverse field analysis, the coefficient representing the relationship
between A′′|B ′′ and A′|B ′ is important. The change of the energy due to a uniform
external field is given in (4.28), and its real part is the proximity loss of a round
conductor under a uniform external field. Combining (4.13) and (4.28), the coefficient Γ
for the relationship between A′′|B ′′ and A′|B ′ of the equivalent element is given in
(4.29).

U I = 2 jωπµ0
A′′

1

A′
1

H 2 = 2 jωπµ0a2 J2(κa)

J0(κa)
H 2 (4.28)

Γ= Ȧ′′
1

Ȧ′
1

or
Ḃ ′′

1

Ḃ ′
1

= Zw w

2 jωπµ0
(4.29)

Among the three considered parts, Żs and Γ are the properties for a single element.
Zi nd is decided by the whole winding. After dealing with the impedance matrix
obtained from the Litz wire model, the properties required for the winding model are
obtained. Because the Litz wire model only considers the 1st order harmonic, the order
of the winding model has to be set as 1. Besides, the extracted equivalent properties can
also used in another 3D cylindrical element model.

4.4.2. VALIDATION WITH MEASURMENT
A planar coil is used to validate the coupling method. Its geometry is shown in Figure

4.16. The planar coil has 26 turns. Its inner radius is 25 mm, and the gap between turns
is about 2.3 mm. The wire uses a one-level Litz wire, which has 24 strands with 0.3 mm
diameter. The cross-section is shown in Figure 4.16 (b). The pitch of the wire is 25mm,
and the outer radius ao of the Litz wire is 0.95 mm.

50mm 60mm
26 gaps

24 strands

(a) (b)

Figure 4.16: The geometry of the planar coil (a) and the Litz wire (b).

First, a pitch of Litz wire is modelled with the proposed 3D model. The model uses
the same setting as the validation part in section 4.3.3, each strand is sectioned into 20
cylindrical elements, and the number of iteration is set as 5. The results are shown in
Figure 4.17. Figure (a) and (b) show the results from 3D FEM and proposed method.
It confirms the accuracy of the results from the proposed cylindrical element method.
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Figure (c) is the factor Γ obtained from (4.29), and (d) is the complex permeability ˙µr c

obtained from Γ.

µ̇r c =
1+Γ/a2

o

1−Γ/a2
o

(4.30)

(a) (b)

(c) (d)

Figure 4.17: Equivalent properties of Litz wire, the AC resistance (a), the proximity effect factor (b), the ratio of
Ȧ′′

1 to Ȧ′
1 (c), complex permeability (d).

Then, the impedance of the coil is calculated by a 3D model with cylindrical
elements and 2D axis-symmetry FEM with complex permeability. For the 3D model
with cylindrical elements, each turn is sectioned into 36 elements. The FEMs are built
with COMSOL, and two different settings are used. One is using complex permeability
from (4.30) to replace the wire. Another is using homogenized complex permeability to
replace the whole coil. Besides, a coil, shown in Figure 4.18 (a), is measured by
impedance analyzer Bode 100 in the frequency range from 100 Hz to 3 MHz.

Figure 4.18 (b) shows the reactance of the coil obtained from different methods. The
reactances obtained in three different calculations almost overlap with the
measurements. Figure 4.18 (c) and (d) show the resistances obtained from different
methods and their relative error compared to the measurement. The 3D model shows
better performance than the results from 2D axis-symmetry FEM. It keeps the relative
error within 10%, and the curve is relatively flat, which implies the 3D model properly
captures the eddy current feature in the coil. When the frequency approaches 3MHz,
the error has a fast change because it is close to the resonant point. For the results from
the FEM, when the frequency is above 40 kHz, the resistance increases faster than the
measurement. It leads to about 20% overestimation when the frequency is above 100
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kHz. The FEM with homogenized complex permeability has similar results as the
equivalent complex permeability, and it shows the validation of homogenization.

Figure 4.18: Photo of the coil (a) and comparison between measurement from Bode 100 and calculation results
from different methods, reactance (b), resistance (c) and relative error of resistance (d).

4.5. CONCLUSION

T HIS chapter investigates the impedance characteristics of Litz wires, which
is a common choice for suppressing eddy currents. The focus of the analysis is on

losses, especially those arising from imperfect twisting. Two Litz wire models are
proposed to model imperfect twisting Litz wires. One is based on the 2.5D
approximation and the round boundary element analysis. Another is a 3D model with
cylindrical elements, which is based on the extension of 2D analysis to 3D. Both models
are validated with 3D FEM, showing good accuracy with less than 5% error, and their
computational speed can be several orders of magnitude faster than 3D FEM.

To incorporate the Litz wire model into the winding model, the key idea of
homogenization is employed. Equivalent factors extracted from the Litz wire model are
utilized in the winding model. This approach is validated through the measurement of
a coil, which shows less than 10% error in the entire frequency range and better
performance than FEM with homogenization.



5
DRY-TYPE INSULATION IN MV MF

TRANSFORMERS

Security is not the absence of danger but the presence of measures to deal with it.

This chapter discusses insulation-related content. Firstly, the typical insulation failures
in dry-type insulation are tested under various frequencies up to 5 kHz of sinusoidal
waveform, including air spark, surface flashover and solid puncture. Then, the
insulation requirements in relevant standards are summarized, and the insulation
requirements for transformers are determined based on the application. Next, a compact
insulation structure is presented, and the field strength selection method is proposed
based on literature and standards.

Parts of this chapter have been published in:

• Experimental study of epoxy surface discharge under different frequencies, Annual Report -
Conference on Electrical Insulation and Dielectric Phenomena, CEIDP, IEEE, Dec. 2021, pp. 574–577.

• Experimental Study of Air Discharge under Various Frequency Stress with Inhomogeneous Field, 23rd
International Symposium on High Voltage Engineering (ISH 2023), Aug. 2023.
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5.1. INTRODUCTION

T O ensure human safety and equipment operational reliability, the insulation of MV
MF transformers must be properly considered. Compared to liquid insulation, dry-

type insulation has several advantages, like eco-friendly, less required maintenance, ease
of installation, etc. Therefore, dry-type insulation is chosen as the insulation in MV MF
transformers. In dry-type insulation, the breakdown faults generally can be put in three
catergories, i.e., puncture, sparkover and surface flashover.

With the development of wide-band-gap semiconductors, the stress applied to the
MV MF transformer is often generated by SiC MOSFETs. It brings new challenges to the
insulation design because the voltage is in the MF range, often not sinusoidal and has
repeated high steep edges (up to 100 V/ns). Based on the literature, high frequency,
rectangular waveform, and high steepness can degrade the behaviour of the insulation,
like lower withstand voltage, lower partial discharge initial voltage (PDIV), etc. [41],
[42], [147]–[149]. It requires thicker insulation, longer clearance and creepage distance.
At the same time, compared to the widely studied insulation behaviour under power
frequency stress, the quantitative behaviour of the insulation under stress generated by
power electronics is not available. Therefore, the insulation design for MV MF
transformers is more difficult.

In this chapter, the typical insulation failures in air-solid insulation are measured
under various frequencies. Then, the insulation coordination requirements in related
standards are summarized. The last section presents the designed insulation structure
and the design field strength selection.

5.2. INSULATION BEHAVIOR TEST

I N order to have some basic understanding of the insulation behaviour under medium
frequency, the three common insulation breakdown types are tested under various

frequency sinusoidal waveforms.

5.2.1. TEST SYSTEM

The test system used for breakdown voltage and PD are depicted in Figure 5.1 (a) and
(b), respectively. For both applications, an HV amplifier Trek 30/20A is used to amplify
the input signal to high voltage. A high-voltage probe, GE.3830, is used to measure the
output voltage. The input signal is produced by a TENUMA 72-14111 function generator.

Figure 5.1: Experiment setup for (a) breakdown and (b) PD tests
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For the breakdown voltage measurement, a ramping voltage is used, and the peak
value of the sinusoidal wave rises at 1 kV/s. A DPO 3034 oscilloscope is used to monitor
the breakdown voltage and waveform. Although the HV amplifier has internal short
circuit protection, an additional short circuit current detector is used to minimise the
potential damage of breakdown.

For PD measurements, a high-frequency current transformer (HFCT) is used, whose
bandwidth is 34.4 kHz to 60 MHz and gain of 9.1 mV/mA. A signal from the HFCT
passes through a protection circuit and an amplifier. The amplifier has a 22.2 dB gain
and bandwidth of 25 kHz to 900 MHz. Due to the limitation of the power amplifier, a
coupling capacitor with 50 pF is used, which can still guarantee a much larger
capacitance than the device under test (DUT). PicoScope 6404C is used to collect PD
signals. Its bandwidth is 500 MHz, and the maximal sampling rate is 2.5 Gs/s with two
input channels. We acquired 1000 triggered pulses continuously, which are used to get
phase resolved partial discharge pattern (PRPDP), and then data is transferred to a
computer to process. PD flex [150] is used to analyse the obtained data.

5.2.2. AIR DISCHARGE UNDER VARIOUS FREQUENCIES

Air is the most natural insulation material and its electric properties are widely
investigated. The homogeneous field air breakdown has been measured for a wide
frequency range. Based on the results, there is a critical frequency where a reduction of
the breakdown voltage begins to occur [151]. It is attributed to the fact that ions
produced during an avalanche cannot sweep out of the gap within a half cycle. The ions
stay in the gap, distort the electric field and eventually reduce the breakdown voltage.
When the frequency is above MHz frequencies, the breakdown voltage reaches its
minimum. It is because with further increasing frequency, the mobility of electrons also
plays a role in the breakdown, and electrons stay in the gap [152], [153]. Therefore, the
dielectric strength increases with increasing frequency after the point.

For inhomogeneous field air breakdown, the breakdown voltage is also measured by
several research contributions. In [154], it is shown that the breakdown voltage drops
about 50% at 75 kHz compared to at 50 Hz. Besides, Misere [155] measured the
breakdown voltage at atmospheric pressure for 0.5 and 1.0 MHz for a gap greater than 1
cm. The results also showed that a significant breakdown voltage reduction occurs at
higher frequencies. Seifert [156] measured the breakdown voltage from 50 Hz up to 30
kHz with the tip having different curvatures. They concluded that the accumulation of
positive ions influences the field distribution in gaps, which causes the reduction of
breakdown voltage at higher frequencies. Also, the partial discharge (PD) inception
voltage for inhomogeneous fields also decreases under high frequency [157].

The air discharge performance is tested because there are relatively few data points
about the air breakdown voltage for an inhomogeneous field under several kilohertz.
The adjustable point-plate electrodes are used in the tests, as shown in Figure 5.2. The
high-voltage electrode is a conical rod made of tungsten, and the ground electrode is
made of brass. The support structure is made of plastic. The gap distance can be
adjusted in a range. Breakdown voltage and PD measurements are performed from 50
Hz-5 kHz with different gap lengths g . Each situation was tested more than thirty times.
The whole test was done in a laboratory environment. The temperature was controlled
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at 20±1 °C, and relative humidity was in the range of 20% to 30%.

Figure 5.2: Schematic diagram of the electrode

• Breakdown voltage

Mean air breakdown voltages and 99 per cent confidence intervals for different
combinations of gap and frequency are shown in Figure 5.3 (a). The results surprisingly
contradict the trend mentioned in the introduction. In all four measured gaps, as
frequency increases, the breakdown voltages rise to different degrees compared to the
results at 50 Hz. The rising under 5 kHz is about 10%, 29%, 54% and 45% for 2.5 mm, 5
mm, 7.5 mm and 10 mm, respectively. The highest rising occurs at 7.5 mm, and the
breakdown voltages of 2 kHz and 5 kHz are close to each other for the 10 mm gap,
which suggests that there might be a critical frequency where the breakdown voltage
starts to decrease for a certain gap.

Figure 5.3: Mean air breakdown voltage at different frequencies with different gaps. Error bars show a 99%
confidence interval (a), and breakdown voltage waveform with 5 mm gap for 1 kHz, 2 kHz and 5 kHz (b).
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Of course, rising breakdown voltage relates to the ion movement in the
inhomogeneous field. For the positive point-plane, the electrons produced by
ionisation are rapidly absorbed by the anode. The positive space charges move further
into the gap, causing field distortion. When the field strength at the tip of positive space
charges is high enough, a streamer may be incepted and lead to a breakdown.
Therefore, rising breakdown voltage for higher frequencies implies that higher voltage
is needed to reach the streamer criterion. In the test range, the frequency might just rise
to a high enough level to keep the ions staying in the gap. The negative ions produced
during the negative half-cycle remain and move back during the positive half-cycle.
They could recombine with the generated positive ions during moving and reduce the
strength of positive ions. Therefore, a higher voltage is required to achieve the streamer
criterion. It might explain why the breakdown voltage increases in the tests. Under
higher frequency than used in this paper, due to short recombination time and travel
distance, positive ions have higher density and are closer to the tip, which leads to
breakdown voltage decrease under high frequency [156].

Furthermore, the polarity of breakdown was also observed. Figure 5.3 (b) shows the
voltage waveforms under 1 kHz, 2 kHz and 5 kHz sinusoidal stress for a 5 mm gap. The
breakdown happens roughly at the peak of the voltage. Unlike 1kHz and 2 kHz, the
breakdown under 5 kHz happens in negative half-cycles. The probability of breakdown
occurring at negative polarity is listed in Table 5.1. When the gap is 2.5 mm, the
breakdown happens with both polarities for each frequency. This may be attributed to
the fact that the breakdown voltage of both polarities is similar for small gaps. When the
gap is 5 mm or 7.5 mm, the breakdown always happens during positive half-cycles
except for 5 kHz. When the gap is 10 mm, the breakdown happens during positive
polarity. According to classic inhomogeneous breakdown analysis, the positive
point-plane breakdown voltage is lower than the negative point-plane. However, the
increasing frequency might suppress the expansion of ionisation, leading to a higher
voltage requirement. Once the voltage is enough to allow secondary emission at the
cathode, a self-sustained discharge is achieved. However, the same voltage cannot have
enough space charges to incept a streamer during the positive half-cycle. Then, the
breakdown could happen during negative half-cycles.

Gap mm
Frequency Hz

2.5 5 7.5 10

50 40% 0% 0% 0%

500 36.7% 0% 0% 0%

1k 30% 0% 0% 0%

2k 13.3% 0% 0% 0%

5k 90% 100% 83.3% 0%

Table 5.1: Probability of breakdown occurring at negative polarity

• Partial discharge
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The partial discharge inception voltage (PDIV), PD repetition rate and PRPDP are
measured under different frequencies and gaps. Based on the breakdown voltage
measurement, the frequency might impact the positive corona. Therefore, the PDIV
was measured based on polarities. The negative corona inception voltage is shown in
Figure 5.4 (a). When the frequency increases from 50 Hz to 5 kHz, the inception voltage
slightly reduces. The reduction of negative corona inception voltage is also observed in
[158]. Compared to the negative corona inception voltage, the positive corona has
significant changes. The results are listed in Figure 5.4 (b). In all gaps, the inception
voltage at 5 kHz is at least double the value at 50 Hz. For the 10 mm and 7.5 mm gap, the
inception voltage shows an obvious increase at 500 Hz, while it happened at 2 kHz for
the 5 mm gap. It is obvious the higher frequency stress suppresses the inception of
positive corona in the tested range. Figure 5.5 shows the test waveform with a 7.5 mm
gap under 4.5 kV voltage (peak value) and the repetition rate with a 7.5 mm gap under
4.5 kV and 6 kV. It is shown that the repetition rates are closely proportional to the
frequency in the test range.

In order to show the impact of frequency on the partial discharge more clearly, the
PRPDPs are plotted. The brightness represents the density of discharge. The more
bright, the higher the density is. First, the discharges are collected by PicoScope, with
the window trigger having the same threshold for both polarities.

Figure 5.6 (a) shows the PRPDP with different voltages and gaps under 50Hz. PD
mostly happened during the negative half-cycle. There are only several points located
in the positive half-cycle among 1000 triggers. Compared to negative corona, the
occurrence frequency of positive discharge is quite small. The charges per positive
corona are larger than per negative corona. The charges per negative corona are quite
constant and are insensitive to the voltage and gap. Figure 5.6 (b) and Figure 5.7 (a)
show the PRPDPs under 500Hz and 5kHz. In the majority of situations, only negative
corona discharges are captured.

Then, the discharges are collected with the normal trigger having a positive
threshold, as shown in Figure 5.7 (b). The threshold was selected based on the observed
minimum amplitude of the positive corona. Therefore, some negative coronas with
high amplitude were also captured. The applied voltage is based on the inception
voltage in Figure 5.4 (b). The charges per positive corona have a wider range of values
compared to those per negative corona. For the situation with 50 Hz 4.5 kV, the charges
vary between 7 pC to 30 pC. The charge value is quite different between frequencies. It
means that with higher frequency, more energy is needed to cause a positive corona.
The changes in positive corona can be explained by the ion movement. For higher
frequencies, the positive ions move shorter distances, and there is less time for the
occurrence of recombination. Therefore, positive ions have higher density and
accumulate closer to the tip, which further decreases the field strength between space
charges and the tip. Consequently, a higher voltage is needed to incept a positive
corona discharge, and the charge per discharge also would be higher.

5.2.3. SURFACE DISCHARGE UNDER VARIOUS FREQUENCIES

Surface flashover is another insulation failure reason. Its performance is also heavily
impacted by the stress frequency. In one of the earliest studies [159], the flashover
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Figure 5.4: Mean PDIV at different frequencies with different gaps, error bars show results’ range (a), and
positive corona inception voltage under different situations, peak value (b).

Figure 5.5: Test waveform with 7.5 mm 4.5 kV voltage (peak value) (a), repetition rates with 7.5 mm under 4.5
kV and 6 kV (b).

voltages of a 3/8 inch gap on several materials in the range of 60Hz to 100MHz are
measured. It shows that the flashover strength decreases with increasing frequency. The
reduction is also observed by [149]. Pfeiffer [154] attributed this reduction to the
decreasing breakdown strength of air. In [160], tracking resistance was studied under
50-500 Hz stress according to IEC 587. Results show that higher frequency leads to a
shorter time to tracking breakdown at the same voltage.

The partial discharge studies about surface discharge are relatively fewer in the
medium frequency range. Zhao [149] showed the PDIV of surface discharge under
square waveform does not vary much from 1 kHz to 20 kHz. Liu [161] studied the
phase-resolved PD pattern (PRPDP) for surface discharge under 5-30 kHz sinusoidal
voltage. Results show when the frequency is under 10 kHz, the average PD amplitude
and total PD number per cycle will increase with frequency, and when it is above 10
kHz, the two parameters have opposite trends.
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Figure 5.6: PRPDP with different voltage and gap under 50 Hz (a) and 500 Hz(b).

Figure 5.7: PRPDP with different voltage and gap under 5 kHz (a) and PRPDP collected triggered by positive
threshold under 1cm gap different stress (b).

The adjustable point-plate electrodes are used in the tests, as shown in Figure 5.8.
Flashover voltage is measured under 50 Hz, 500 Hz, 1 kHz, 2 kHz and 5 kHz with gap
length d = 5 mm, 10 mm and 15 mm. Each case was tested more than ten times. PD is
tested under the same frequency range with a 10 mm gap. All tests were done in a
laboratory environment, where the temperature was controlled at 20 °C, and relative
humidity was in the range from 50% to 60%. The electrodes were cleaned with wipe
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paper every ten tests. Additionally, after completing a set of tests or if dark spots were
observed on the electrodes, they were polished both by machine and by hand to
maintain their surface condition.

Figure 5.8: Schematic diagram of the electrode

The samples were prepared using bisphenol A epoxy resin (CY225) along with
hardener (HY925) without filler, supplied by Huntsman. According to the datasheet, its
comparative track- ing index (CTI) is above 600. The weight ratio of epoxy resin to
hardener is 5:4. Initially, the epoxy resin and the hardener were both degassed at 60°C
for one hour to remove air and moisture. Then, the hardener was added to the resin and
mixed thoroughly. The mixture was evacuated to remove trapped air at 60°C for 1.5
hours. The samples were prepared using the hot press method. The mixture was cast in
a mould at 60°C, which was composed of aluminium plates covered by silicon rubber
and a paper spacer. The thickness of the samples was controlled by the spacer. Epoxy
resin was cured at 120°C for 4 hours. Samples of around 150 µm thickness were used.

• Flashover voltage

For flashover voltage, a 2-parameter Weibull distribution as shown in (5.1) is used to
analyse the flashover voltage.

F (E) = 1−e
−

(
E

ηw

)β
w (5.1)

In (5.1), E is breakdown strength, F (E) is the cumulative probability of breakdown,
βw is the shape parameter, which is the slope of the regression line in the probability
plot, and ηw is the scale parameter. The probability of breakdown for the specimens is
63.2% at an electric field equal to η.

The Weibull plot of flashover tests for 10 mm is shown in Figure 5.9 (a). At 50 Hz, the
flashover voltage is 12.63 kV, and it increases with rising frequency. At 1kHz, the voltage
is 13.84 kV, which is nearly 10% higher than that of 50 Hz. And with further increasing
frequency, it decreases. Case with 5 kHz has the lowest value, 12.14 kV. For part from 1
kHz to 5 kHz, the flashover voltage shows the same changes as [149] reported. However,
for the whole range, the changes are not the same as what happened in solid and air,
i.e., with higher frequency, the breakdown strength decreases in this frequency range.
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Figure 5.9: Flashover voltage (peak value) with d = 10 mm under different frequency (a), The effect of frequency
on flashover voltage with different gap d (b)

The same trend also happens in the other two gaps, as shown in Figure 5.9 (b), which
reflects the changes in flashover voltage with an error bar. Comparing to 15 and 10 mm,
the trend in 5 mm is not obvious, when frequency is 1 kHz, flashover voltage only has
slightly higher value, 7.76 kV compared to 7.65 kV at 50 Hz. Besides, with a bigger gap,
the frequency of the highest value seems to move towards a lower frequency.

According to this tendency, this unusual trend could be attributed to the mobility of
ions. With an inhomogeneous field, the electric field along the gap would be higher
near the point and lower near the plate electrode. For the increasing trend of flashover
voltage, although ions stay in the gap and distort the electric field, they could stay near
the plate and lower the field near the plate while not contributing noticeably to the
increase of the electric field near the point. For the decreasing trend of flashover
voltage, it could be that the ions cannot move very far from the point during the
negative half cycle, and hence, they enhanced the electric field near the point
considerably during the positive half cycle while not decreasing the electric field in the
rest of gap noticeably.

Figure 5.10 shows the relation between flashover voltage and gap length, which
usually follows the power law [162], as (5.2).

V ∝ dα (5.2)

In (5.2), V is flashover voltage, d is gap length, and α is a coefficient, which is
normally 0.5-1. With a smaller gap and rougher surface, α is closer to 1, and in the test,
α is around 0.75, which is reasonable.

• Partial discharge

PDIV at different frequencies is measured on the same sample. the trigger is set
according to the result of a 10 pC calibration pulse at 100 Hz. As shown in Table 5.2,
PDIV seems to stay constant with increasing frequency, which is the same as the result
from [149].

In order to get higher repetition frequency, PD pulses for phase-resolved surface
discharge patterns are measured under 7.5 kV sine wave, peak value. The results are
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Figure 5.10: Relation between flashover voltage and gap length

Frequency Hz 50 500 1k 2k 5k

PDIV(peak) kV 4.2 ± 0.4 4.1 ± 0.3 4.1 ± 0.2 4.3 ± 0.2 4.3 ± 0.1

Table 5.2: PDIV of surface discharge at different frequencies

shown in Figure 5.11, in which different colour represents different pulse density. It is
obvious that for all frequencies, most PD pulses congregate in 0-90 and 180-270
degrees, and positive pulses have higher maximal amplitude. Among all studied
frequencies, 1kHz has the highest maximal value, which may relate to flashover voltage.
There is a weak trend that PD has lower maximal amplitude at higher frequencies.
Positive pulses distribute in a more narrow phase range and have a larger range of
amplitude compared to negative pulses. Besides, pulse numbers in positive and
negative polarity are roughly equal, whereas 50 Hz has more negative pulses.

5.2.4. EPOXY SOLID BREAKDOWN UNDER VARIOUS FREQUENCIES

Solid insulation generally has one order higher withstand field strength, but the
solid breakdown leads to unrecoverable failure. Therefore, solid breakdown study is
always an important topic in insulation. Numerous research has shown that higher
frequency stress leads to lower breakdown strength [154], [163], [164] and lifetime [42],
[165], [166]. The reduction of breakdown is attributed to enhanced dielectric loss or
increased discharge repetition frequency. It is shown that the maximal magnitude
decreases with frequency, while the partial discharge inception voltage (PDIV)
increases with higher voltage frequency in [167]. Wang etc. [168] studied PD in rotation
machines and found PD occurrence time decreases with increasing frequency and that
the average magnitude is almost constant until 2 kHz.

The electrodes use sphere-sphere brass electrodes, and the diameter of the
electrodes is 20 mm, as shown in Figure 5.12. The test samples are immersed in the
transformer oil in case of PD occurrence in the air. Breakdown voltage is measured
under 50, 500 and 5k Hz. The samples use the same epoxy in the surface discharge test,
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Figure 5.11: Phase resolved surface discharge pattern at various frequencies.

and the thickness is around 150 µm.

Figure 5.12: Schematic figure of the electrodes

Figure 5.13 shows the Weibull distributions of the breakdown field strength of epoxy
under various frequencies and their parameters. It is obvious that the breakdown
strength decreases considerably with increased frequency.

5.3. STANDARDS REQUIREMENTS

A Set of standards has been established to define requirements and provide
a pathway for insulation coordination design in various electrical instruments. In

order to prevent sparkover, flashover and solid breakdown, standards set minimum
clearance, creepage distance, and withstand voltage, respectively, for different
applications and rated voltage. This section summarizes the standard requirements for
MV MF transformers in these three aspects. According to the related standards, the
insulation level is decided by following terms. Some values are listed in Table 5.3. For
the LI column, the values are also the values for impulse voltage with overvoltage
categories III and IV. The impulse voltage column shows the value with overvoltage
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Figure 5.13: Weibull distribution of breakdown field strength (peak value) under various frequencies (a), and
the parameters of Weibull distribution (b).

categories I and II. Besides, there is not LI requirement in IEC 60076-11, the value is
obtained from IEC 61800-5-1.

• Highest voltage for equipment applicable to a transformer winding Um [169].

Highest RMS voltage for which a transformer winding is designed in respect of its
insulation.

• Rated AC withstand voltage level to earth designed for the terminals of each
winding AC [170].

• Rated lightning impulse withstand voltage level for the terminal of each individual
winding LI [170].

The choice between two values in Table 5.3 should be made considering the degree
of exposure to overvoltages and the degree of protection used, etc.

• Working voltage (recurring peak voltage Ur p ) [171].

Maximum peak value of periodic excursions of the voltage waveform.

• Impulse voltage [171].

Highest peak value of impulse voltage of specified form and polarity, which does
not cause breakdown of insulation under specified conditions. Its value is
determined by system voltage and Overvoltage Category. According to IEC
61800-5-1, the system voltage has the same value as Um in IEC 60071.

• Temporary overvoltage [171].

Overvoltage at power frequency of relatively long duration. Its value is decided by
system voltage. According to IEC 61800-5-1 [172], its value equals the AC in IEC
60076.
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• Maximum system voltage Usm [173]

• Basic lightning impulse insulation level BIL [173]

IEC 60076-11 & 61800-5-1 IEEE C57.12.01

Um

kV
(RMS)

AC
kV

(RMS)

LI
kV

(peak)

Impulse voltage
kV

(peak)

Usm

kV
(RMS)

Applied voltage
test kV
(RMS)

BIL
kV

(peak)

≤ 1.1 3 8
12

4
6

1.5 4 10
20

3.6 10 20
40

9
16

3.5 10 20
30

7.2 20 40
60

17.5
29

6.9 12 30
45

12 28 60
75

29
42.5

11 20 45
60

17.5 38 75
95

40
55

17 34 60
95

24 50 95
125

52
75

26 50 110
125

Table 5.3: Relation between different voltage terms in IEC and IEEE standards

5.3.1. CLEARANCE
The clearance is the shortest distance in air between two conductive parts. In

transformers, it refers to the distance between the live parts of the transformer and
other conductive elements in the installation. In power transformers’ standards, the
minimum clearance value choice is decided by the impulse voltage and altitude. In IEC
60664-1 [171], the pollution degree, field distribution and frequency are also
considered. Figure 5.14 (a) shows the withstand voltage (peak) under various field
distributions and test waveforms at an altitude of 2000 m above sea level from [171].
Figure 5.14 (b) shows the required minimal clearance in the air with altitude up to 2000
m above sea level based on LI or BIL. It is shown that the required clearance for the
power transformer is the continuance of the required clearance for the inhomogeneous
field in [171].

The impact of the frequency (above 30 kHz) on the required clearance is set in IEC
60664-4 [151]. It is also set differently for homogeneous and inhomogeneous fields. For
a homogeneous field, if no detailed evaluation is intended, the clearance shall be 125 %
of the value obtained from Figure 5.14 (b).

fcr i t = 0.2

d/mm
M H z (5.3)
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Figure 5.14: Withstand voltage of clearances in IEC 60664-1 for an altitude of 2000 m above sea level(a), and
minimum clearance in the air up to 2000 m above sea level based on LI or BIL (b).

If a detailed evaluation is intended, the following applies:

• For frequencies below fcr i t (5.3) the clearance shall be the same as Figure 5.14 (b).

• For frequencies above fmi n (3 MHz) the clearance shall be 125 % of the required
withstand voltage according to Figure 5.14 (b).

• For frequencies between fcr i t and fmi n the clearance shall be

100%+ f − fcr i t

fmi n − fcr i t
×25% (5.4)

of the required withstand voltage according to Figure 5.14 (b).

In order to obtain the critical frequency, firstly, the clearance is assumed for 100 %
of the required withstand voltage according to Figure 5.14 (b). Then, the value is chosen
depending on which condition is applicable. Since the evaluation can be influenced by
the initial result, a second iteration may be necessary.

For inhomogeneous fields, if frequencies below fcr i t , the clearance shall be
designed for 100 % of the required withstand voltage according to Figure 5.14 (b). The
value provided is shown in Figure 5.15 for frequencies equal to or greater than fcr i t . The
provided value for situations above 30 kHz is limited, and the value can be much larger
than in normal situations.

5.3.2. CREEPAGE
Creepage distance is the shortest distance along the surface of a solid insulating

material between two conductive parts. Creepage distances are generally determined
by the long term RMS voltage stress across the considered insulation and the pollution
degree. The pollution degree is characterized differently in IEC 60664 and IEC/TS 60815
[174]. The materials are categorized based on the comparative tracking index (CTI), and
its group is also considered in creepage distance determination in IEC 60664.

The minimal creepage distances are given in Figure 5.16 (a). The dashed lines give
the value based on extrapolation. For pollution degree 3, the extrapolated values are
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Figure 5.15: Minimum clearance in the air up to 2000 m above sea level based on LI or BIL for the
inhomogeneous field.

not given in the standard. It is obvious that the minimum creepage distance is much
longer when the pollution is characterized by site pollution severity (SPS). Besides, the
value obtained based on SPS still needs to be corrected by altitude Ka , usually 1, and the
insulator diameter Kad . The Kad is given in (5.5), where Da is the average diameter.

Kad = 1 Da < 300mm
Kad = 0.0005Da +0.85 Da ≥ 300

(5.5)

Figure 5.16: Required minimum creepage distance according to different situations (a), and the impact of
frequency on required minimum creepage distance (b).

The impact of frequency on the minimal creepage distance is shown in Figure 5.16
(b). The characterizing voltage uses peak value. The values for the creepage distances
apply for pollution degree 1. For pollution degree 2, a multiplication factor of 1.2 and
for pollution degree 3, a multiplication factor of 1.4 shall be used. Similar to Figure 5.15,
the data is only limited to a small range. Compared to the date under 30 kHz, the value
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is nonlinear to the working voltage and the difference between material groups is not
shown.

5.3.3. SOLID INSULATION
Solid insulation should be able to withstand long-term electrical stresses and

environmental influences which can occur during the intended life of the equipment.
The considered withstand the voltage stress involves three aspects.

• Transient overvoltages (LI).

• Temporary withstand overvoltages (AC).

• Working voltages (Um or Ur p )

Once the required withstand voltage is determined, the required insulation thickness
can be calculated by the required withstand voltage and design field strength. Normally,
a safety factor is applied to insulation thickness to ensure reliability and safety.

The design field strength is an essential factor, which is set based on the design
requirements and insulation material properties. Electrical, thermal and mechanical
properties all can impact the choice of material. After selecting the insulation material,
the field strength can be set. In IEC 60664-4, a field strength (peak value) is given for
solid insulation design for up to 10 MHz uniform stress, which is related to the
thickness of the insulation. The value is listed below.

• Epeak ≤ 2kV/mm, when di ≥ 0.75mm.

• Epeak follow (5.6), when 30µm < di < 0.75mm

E = 0.25

di
+1.667kV /mm (5.6)

• Epeak ≤ 10kV/mm, when di ≤ 30µm.

In AC situations, an inverse power law is generally used (5.7). There are two factors,
E0 and n, which depend on the insulation material. The E0 is the dielectric strength of
the insulation material for the reference thickness. The n is recommended to be 0.4 in
[175] and is set as 0.57 for epoxy in [176]. Therefore, for specific materials, a set of data is
needed to obtain the required properties.

E(d) = E0d−n (5.7)

5.4. INSULATION DESIGN

I N the preceding section, the requirements of standards are summarized. These
requirements need to be fulfilled in the design and tests. In this section, the specific

insulation design is introduced.
A transformer designed for isolated converters connecting the MV and LV buses is

used as an example of insulation design. To handle the voltage at the MV side and high
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current at the LV side, the input-series output-parallel (ISOP) modular converter is a
preferred solution, as shown in Figure 5.17. The considered scenario is connecting a
10.5 kV bus to a 400 V bus with 3 sub-modules, and sub-modules use DAB topology. For
each sub-module, the rated input voltage is 3.5 kV, and the rated output voltage is 400 V.
However, due to the ISOP connection, the potential on the input of the transformer in
sub-module 1 is 1.75 kV MF AC plus 8.75 kV DC, and the output voltage is 400 V.
Therefore, the insulation level of the HV winding in sub-module 1 should follow the Um

at 12 kV. Because the MF transformers are inside the converter system and are not
directly exposed to external overvoltages, the overvoltage category is set as III in IEC
60076-11 and the list 1 in IEC 60076-11. The value of AC and LI choose the higher
voltage from the standards. The final design insulation level is set as AC 28 - LI 60/ AC 3
- LI 6.

Figure 5.17: Structure of modular ISOP converters

5.4.1. INSULATION STRUCTURE

Compared to the shell type, the core type is easier to construct and has better heat
dissipation due to more surface exposure to the external atmosphere. Therefore, core-
type transformers are adopted in the MF transformer design in this thesis. The basic
structure is shown in Figure 5.18. The core is grounded, and HV and LV windings are
wound on each leg and surrounded by the selected insulation material. The insulation
in the considered structure mainly includes 4 parts, which are introduced in sequence.

• Insulation between windings

The insulation between windings is firstly considered under simple configurations
with multi-dielectrics, as shown in Figure 5.19. If the stress is alternative voltage, the
field strength in each region is given in (5.8), which should be smaller than the design
field strength. If there is a medium has both low permittivity and breakdown strength,
like air, the field strength in the multi-dielectrics is limited to a small value because of
the continuous displacement current.
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Figure 5.18: Illustration of the insulation structure of single phase core type transformers

Figure 5.19: Considered simple configurations
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(5.8)

If the stress is DC, the low conductivity medium takes the most part of the stress
because of the continuous current. It requires the insulation material with high
breakdown strength to have corresponding low conductivity. If the multi-dielectrics do
not have matched properties, it can result in a low window utilization factor. For
example, a low conductivity media takes the most part of the voltage, but it has low
breakdown strength resulting in thick insulation and low window utilization factor.

In the targeted superimposed stress, it is hard to achieve matched properties,
especially since the electrical conductivity is sensitive to the temperature. Therefore, a
single dielectric is preferred in the thesis. If the whole transformer is cast in solid
insulation, heat dissipation is a challenge due to the poor heat conductivity of the
organic insulation materials. Grounded shields are able to constrain the field within
limited, simple domains. At the same time, it increases the winding-ground
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capacitance. Considering the insulation requirements, the grounded shield is used for
the HV winding.

• Insulation between winding and core

The insulation between the winding and core includes two parts. The first part is the
insulation between the LV winding and the core. Because the cross-section of the cores
can be rectangular, and the field stress at the corners is high. Therefore, a grounded
electric shield with semiconductor material is used to prevent the high field stress at the
core. The impact of the grounded electric shield is shown in Figure 5.20. The shield
effectively eliminates the high-field spot at the corner. With the shield, the field can be
calculated with (5.8).

Figure 5.20: Impact of the grounded electric shield, without shield (a), with a shield with a conductivity of 1
S/m (b).

Another part is the insulation at the end of the windings. Figure 5.21 shows the field
distribution at the end of the HV winding. The field in the air is high, and it requires
a large distance to limit field strength when there is no ground shield. When the HV
winding is covered by a grounded shield, the field is concentrated in the solid insulation
and the field at the end is larger than at the middle part. Therefore, the thickness of the
insulation is determined by the field at the end.

• Insulation between high voltage terminals and earthed parts

This part relates to the creepage distance and the clearance. For the clearance, the
LV winding terminal must get out from the inner layer, and field distribution is
complex. Therefore, the clearance under an inhomogeneous field is used. Besides, the
pollution degree is not considered for clearance because the required LI is higher than
the region where the pollution degree has an impact. For the creepage distance, the
IEC/TS 60815 has different characteristics from the IEC 60664, and the difference is
considerable. Because the converter systems are placed indoors, the situation in IEC
60664 is more suitable. Therefore, the pollution degree 2 is used, and the specific curve
will be decided by the material group of the chosen insulation material.

Besides keeping the required creepage distance and clearance, the field around the
terminal also needs to be careful due to the existence of multi-dielectrics. The solid
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Figure 5.21: Impact of the grounded electric shield on the end of windings, without shield (a), with a grounded
shield with a conductivity of 1 S/m (b).

insulation is thicker around the terminals, as drawn in Figure 5.18. The field at the HV
terminal is simulated and is shown in Figure 5.22. When the grounded shield ends
around the corner, the field in the air is higher than 3 kV/mm and triggers PD.
Therefore, the grounded shield is prolonged and is covered by a semiconductor layer.
Then, the maximal field is controlled to a safety range as shown in Figure 5.22 (b).

Figure 5.22: HV termination design. (a) High field spot at termination without stress-control layer. (b) High
field spot at termination with semiconductor stress-control layer with a conductivity of 1 S/m

• Insulation between turns.

The insulation between conductors has to withstand continuous working voltage
and impulse stresses. Firstly, the insulation requirement for withstanding working
voltage is considered. It is assumed that the winding is composed of round wires, then
the electric field between two turns is approximated by two round conductors, and the
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impact of other turns is ignored. If the conductor can be regarded as a bare conductor
with radius a, then the maximal field strength is given in (5.9). d is the distance
between two centres of conductors, Rd a is the ratio of the distance d to the radius a, V
is the voltage difference between two conductors.

Emax =

√
R2

d a

4
−1

a

(
Rd a

2
−1

)
acosh

(
Rd a

2

) V

2
(5.9)

If the wire has an additional insulation layer and the permittivity differs from the
winding insulation material, an approximate maximal field between two round
conductors can be obtained based on the method in section 3.7.

For the continuous working voltage stresses, the voltage difference V can be obtained
by assuming the linear distribution of the voltage on windings. However, when facing
impulse stresses, the voltage is not linearly distributed due to the capacitance. A well-
known phenomenon is that the steep rise can cause an uneven voltage distribution along
the winding. The initial voltage distributions and gradients can be described by (5.10),
where cg is winding to ground capacitance per length, cs is inter-turn capacitance per
length, l is length of winding. The initial voltage distribution is shown in Figure 5.23.

Grounded neutral Isolated neutral

u =U0
sinh(kx)

sinh(kl )
u =U0

cosh(kx)

cosh(kl )
du

dx
= kU0

cosh(kx)

sinh(kl )

du

dx
= kU0

sinh(kx)

cosh(kl )

k =
√

cg

cs

(5.10)

Figure 5.23: Initial voltage distribution, grounded neutral (a), isolated neutral (b)

If kl is larger than 3, the maximal gradients under two different neutrals can
approximate the value kU0. The distribution constant α is used to character the initial
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voltage distribution and is calculated by (5.11), where Vi mp is the voltage difference
between the first two turn under impulse, Vuni is the voltage difference under uniform
distribution, Cg is the winding- ground capacitance and Cs is the series capacitance.

Vi mp =αVuni α=
√

Cg

Cs
(5.11)

5.4.2. DESIGN FIELD STRENGTH
In the preceding section, the insulation structure is introduced, and several field

strength equations are given under different situations. Then, there is still one
important issue that is determining the value of the design field strength. For the air
gap, the field strength is decided by the air breakdown field, which is around 2.5–3
kV/mm in atmospheric air. For safety, a margin is considered, and the field strength in
the air is limited to 1.5 kV/mm. Besides, according to standards, if the application is at
high altitudes, the air breakdown value must be corrected.

For solid insulation, it is more complex. In IEC 60664-4, the field strength is given
in (5.6), which is even lower than atmospheric air for insulation ≥ 0.75mm. Besides,
the rated frequency would be lower than 30 kHz. Hence, the field strength would be
determined based on existing data and the known relationship between lifetime and
various factors.

In IEC 60505 [177], the ageing stresses for the insulation system have four
categories, i.e., electrical, thermal, mechanical and environmental. Among these
categories, the relation between electrical stress and the lifetime is the main focus. For
electrical stress, an empirical relationship, the inverse power model (5.12), is often used
to relate electrical stress with lifetime Le under AC and DC situations. The exponent nE

is called the voltage endurance coefficient.

Le = L0V −nE (5.12)

However, the stress applied to the insulation is the superimposition of DC and MF
bipolar square waves. The factors like frequency and waveform need to be considered.
Compared to the RMS value of field strength, the peak-to-peak value is accepted as the
major factor in electrical ageing [42], [178]. The relation between frequency and lifetime
is normally modelled by (5.13) [42], where γ varies with materials and is often assumed
to be 1 [178].

Le = L0

(
f

f0

)−γ
(5.13)

The peak-to-peak voltage is much more influential than the steepness. Therefore,
the lifetime is estimated based on the combination of peak-to-peak strength (5.12),
insulation thickness (5.7) and the frequency (5.14) with γ = 1. Although it strongly
simplifies the ageing mechanism, it can give guidance for choosing the field strength.

Le = L0

(
Ep

E0

)−nE
(

di

d0

)−nd f0

f
(5.14)
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Figure 5.24 is a lifetime curve from an epoxy datasheet, and the nE can be obtained
from the designed working temperature. For example, the nE is around 11 when the
temperature is 85 °C. Since two waveforms superimpose the stress, the lifetime is

Figure 5.24: Lifetime curves of the electric field stress (E) at 20, 50, 85, 105 and 150 °C [179].

considered as a combination of lifetimes under two independent waveforms with
Miner’s rule [178]. For simplicity, DC ageing is considered equal to AC ageing, and all
ageing factors remain the same. Then, the expected lifetime is (5.15). If nE is a large
value, the denominator might close to 1 in the ISOP connection because Ep1/Ep2 is
larger than 3 (2 sub-module). For example, in the considered scenario Ep1/Ep2 = 5, if
f2 = 5 kHz, nE = 11, the denominator is about 1, whose impact is trivial. Then, an
iteration is used to correct the field strength, considering the impact of the thickness. If
the nd is set as 0.57, the field strength is 10.35 kV/mm. Using a safety factor of 1.2, the
final design field strength is 8.5 kV/mm.

Le = L1L2

L1 +L2
= L0

(
Ep1

E0

)−nE f0

f1(
Ep1

Ep2

)−nE f2

f1
+1

(
di

d0

)−nd

(5.15)

For many materials, the lifetime curve is not available, and only breakdown strength
is given based on IEC 60243-1. Therefore, the factors nE and nd can be set based on
the values in the literature about similar materials. Besides, the breakdown strength is
generally tested with 1 mm thickness according to IEC 60243-1 and IEC 60455-2, which
should be set as d0.

5.5. CONCLUSION

T HIS chapter provides the insulation behaviours of the typical dry-type insulation
failures under various frequency sinusoidal waveforms up to 5 kHz. The results

show that the breakdown voltage of air does not show an obvious decrease in the test
range. The surface flashover voltage decreases as the frequency is beyond a critical
value, which is determined by the creepage distance. The breakdown strength of solids
decreases considerably as the frequency increases. Then, the summarized relevant
standards provide insulation requirements for the transformer. A 10kV ISOP modular
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converter is used as an example of the insulation design procedure. An insulation
structure is presented, which can address the possible high field in the air. A field
strength selection method is provided, which considers the superimposing stress,
impacts of frequency and dielectric thickness.





6
DESIGN OPTIMIZATION

You can’t have the best of both worlds.

This chapter introduces the MF transformer design optimization process, including
design variables, constraints, objective function, and optimization flow. Particle swarm
optimization is used for optimization because of its advantages. The optimization
process is done for both nanocrystalline and N87 magnetic cores. The final design is
selected based on the efficiency, power density and safety margin for thermal stability.
The design parameters based on the final design are given.
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6.1. INTRODUCTION

D ESIGN optimization is the approach towards the best design parameters
that realize desired performance while satisfying various constraints. It generally

involves four parts, i.e., objective function, design variables, constraints and
optimization techniques [180]. The objective function describes the goal of the
optimization, which maximizes or minimizes some attributes like efficiency and power
density. However, the proper optimization function of the multi-variable optimization
is not straightforward; any adjustment leads to a re-optimization. The general formats
include linear, quadratic and non-linear. According to the author’s limited knowledge,
there is no standard function format which shows better performance and guarantees
finding the global optimum. Optimization techniques are tools to find the best
solution. Since magnetic component design is a non-linear and non-convex problem
comprising continuous and discrete variables, it is almost impossible to guarantee its
convergence and find the global optimum. There are many algorithms and methods
used in the magnetic component design, like Monte Carlo method [181], [182],
gradient-based methods [46], genetic algorithms [48], [183], particle swarm
optimization (PSO) [47] and data-driven approaches [184].

In the thesis, PSO is selected as the optimization technique for several reasons.
Firstly, PSO has fewer parameters and is relatively simple to implement compared to
other optimization techniques. Then, it is efficient for searching the global space. The
collective behaviour of particles can help to avoid local optima and reach the global
optimum. The last reason is that PSO is very suitable for parallel computing, which can
significantly reduce computation time. This chapter introduces an MF transformer
design optimization process and its results. The second part introduces the details of
the optimisation process, including design variables, constraints, objective function,
and optimization flow. The third part shows the results of the optimization.

6.2. OPTIMIZATION ALGORITHM

T HE starting point of the design of MF transformers is setting the specifications,
variables and constraints. First, specifications of the MF transformers are needed,

which are used in ISOP modular converter with DAB topology and SPS control. Since
the thesis focuses on the electromagnetic and thermal field, only related specifications
are considered and listed in Table 6.1.

Rated Power 105 kVA Switching frequency 5 kHz

Primary winding voltage 3.5 kV Secondary winding voltage 400 V

Primary winding current 30 A Secondary winding voltage 262.5 A

Phase Single Ambient temperature 40 °C

Cooling type Air Natural Convection

Insulation Level (kV) AC 28-LI 60 / AC 3-LI 6

Table 6.1: Specifications of the design MF transformer.
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In addition to the above specifications, there are some natural specifications. These
specifications are from manufactory databases or standards, including core material
properties, core dimensions, wire diameters, and insulation material properties. Some
used properties are listed in 6.2.

VITROPERM 500F [185]

Bsat 1.1 T k 8.7E-3 W/m3 α 1.747 β 2.19 kt [0.37,28,28]
W/(m ·K)

N87

Bsat 0.39 T k 14.15 W/m3 α 1.265 β 2.697 kt 4 W/(m ·K)

Epoxy CY225-HY925 [179]

ϵr 4.5 Em 18 kV/mm nd 0.57 nE 11 kt 0.8 W/(m ·K)

Table 6.2: Specifications of the materials.

Figure 6.1: MF transformer geometry for design optimization

Besides the specifications, design variables build the global design space. The
chosen variables relate to wire selection, core selection and core window arrangements.
The 8 design variables are listed in Table 6.3. Variables a/δ and J are related to wire
selection. Variables Kc and Ns relate to core selection. Variabls Kw1 and Kw2 relate to
winding geometries and variables Kw1w2 and Kcw1 relate to dimensions between
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Variables Min Max Unit

Flux Density ratio Kc = Bmax /Bsat 0.5 0.9 p.u.

Penetration ratio a/δ 0.5 1 -

Current density J 3 6 A/mm2

Secondary winding number of turns Ns 2 10 -

HV-LV distance ratio Kw1w2 = dw1w2/d f r ee 0.1 0.5 p.u.

LV-C distance ratio Kcw1 = dcw1/d f r ee 0.1 0.5 p.u.

LV geometry ratio Kw1 = dw1/Lw1 0.02 1 p.u.

HV geometry ratio Kw2 = dw2/Lw2 0.02 1 p.u.

Table 6.3: Variables of the design MF transformer.

windings and the core. The geometric-related variables are defined based on the
parameters described in Figure 6.1.

d f r ee =
B

2
−dw1 −dw2 −2thw2x − thw1x −dclear (6.1)

The constraints focus on the maximum temperature and electrical field strength,
which should not exceed the predefined limits.

• Tmax < Ti ns
◦C in the windings, which is required by the properties of insulations.

• Tmax < Tcor e
◦C in the core, which is required by the properties of magnetic

materials.

• Emax < E0, and the design field E0 strength is decided by the method introduced
in Section 5.4.

After obtaining the inputs and constraints, the optimization follows the basic
flowchart in Figure 6.2. The optimization tool uses MATLAB built-in PSO function [186].
Firstly, the specifications are imported, and the variables are generated based on
uniform distribution in the predefined ranges. Then, the wire requirements are
obtained through penetration ratio, current density and rated current. The properties
of the wire are estimated by the 3D Litz wire model introduced in Chapter 4. A PSO is
implemented to optimize the Litz wire properties. However, in order to achieve a
relatively short computation time, the PSO only has a small swarm size and a small
number of maximal iterations, and optimum design is not the target. A nested
optimisation process is formed since there is another PSO for the Litz wire. To reduce
the running time of PSO for Litz wire, the wire-related variables a/δ and J form the first
level of optimization. The other variables are optimized in the second level, and the
PSO for Litz wire only work once with one set of a/δ and J .

Next, the winding dimension is calculated based on the number of turns Ns , the
winding geometry ratios Kw1, Kw2 and dimensions of the wire and initial estimated
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insulation thickness. The core dimension is chosen according to the required winding
dimensions and the available core dimensions in the datasheets. The number of
parallel cores is decided based on the number of turns, maximum flux density and
winding voltage. This part of the process results in a basic geometry of the MF
transformer.

Figure 6.2: Flowchart of MF transformer design optimization

Next, the constraints-related parameters are estimated. Based on the analysis in
previous chapters, the core loss is calculated by IGSE. The proposed analytical BEM
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coupled method calculates winding loss, maximal electrical field strength, and
equivalent winding thermal conductivity. The maximal temperature is obtained
through a thermal resistance circuit. If the maximal temperature and electric field
strength satisfy the constraints, properties like efficiency and volumetric and
gravimetric power density are estimated.

As mentioned in the introduction, the objective function is not straightforward and
may have various formats. The target of the thesis is designing high efficiency and high
power density MF transformers. Therefore, the objective function aims to minimize the
loss, (1−η), the volume VMF T and the weight mMF T , and a weighted linear function is
used in PSO, and the w1, w2 and w3 are the weighted factor, as shown in (6.2).

Minimize f (x) = w1(1−η)+w2VMF T +w3mMF T (6.2)

6.3. OPTIMIZATION RESULT
The proposed optimization process is applied to both the Nanocrystalline

VITROPERM 500F and N87. The geometries of magnetic cores use data from
manufacturers [187], [188]. The maximum temperatures of the core and the windings
are set to 120 ◦C and 100 ◦C , respectively. The PSO process is limited by predefined
maximal iterations due to time consideration, and the maximum number of considered
possibilities is 192000. After the process, there are 48124 and 36934 possible designs
based on nanocrystalline and N87 materials, respectively. All obtained possible MF
transformer designs are shown in Figure 6.3 and 6.4.

Figure 6.3: Possible MF transformer designs obtained by PSO process based on Nanocrystalline, (a) Efficiency
vs gravimetric power density; (b) Efficiency vs volumetric power density. Colour corresponds to the highest
temperature.

Figure 6.3 shows the relationship between efficiency and gravimetric power density
(a) and volumetric power density (b) in the designs with nanocrystalline. Figure 6.4
shows the same relationship in the designs with N87. The colour represents the
maximal temperature of the designs. The dispersive clusters of the designs are caused
by the discrete core geometries, especially the number of parallel cores. The upper
boundary of the possible design is the Pareto front, which is extrapolated based on the
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Figure 6.4: Possible MF tranformer designs obtained by PSO process based on N87, (a) Efficiency vs.
gravimetric power density; (b) Efficiency vs. volumetric power density. Colour corresponds to the highest
temperature.

known data points. The red boundary is the thermal limit, which is estimated based on
the known points. This represents the trade-off between efficiency and power density.
To achieve high power density, the magnetic flux in the core and current density in the
windings also need to be high, which can lead to high loss and low efficiency. The lower
boundary represents the thermal limit. The high power density also implicates poor
available thermal convection area, therefore, only designs with higher efficiency are
possible.

In Figure 6.3 and 6.4, one design is chosen in each figure. The chosen designs are
decided by (6.2) and may not have the highest efficiency or power density. However,
since the thermal model is based on empirical equations, especially for natural air
convection, it is better to consider a safety margin for maximal temperature. In order to
choose a thermally stable design, an additional requirement that the maximal
temperature is smaller than 85 ◦C is added.

Comparing the selected designs based on nanocrystalline and N87, the designs with
nanocrystalline achieve higher power density due to the higher saturation flux density.
With the same number of turns, the N87 needs a more effective core cross-section area.
The design with a nanocrystalline core also shows better efficiency because the more
core cross-section area indicates a more parallel core and longer mean length of turns,
which results in more loss in windings. Therefore, the final design with nanocrystalline
is chosen.

In Table 6.4, specifications of the final selected design are given. The first row gives
the values of the design variables. The second row gives the efficiency η, the gravimetric
and volumetric power density, the maximal temperature, the core loss Pc , the winding
loss Pw , the leakage inductance Lσ, the capacitance of primary winding to ground Cp .
The capacitance is calculated by considering the DC voltage and voltage distribution in
the winding. The third row gives the capacitance of secondary winding to ground Cs ,
radius of strands rs , the number of strands in the Litz wire for the secondary winding nss

and for the primary winding nsp , creepage distance and clearance for the primary and
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secondary windings. The higher value is for the primary winding.

Kc a/δ J Ns Kw1w2 Kcw1 Kw1 Kw2

0.865 0.5 3 2 0.5 0.1 1 0.02

η kW/kg kW/L Tmax Pc Pw Lσ Cp

99.81% 2.1 5.36 78.6◦C 96.44 W 101.40 W 79.6 µH 1.49 nF

Cs rs nss nsp Creepage Clearance

1.40 nF 0.335 mm 249 29 134.4mm 5.12mm 90 mm 5.5mm

Table 6.4: Specifications of the final selected design

The parasitic parameters are checked with COMSOL 3D FEM. The results are shown
in Figure 6.5 (c), which have less than 10% error compared to the estimated value in
Table 6.4. It validates the effectiveness of the models used in the optimization process.

Figure 6.5: A 3D geometry of MF transformer design (heat sink is not shown) (a), magnetic field distribution
(b), parasitic parameters (c).

6.4. CONCLUSION

T O optimize MF transformer designs, this chapter provides a procedure for MF
transformer design optimization. The global design space is built based on 8 design

variables, which decide the wires, cores and winding arrangements. Particle swarm
optimization is chosen as the optimization method. A nested optimization algorithm is
built to reduce the computational cost since the performance of the Litz wire is also
optimized during the algorithm. The optimization process is done for both
nanocrystalline and N87 magnetic cores and results in 48124 and 36934 possible
designs, respectively. A design is selected based on a weighted linear function, which
depends on the efficiency and power densities. The design parameters are 99.81%
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efficiency, 2.1 kW/kg gravimetric power density and 5.36 kW/dm3 volumetric power
density. The design parameters based on the final design are given and are less than
10% error compared to the results from 3D FEMs.





7
CONCLUSIONS AND FUTURE

RECOMMENDATIONS

This chapter summarises the conclusions of each previous chapter and answers the
research questions in Chapter 1. Based on the works of this thesis, several future research
directions are recommended.
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7.1. CONCLUSIONS

T HIS thesis studies the modelling and optimization procedure of medium voltage
high power medium frequency transformers, which are one of the most important

parts of isolated power electronic converters. The study first summarizes the available
sophisticated multi-physical models. Then, several methods are proposed for
modelling, especially for eddy current and Litz wire issues. Next, the insulation
behaviours are tested under sinusoidal stress with various frequencies, and an
insulation design method is proposed. Finally, an optimization process involving a
medium frequency transformer and Litz wire is developed based on particle swarm
optimization. The modelling methods developed in this thesis show good accuracy and
fast computation speed compared with a commercial FEM software and several several
state of art methods. The final design parameters reach the same level as the works in
1.3. The following section outlines the conclusion of the thesis by addressing the
research questions.

1. Which types of models are suitable for modelling MF transformers?

The models for MF transformers involve multiple physics and are coupled
together to different degrees. It is difficult and time-consuming to solve the
full-coupled fields. In practice, decoupled models are generally used for different
aspects of the MF transformers. In Chapter 2, several commonly used models are
summarized, which focus on magnetic, electric and thermal fields. These models
are mainly analytical and empirical models because of their short computation
time. The models involve magnetizing inductance, core losses, winding loss,
parasitic parameters and thermal conditions. Besides, eddy currents in round
conductors are analyzed, and new winding loss models are proposed, which can
take the interaction between eddy currents into account. In Chapter 3, a
two-dimensional circle boundary element & analytical coupled method is
developed for windings. The suitable shape of the boundary element and the
analytical solution for the inside domain leads to significantly smaller element
numbers and faster computational speed compared to 2D FEM. This model can
be applied to the quasi-static magnetic, static electric field and heat conduction,
which shows good potential for modelling the MF transformers. The following
methods are selected to model MF transformers. Magnetization inductance is
calculated by reluctance method with Patridge’s equation. Core loss is estimated
with IGSE. Winding loss, leakage inductance, stray capacitance and windings’
equivalent heat resistances are calculated with the proposed boundary element &
analytical method. The thermal distribution is calculated with thermal circuits.

2. How to model Litz wires and incorporate its results into the model for whole
windings?

In medium-frequency applications, eddy current is an important source of losses.
Litz wires are widely used in kHz applications to reduce the impact of eddy
currents. Through twisting, Litz wires can dramatically reduce the proximity
effect losses caused by the external magnetic field and average the current
distribution in strands. However, it also leads to complex structures, which are
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difficult to model. In Chapter 4, the ideal Litz wires model is introduced. In order
to consider the imperfect twisting impact, two Litz wire models are proposed.
One is based on the 2.5D approximation and round boundary element analysis.
Another is a 3D model with cylindrical elements, which analyses the transverse
and longitudinal field individually. Both models are validated with two cases,
which include perfect and imperfect twisting Litz wires. They demonstrate good
accuracy and fast computational speed compared to 3D FEM. The 3D cylindrical
element method is selected to model Litz wires since it can consider the
longitudinal field and impact from elements that 2.5D cannot. The method
incorporating the Litz wire model and the boundary element & analytical method
is developed. The key idea of the homogenization technique is adopted, and the
method is validated through measurements. The method is used in modelling
windings with Litz wires.

3. What are the considerations when designing an air-solid insulation system for MV
MF transformers?

With the development of wide-band-gap semiconductors, the stresses applied to
the insulation are often in the kHz range, not sinusoidal and have repeated high
steep edges (up to 100 V/ns), which can lead to poorer insulation behaviour
compared to that under AC stress. At the same time, compared to the widely
studied insulation behaviour under AC stress, the quantitative behaviour of the
insulation under stress generated by power electronics is not available. Chapter 5
shows the tests of the insulation behaviours of air-solid insulation under various
frequencies. Based on the relevant standards and literature, guidance for
deciding the insulation level, clearance and creepage distance of MV MF
transformers is provided. Single dielectric insulation is selected because of the
superimposed stress in SSTs. The corresponding insulation structure is
presented. A field strength selection method is provided, which considers the
superimposing stress, impacts of frequency and dielectric thickness.

4. How to optimize the design of MV MF transformers?

Design optimization can help improve the performance of MF transformers in
the required aspects. Transformer design is a non-linear and non-convex
problem comprising of continuous and discrete variables. There are various
optimization function formats and optimization techniques. However, there is no
specific combination showing clearly superior performance in the literature. In
Chapter 6, an optimization procedure combining particle swarm optimization
with 8 variables and the linear objective function is proposed. A nested
optimization algorithm is developed to save computational costs when
optimizing the Litz wires within the algorithm. The optimization process is done
for both nanocrystalline and N87 magnetic cores. The final design is selected
based on the objective function. The design parameters are 99.81% efficiency, 2.1
kW/kg gravimetric power density and 5.36 kW/dm3 volumetric power density. 3D
FEM validates the accuracy of designed parasitic parameters. The proposed
optimization procedure is suitable for optimizing MV MF transformers.
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7.2. FUTURE WORK

B ASED on the work in this thesis, there are recommendations for future research.
The first recommendation is about modelling for windings. In the thesis, the

windings are supposed to be composed of round conductors. Conductors like
continuously transposed conductors (CTC) or foil are also commonly used conductors.
Therefore, applying the developed method for CTC and foil can also be useful in
applications.

The second recommendation is time domain models for magnetic components.
The transient analysis needs time domain models, which often determine the worst
working conditions. Since magnetic cores are non-linear media, a model that can
simultaneously analyze core and winding in the time domain is important for
transformer transient analysis.

The third recommendation is about insulation. Since the mechanism of insulation
breakdown is complicated, the experiment is still the most reliable method to study the
insulation. It is recommended to build a database saving insulation behaviours based
on some test parameters like sample thickness, material, frequency, waveform, etc. The
database is important and meaningful. Based on the database, a data-driven model can
be developed, which can be helpful for the insulation design.

The fourth recommendation is the sensitivity analysis of the design optimization.
The final design is chosen based on several parameters in the thesis, and the full-scale
prototype is not built. Therefore, the tolerance during production and its impact are not
clear. The sensitivity analysis helps understand the robustness and reliability of the
design and provides insights into which variables are most influential in the
optimization process. Then, build a full-scale prototype to validate the design.
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