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Abstract

In this thesis we present a study of quantum Markov semigroups. In particular, we mainly consider
quantum Markov semigroups with detailed balance that are defined on finite-dimensional C∗-algebras.
They have an invariant density matrix ρ. Carlen and Maas showed that the evolution on the set
of invertible density matrices that is given by such a semigroup is gradient flow for the relative
entropy with respect to ρ for some Riemannian metric. This result is a non-commutative analog of
certain diffusion equations that are gradient flow in the second order Wasserstein space. We provide
a self-contained and accessible account to these issues. Moreover, we give a complete introduction
to Tomita-Takesaki theory which has a close relation with quantum Markov semigroups satisfying
detailed balance. Finally, we present some examples of these semigroups that arise from quantum
theory.
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1 Introduction

A natural problem that arises in the economic sector is optimal transportation. To elaborate on
this and give a motivation, one can think for example of farms and bakeries. Suppose there are n
farms where grains are grown, and there are n bakeries which use the grains to make bread. The
grains that are harvested need to be transported to the bakeries and it needs to be done in such a
way that the cost is minimized. Let A and B denote the sets consisting of the farms and bakeries,
respectively. Then we may define a cost function c : A × B → R, so that c(a, b) is the cost of
transporting one load of grains from farm a to factory b. For simplicity, suppose that each farm
can only supply one factory of grains and each factory requires precisely one shipment of grains to
operate. Then we may also define a transport map function T : A→ B which is a bijection such
that each farm a ∈ A supplies exactly one factory T (a) ∈ B. The goal now is to find the optimal
transport map T , that is, the map T whose total cost c(T ) :=

∑
a∈A c(a, T (a)) is minimized over all

possible transport maps from A to B. This (easy) example brings a whole theory called (optimal)
transportation theory and an exhaustive treatment can be found in [28].

An important topic within optimal transportation theory is about gradient flows. The gradient flow
(for steepest descent) associated to a function f : M → R (with M a Riemannian manifold) is the
flow induced by the differential equation

dx

dt
= −gradx(t)f,

whatever gradx(t)f may mean. Heuristically, one may think of it as a flow which makes f decrease
as fast as possible. An important classical result concerning gradient flows is that of Otto [18]. Otto
showed that a large number of classical evolution equations could be viewed as gradient flow in a so
called 2-Wasserstein metric for certain functionals. Carlen and Maas studied a non-commutative
analogy of this problem and considered M equal to invertible density matrices in a proper context
involving quantum Markov semigroups [5]. In particular, Carlen and Maas were able to show
non-commutative results in line with [18]. This thesis will mainly revolve around the results from
[5].

The notion of a quantum Markov semigroup (QMS) can be viewed as a non-commutative analog of
classical Markov semigroups motivated by the study of (open) quantum systems. A classical Markov
semigroup (Pt)t≥0 defined on Cb(R) for example satisfies Pt(1) = 1 (conservation of probability)
and Pt(f) ≥ 0 (positivity) for all t ≥ 0 and f ≥ 0 by definition. In the non-commutative setting a
quantum Markov semigroup needs to preserve the identity and has a property called “complete
positivity” which shows the duality between a classical Markov semigroup and a quantum Markov
semigroup.

The quantum Markov semigroups that we will discuss are uniformly continuous (or norm
continuous). This is a condition which is not fulfilled in many infinite-dimensional applications.
However, it is still important to study the form of a QMS satisfying the strong condition of uniform
continuity. For example, in the finite dimensional setting all quantum Markov semigroups are
uniformly continuous. Plenty can be said about generators of quantum Markov semigroups in this
finite-dimensional setting but also in a more general setting while still assuming uniform continuity.
Namely, the characterization of generators of quantum Markov semigroups on Mn(C) of all n× n
complex matrices was given by Gorini, Kossakowski and Sudershan [10]. And around the same time
Lindblad [14] characterized the generators on hyperfinite von Neumann algebras but still assuming
uniform continuity. (An example of a hyperfinite von Neumann algebra is B(H) where H is an
arbitrary separable Hilbert space.)
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The main mathematical object in [5] that we will consider are quantum Markov semigroups
satisfying a (quantum) detailed balance condition in a finite-dimensional setting. Detailed balance
has a classical definition in terms of reversible Markov chains and we wish to extend this definition
to the quantum setting. To be more precise, a classical Markov chain with transition matrix P
satisfies the classical detailed balance equations if and only if P is self-adjoint with respect to the
inner product 〈v, w〉π =

∑n
i=1 πiviwi (v, w ∈ Cn), where π = (πi)

n
i=1 is the invariant distribution for

the Markov chain. There are a number of different ways to generalize this to the quantum setting
and it will turn out that the definition we use for quantum detailed balance can be viewed as an
extension of classical detailed balance.

A remarkable observation about quantum Markov semigroups with detailed balance is that they
have an intimate relation with Tomita-Takesaki theory which is often not mentioned in the literature.
Namely, such semigroups commute with the modular operator and modular automorphism group.
As the name already suggests, Tomita introduced this theory in 1967 and Takesaki [24] published a
slim volume elaborating Tomita’s work as Tomita’s work was hard to follow and mostly unpublished.
Tomita-Takesaki theory (or modular theory) has a lot of applications in mathematical physics and is
essential in the structure theory of von Neumann algebras (of type III) ([3, 4, 25]). A von Neumann
algebra M is by definition a ∗-subalgebra of B(H) with H a Hilbert space such that M = M ′′,
where A′ is the set of elements in B(H) that commute with A for some subset A ⊆ B(H). The
structure of (type III) von Neumann algebras was quite intractable for some time, but with the
introduction of Tomita-Takesaki theory it has led to a good structure theory.

Our aim of this thesis is to give a self-contained, in-depth and accessible exposure of [5] with
some detours that involve Tomita-Takesaki theory and general (norm-continuous) quantum Markov
semigroups. The first chapter is a short introduction in optimal transport and the emphasis is put
on Wasserstein spaces. We will state a result (Theorem 2.3.2) involving these spaces and much later
on a non-commutative form of this theorem will be given.

The aim of the third chapter is to present Tomita-Takesaki theory in an accessible way with
detailed proofs. Nevertheless, the proof of the main theorem of Tomita-Takesaki will be referred to
[26]. We will consider σ-finite von Neumann algebras but still in an infinite-dimensional setting. It
starts with certain involution operators and by means of these operators we are able to construct a
one parameter group of automorphisms defined on the von Neumann algebra. Moreover, it also
gives a connection between the commutant and algebra itself. We are then able to show explicit
computations with matrices that are important for later in the thesis. However, we will not discuss
any structure theory of von Neumann algebras nor explicit applications in mathematical physics.

In Chapter 4 we start with complete positivity and study uniformly continuous quantum
Markov semigroups on Mn(C) but also on hyperfinite von Neumann algebras and in particular
on B(H) where separability is the only condition on the Hilbert space H. The emphasis is put
on semigroups in a finite-dimensional setting with detailed balance. The main results consist
of complete characterizations of generators of such quantum Markov semigroups. Subsequently,
Chapter 5 compares classical detailed balance with quantum detailed balance and quantum detailed
balance can be in fact seen as an extension of classical detailed balance.

The main results of this thesis are in Chapter 6.2 (Theorem 6.2.7 and 6.2.8). In particular,
Theorem 6.2.8 shows that associated to any ergodic QMS satisfying detailed balance in a finite-
dimensional setting, there is a Riemannian metric such that the flow on the set of invertible density
matrices is gradient flow for the relative entropy induced by the dual generator.

Lastly, we give examples of quantum Markov semigroups with detailed balance that arise in
quantum theory.
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2 Optimal transport

Optimal transport theory came to light when mathematicians wanted to formalise the mathe-
matics behind transporting mass from one location to another location with minimal cost. (Think
about the farms and bakeries in the introduction.) In this section we give a short introduction on
optimal transport theory and especially bring attention on Wasserstein spaces and gradient flows
that will follow the one in [28].

We start with some conventions: When a measure space or measurable space is considered, we will
usually not explicitly mention the associated σ-algebra. If (X , µ) is a Polish (complete separable
metric) probability space, then µ will always denote the Borel probability measure.

If µ is a measure on a measurable space X and T : X → Y is a measurable function from
X to a measurable space Y, then T∗µ stands for the push-forward measure of µ by T , that is,
(T∗µ)(A) := µ(T−1(A)) for measurable sets A ⊆ Y.

2.1 Couplings

Definition 2.1.1. Let (X , µ) and (Y, ν) be two probability spaces. A coupling of µ and ν is a
measure π on X × Y (with its tensor-product σ-algebra) such that π admits µ and ν as marginals
on X and Y respectively, i.e. π(A×Y) = µ(A) and π(X ×B) = ν(B) for all measurable sets A ⊆ X ,
B ⊆ Y. The set of all couplings of µ and ν is denoted by Π(µ, ν). The coupling π is said to be
deterministic if there exists a measurable function T : X → Y such that π = (idX , T )∗µ, where
(idX , T ) is the map x 7→ (x, T (x)) for x ∈ X . The function T is called the transport map.

Let (X , µ) and (Y, ν) be two probability spaces. If π is a deterministic coupling of µ and ν with
transport map T , then it follows immediately that T∗µ = ν. This is seen by a direct computation:

T∗µ(B) = µ(T−1(B)) = µ(X ∩ T−1(B)) = µ((idX , T )−1(X ×B))

= ((idX , T )∗µ)(X ×B) = π(X ×B) = ν(B)

for all measurable sets B ⊆ Y. So intuitively, one can say that T transports mass represented by
the measure µ to the mass represented by the measure ν.

Note that there exists always a coupling, namely the product measure. This is the trivial
coupling. However, unlike couplings, deterministic couplings do not always exist. (Take µ equal to
Dirac measure and ν any other measure.)

One important example of coupling is optimal coupling or optimal transport : Let (X , µ) and (Y, ν)
be two probability spaces, and define a measurable cost function c : X × Y → [0,∞] that can be
interpreted as the work needed to move one unit of mass from location x ∈ X to y ∈ Y. First
assume that there exists a deterministic coupling of µ and ν. Then to minimize the cost, one can
consider the following optimal transportation problem that is also know as Monge’s minimization
problem:

inf

{∫
X
c(x, T (x)) dµ(x)

∣∣∣ T : X → Y is measurable and T∗µ = ν

}
.

The goal is now to find the transport map T that realizes this infimum. A transport map that
attains this infimum is called an optimal transport map.

However, Monge’s formulation of the optimal transport problem can be ill-posed, because a
deterministic coupling does not always exist as we have already noted. Hence, we need to find a
relaxation of this minimization problem if we want to consider the problem in a more general form.
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One way to do this is using coupling measures. Then one considers the so called Monge-Kantorovich
minimization problem:

inf
π∈Π(µ,ν)

∫
X×Y

c(x, y) dπ(x, y).

In this context, a coupling π of µ and ν is also called a transference plan (or transport plan, or
transportation plan). Those achieving the infimum are called optimal transference plans or optimal
couplings.

Evidently, the solution of the Monge-Kantorovich minimization problem depends on the cost function
c. If the probability spaces and the cost function are “nice” enough, then an optimal coupling exists
which is stated in the next theorem.

Theorem 2.1.2. Let (X , µ) and (Y, µ) be two Polish probability spaces. Let a : X → R∪{−∞} and
b : Y → R∪{−∞} be two upper semi-continuous functions such that a ∈ L1(X , µ) and b ∈ L1(Y, ν).
Let c : X × Y → R ∪ {∞} be a lower semi-continuous cost function such that c(x, y) ≥ a(x) + b(y)
for all x ∈ X and y ∈ Y. Then there is a coupling π′ ∈ Π(µ, ν) of µ and ν such that∫

X×Y
c(x, y) dπ′(x, y) = inf

π∈Π(µ,ν)

∫
X×Y

c(x, y) dπ(x, y).

Proof. Theorem 4.1 in [28].

2.2 Wasserstein distances

Assume that we are in charge of distributing products between producers and consumers and
they are modeled by probability measures. We would like to summarize the cost of transporting
these goods and minimize it. For that purpose it natural to consider the optimal transport cost
between two probability measures, say µ and ν, that are defined on some probability spaces X and
Y respectively:

C(µ, ν) = inf
π∈Π(µ,ν)

∫
X×Y

c(x, y) dπ(x, y),

where c(x, y) is the cost for transporting one unit of mass from x to y. This is just the Monge-
Kantorovich minimization problem, but now we do not care about the minimizer (so much). We are
more interested in the value of C(µ, ν).

If we now suppose that X = Y , and X is a metric space with metric d, then an intuitive choice
for the cost function c is the distance measured by d. This results in Wasserstein distances:

Definition 2.2.1. Let (X , d) be a Polish metric space and let p ∈ [1,∞). For any two Borel
probability measures µ, ν on X, the Wasserstein distance of order p between µ and ν is defined by
the formula

Wp(µ, ν) :=

(
inf

π∈Π(µ,ν)

∫
X×X

d(x, y)p dπ(x, y)

) 1
p

.

Example 2.2.2. Fix a, b ∈ X , then Wp(δa, δb) = d(a, b) where δa and δb are Dirac measures. To
see this, we note every coupling π ∈ Π(δa, δb) is a product measure of the form π = δa × δb. Hence,

Wp(δa, δb) =

(∫
X×X

d(x, y)p d(δa × δb)(x, y)

) 1
p

=

(∫
X

∫
X
d(x, y)p dδa(x) dδb(y)

) 1
p

=

(∫
X
d(a, y)p dδb(y)

) 1
p

= d(a, b).
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Definition 2.2.3. Let p ∈ [1,∞) and take a Polish metric space (X , d). The space of Borel
probability measures on X is denoted by P (X ). The Wasserstein space of order p is defined as

Pp(X ) :=

{
µ ∈ P (X ) :

∫
X
d(x0, x)p dµ(x) <∞

}
,

where x0 ∈ X is arbitrary and note that Pp(X ) does not depend on the choice of x0.

It is not directly clear that Wp defines a metric since it might take the value +∞. But when
restricted to Pp(X ) it becomes a metric as it will be checked now using the Gluing lemma.

Lemma 2.2.4 (Gluing). Let (Xi, µi), i = 1, 2, 3 be Polish probability spaces. If π1,2 ∈ Π(µ1, µ2) and
π2,3 ∈ Π(µ2, µ3) are couplings then there exists a Borel probability measure µ on X1 ×X2 ×X3 such
that µ has marginals π1,2 and π2,3 on X1 ×X2 and X2 ×X3, respectively. Moreover, the marginal of
µ to X1 ×X3 is a coupling between µ1 and µ3.

Proof. Lemma 5.3.2 and Remark 5.3.3 in [2]

Proposition 2.2.5. Let (X , d) be a Polish metric space and let p ∈ [1,∞). Then the Wasserstein
space (Pp(X ),Wp) equipped with the Wasserstein distance is a metric space.

Proof. To show that Wp is finite on Pp(X ), we let x0 ∈ X and µ, ν ∈ Pp(X ). Let π ∈ Π(µ, ν) be a
coupling between µ and ν. Then, since

d(x, y)p ≤ (d(x, x0) + d(x0, y))p ≤ 2p
(

1

2
d(x, x0) +

1

2
d(x0, y)

)p
≤ 2p−1(d(x, x0)p + d(x0, y)p)

using the convexity of t 7→ tp, we have

Wp(µ, ν)p ≤
∫
X×X

d(x, y)p dπ(x, y) ≤ 2p−1

(∫
X×X

d(x, x0)p dπ(x, y) +

∫
X×X

d(x0, y)p dπ(x, y)

)
= 2p−1

(∫
X
d(x, x0)p dµ(x) +

∫
X
d(x0, y)p dν(y)

)
<∞.

Thus, Wp in finite on Pp(X ).
Symmetry of Wp is clear. Now let µ ∈ P (X ) and we show that Wp(µ, µ) = 0. Define

ν := f∗µ with f : X → ∆ given by f(x) = (x, x), i.e. ∆ is the diagonal of X × X . Now define
a Borel measure π on X × X by π(M) = ν(M ∩ ∆) for all Borel sets M . Then for all Borel
sets A ⊆ X we have π(A ×X) = µ(f−1(A × X ∩∆)) = µ(A) as f(A) = {(a, a) × X : a ∈ A} =
{(a, x) : a ∈ A, x ∈ X} ∩∆ = A × X ∩∆. And since we have A × X ∩∆ = X × A ∩∆, we also
have π(X ×A) = µ(A). It follows that π ∈ Π(µ, µ). Combined with the facts that d(∆) = {0} and
π(∆c) = 0, we obtain

Wp(µ, µ) ≤
∫
X×X

d(x, y)p dπ(x, y) =

∫
∆
d(x, y)p dπ(x, y) +

∫
∆c

d(x, y)p dπ(x, y) = 0 + 0 = 0,

and this obviously implies that Wp(µ, µ) = 0.
Conversely, suppose that Wp(µ, ν) = 0. Let γ ∈ Π(µ, ν) be an optimal coupling with respect to

dp between µ and ν. With the same definition for ∆, we see that

0 ≤
∫

∆c

d(x, y)p dγ(x, y) ≤
∫
X×X

d(x, y)p dγ(x, y) = Wp(µ, ν) = 0.
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Thus, γ(∆c) = 0 as d(x, y)p > 0 for all x 6= y. It then follows that µ(A) = γ(A×X ) = γ(A×X∩∆) =
γ(X ×A ∩∆) = γ(X ×A) = ν(A) for all Borel sets A ⊆ X by the marginal properties of γ and the
fact that the support of γ lies in ∆. Therefore, µ = ν.

Note that there exists an optimal coupling with respect to the continuous cost function c = dp

for each pair µ, ν ∈ P (X ) by Theorem 2.1.2. To prove the triangle inequality, let µ1, µ2, µ3 ∈ Pp(X )
with optimal couplings π1,2 ∈ Π(µ1, µ2) and π2,3 ∈ Π(µ2, µ3) with respect to the cost function dp.
Then, by Lemma 2.2.4, there exists a Borel probability measure µ on X × X × X such that µ
has marginals π1,2 and π2,3 on X × X to the “left” and “right”, respectively. And, we denote the
marginal of µ to X × X (first and third X ) by π1,3 ∈ Π(µ1, µ3) which is a coupling between µ1 and
µ3. It follows, by the marginal properties and Minkowski inequality in Lp(X 3, µ), that

Wp(µ1, µ3) ≤
(∫
X×X

d(x, z)p dπ1,3(x, z)

) 1
p

=

(∫
X×X×X

d(x, z)p dµ(x, y, z)

) 1
p

≤
(∫
X×X×X

(d(x, y) + d(y, z))p dµ(x, y, z)

) 1
p

≤
(∫
X×X×X

d(x, y)p dµ(x, y, z)

) 1
p

+

(∫
X×X×X

d(y, z)p dµ(x, y, z)

) 1
p

=

(∫
X×X

d(x, y)p dπ1,2(x, y)

) 1
p

+

(∫
X×X

d(y, z)p dπ2,3(y, z)

) 1
p

= Wp(µ1, µ2) +Wp(µ2, µ3).

From now on, all Wasserstein spaces are endowed with their corresponding Wasserstein distance.
The Wasserstein space has many convergence and topological properties. For example, (Pp(X ),Wp)
is a Polish space again when X is Polish (Theorem 6.18 in [28]). For other results we refer to
Chapter 6 in [28].

2.3 Gradient flows in Wasserstein space

Definition 2.3.1. Let (M, g) be a Riemannian manifold and let f : M → R be continuously
differentiable. The Riemannian gradient of f at p ∈M , denoted by gradpf or ∇pf , is the unique
tangent vector in TpM satisfying the equation

d

dt

∣∣∣
t=0

f(γ(t)) = gp(gradpf, γ̇(0))

for all smooth curves γ : (−ε, ε)→M such that γ(0) = p.

Let (M, g) be a Riemannian manifold and let f : M → R continuously differentiable. Fix
p ∈M . Then one might ask for which smooth curve γ : (−ε, ε)→M with γ(0) = p the derivative
d
dt

∣∣
t=0

f(γ(t)) is as large or as small as possible. By the definition of the Riemannian gradient, we see
that we need to choose γ such that γ̇(0) and gradpf are linearly dependent. So essentially, gradpf
indicates the direction in which f increases and decreases most rapidly. The corresponding gradient
flow equation for strongest ascent associated to f is the flow induced by the differential equation

γ̇(t) = gradγ(t)f, γ(0) = p.

Similarly, the gradient flow equation for steepest descent associated to f is the flow induced by the
differential equation

γ̇(t) = −gradγ(t)f, γ(0) = p.
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The gradient flow for steepest descent is most important for us. Henceforth, when we write “gradient
flow” it will always mean the gradient flow for steepest descent. Heuristically, one may think of the
gradient flow as a flow which makes f decrease as fast a possible.

Every Riemannian manifold has a metric space structure that is induced by the geodesic distance.
Keeping this in mind, we boldly state the next theorem that identifies certain diffusion equations as
gradient flows in the Wasserstein space of order 2.

Theorem 2.3.2. Let M be a compact separable Riemannian manifold equipped with a reference
measure ν. Let V ∈ C2(M) and let L = ∆−∇V · ∇ where ∆ is the Laplace operator on M . Let
µ0 ∈ P2(M) and define a path (µt)t>0 in P2(M) by µt(A) =

∫
A ρt dν where ρt satisfies

∂ρt
∂t

= Lρt.

Then (µt)t>0 is a trajectory of the gradient flow associated with the energy functional

Hν(µ) =

∫
M

dµ

dν
log

(
dµ

dν

)
dν

(
dµ

dν
is the Radon-Nikodym derivative

)

in the Wasserstein space P2(M).

Proof. Theorem 23.19 and Corollary 23.23 in [28].

Much later in this thesis, we will consider a non-commutative form of this theorem involving
quantum Markov semigroups with detailed balance and relative entropy.
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3 Tomita-Takesaki Theory

In the theory of von Neumann algebras, Tomita-Takesaki theory is a method for constructing
a one parameter group of automorphisms on a (σ-finite) von Neumann algebra from the polar
decomposition of a certain involution. It also gives a connection between the algebra itself and its
commutant.

Definition 3.0.1. Let τ be a positive linear functional on a von Neumann algebra M . Then τ is
called

• a state, if ‖τ‖ = 1;

• pure, if τ is a state and is an extreme point of the set of states on M ;

• faithful, if τ(a∗a) = 0 implies that a = 0;

• tracial, if τ(ab) = τ(ba) for all a, b ∈M ;

• normal, if τ(supλ aλ) = supλ τ(aλ) for all increasing nets (aλ) in M+ with an upper bound.

3.1 Von Neumann algebras with faithful normal tracial state

Theorem 3.1.1. Let φ be a bounded linear functional on a von Neumann algebra M ⊆ B(H). The
following conditions are equivalent:

1. φ is normal;

2. φ is weakly continuous on the unit ball of M ;

3. φ is σ-weakly continuous;

4. There exists a trace-class operator u ∈ L1(H) such that φ(a) = Tr(au) for all a ∈M .

Proof. Theorem 2.4.21 in [3] or Theorem 3.6.4 in [20].

Proposition 3.1.2. Let M be a von Neumann algebra with a faithful normal state φ. Let (Hφ, πφ, ξφ)
be the GNS representation of M associated to φ. Then πφ(M) ⊆ B(Hφ) is a von Neumann algebra
and M is ∗-isomorphic to πφ(M). Moreover, πφ(M) admits a vector which is separating and cyclic.

Proof. First, let (aλ) be an increasing net in M+ which is bounded. Then (aλ) is strongly convergent
to a := supλ aλ ∈M+ by Vigier. Now, since φ is normal, we have for all b ∈M that

lim
λ
〈πφ(aλ)πφ(b)ξφ, πφ(b)ξφ〉 = lim

λ
〈πφ(b∗aλb)ξφ, ξφ〉

= lim
λ
φ(b∗aλb)

= φ(b∗ab)

= 〈πφ(a)πφ(b)ξφ, πφ(b)ξφ〉.

So, using polarization and the facts that ξφ is cyclic for πφ(M) and (πφ(aλ)) is bounded, we obtain
πφ(aλ)→ πφ(a) weakly. But then also πφ(aλ)→ πφ(a) σ-weakly as the weak (operator) topology
coincides with the σ-weak topology on bounded sets. Hence, limλ ω(πφ(aλ)) = ω(πφ(a)) for all
σ-weakly continuous states ω on B(Hφ), or equivalently by Theorem 3.1.1, for all normal states ω
on B(Hφ). But this implies that ω ◦πφ is normal for all normal states ω on B(Hφ). Or, equivalently
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by Theorem 3.1.1 once again, ω ◦πφ is a σ-weakly continuous state on M for all σ-weakly continuous
states ω on B(Hφ). Now, every σ-weakly continuous linear functional on B(Hφ) is of the form Tr(·u)
for some u ∈ L1(Hφ). Moreover, every σ-weakly continuous linear functional is a linear combination
of σ-weakly continuous states. Therefore, πφ : M → B(Hφ) is σ-weakly continuous.

It clear that πφ is injective since φ is faithful. Thus, πφ is isometric. It follows that πφ(M≤1) = πφ(M)≤1.
But we know that M≤1 is σ-weakly compact and πφ is σ-weakly continuous. Therefore, πφ(M)≤1 is
σ-weakly compact and also weakly compact. And, in particular, πφ(M)≤1 is weakly closed. But
then we also have that πφ(M)≤1 is strongly closed as πφ(M)≤1 is convex. Consequently, by the

Kaplansky density theorem,
(
πφ(M)

SOT
)
≤1

= πφ(M)≤1
SOT

= πφ(M)≤1. So, if a ∈ πφ(M)
SOT

,

then a
‖a‖ ∈

(
πφ(M)

SOT
)
≤1

= πφ(M)≤1 which implies that a ∈ πφ(M). In other words, πφ(M) is

strongly closed and we see that πφ(M) is a von Neumann algebra such that M is ∗-isomorphic to it.

We already know that ξφ ∈ Hφ is cyclic for πφ(M). So suppose that πφ(a)ξφ = 0 for some a ∈M .
Then φ(a∗a) = 〈πφ(a∗a)ξφ, ξφ〉 = ‖πφ(a)ξφ‖2 = 0. Hence, a = 0 since φ is faithful. Therefore, ξφ is
also a separating vector for πφ(M).

Let M be a von Neumann algebra with a faithful normal tracial state τ defined on M . Denote
the pair (Hτ , πτ ) as the GNS representation of M associated to τ . To be more precise, Hτ is the
Hilbert space completion of M with respect to the inner product 〈a, b〉 := τ(b∗a). This inner product
is well defined since τ is faithful. Furthermore, the operator π(a) ∈ B(M) with a ∈M defined by
π(a)b = ab for b ∈ M can be uniquely extended to a bounded operator πτ (a) on Hτ by density.
And the map

πτ : M → B(Hτ ), a 7→ πτ (a)

is a faithful ∗-homomorphism. Note, by Proposition 3.1.2, that πτ (M) is a von Neumann algebra
because τ is a faithful normal state.

Denote ξ0 := 1 ∈M and the set π(M)ξ0 := {πτ (a)ξ0 : a ∈M} = M lies dense in Hτ by construction
of Hτ . So ξ0 is cyclic for πτ (M). Moreover, ξ0 is also separating for πτ (M) since πτ (a)ξ0 = 0
implies a = 0 for all a ∈M . Now identify M with the von Neumann algebra πτ (M) and we can do
this because πτ is injective. We may therefore also write τ(a) = 〈aξ0, ξ0〉 for all a ∈M in view of
τ(a) = 〈πτ (a)ξ0, ξ0〉 formally speaking. In particular,

〈abξ0, ξ0〉 = 〈baξ0, ξ0〉, for all a, b ∈M

as τ is tracial. The map

J0 : Mξ0 →Mξ0, J0(aξ0) = a∗ξ0

is a well-defined map because ξ0 is separating for M . It also clear that J0 is conjugate linear. In
addition,

‖J0(aξ0)‖2 = 〈aa∗ξ0, ξ0〉 = 〈a∗aξ0, ξ0〉 = ‖aξ0‖2

so that J0 is an isometry (and hence bounded). Let J be the unique extension of J0 to Hτ = Mξ0.
Since J2

0 = idMξ0 , one also has J2 = idHτ by density and continuity.

Lemma 3.1.3. Suppose that M is a von Neumann algebra on a Hilbert space H. Then ξ ∈ H is
cyclic for M if and only if ξ is separating for M ′.
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Proof. Assume that ξ ∈ H is cyclic M and let a′ ∈ M ′ such that a′ξ = 0. Then a′aξ = aa′ξ = 0
for all a ∈ M , i.e. a′Mξ = {0}. Therefore, a′H = {0} since Mξ = H (cyclicity of ξ for M) and
continuity of a′. Thus a′ = 0.

Now suppose that ξ is separating for M ′. Let p be the projection onto Mξ. Now note p ∈ M ′ if
and only if p(H) is invariant for M . It is clear that p(H) = Mξ is invariant for M . Thus, p ∈M ′.
Using the fact that ξ ∈Mξ, it follows that pξ = ξ = idHξ. Consequently, p = idH as ξ is separating
for M ′ which implies that Mξ = H.

Corollary 3.1.4. Suppose that M is a von Neumann algebra on a Hilbert space H. Then ξ ∈ H is
cyclic and separating for M if and only if ξ is cyclic and separating for M ′.

Proof. This follows almost immediately from Lemma 3.1.3. Use that M ′′ = M and that M ′ is also
a von Neumann algebra.

Proposition 3.1.5. Let J and M be as above, then JMJ ⊆M ′.

Proof. Let a, b, c ∈M . Then

JaJ(bcξ0) = J(ac∗b∗ξ0)

= bca∗ξ0

= bJ(ac∗ξ0)

= bJaJcξ0.

Hence, JaJb and bJaJ coincide on Mξ0 which is dense in Hτ by cyclicity of ξ0. Thus, JaJb = bJaJ
by continuity and therefore JaJ ∈M ′ which gives JMJ ⊆M ′.

Theorem 3.1.6. Let J and M be as above, then JMJ = M ′.

Proof. Let a, b ∈M and a′ ∈M ′. Then

〈Jaξ0, bξ0〉 = 〈a∗ξ0, bξ0〉 = 〈b∗ξ0, aξ0〉 = 〈Jbξ0, aξ0〉 = 〈J∗aξ0, bξ0〉,

where the second equality comes from the fact that ξ0 is a tracial vector and the last equality is
the definition of the adjoint of an conjugate linear operator. Consequently, J = J∗ using density of
Mξ0 in Hτ twice. It follows that

〈Ja′ξ0, aξ0〉 = 〈J∗aξ0, a
′ξ0〉 = 〈Jaξ0, a

′ξ0〉 = 〈a∗ξ0, a
′ξ0〉 = 〈(a′)∗ξ0, aξ0〉.

And here the first equality is the definition of J∗, the second equality is J∗ = J and the last equality
is the tracial property. Therefore, Ja′ξ0 = (a′)∗ξ0 for all a′ ∈M ′ using density of Mξ0 in Hτ once
again.

Remember that ξ0 is cyclic and separating for M . Thus, ξ0 is also cyclic and separating for M ′ by
Corollary 3.1.4 . So there exists a well defined operator J ′ ∈ B(Hτ ) with J ′(a′ξ0) = (a′)∗ξ0 for all
a′ ∈ M ′. But then J ′M ′J ′ ⊆ M ′′ = M by applying Proposition 3.1.5 with J ′ and M ′. Note that
J = J ′ such that JM ′J ⊆ M . Lastly, since J2 = idHτ , we obtain M ′ = J(JM ′J)J ⊆ JMJ and
together with Proposition 3.1.5 this results in JMJ = M ′.
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3.2 Von Neumann algebras with faithful normal state

Definition 3.2.1. A von Neumann algebra M is σ-finite if each collection of mutually orthogonal
nonzero projections in M is countable.

Proposition 3.2.2. Let M ⊆ B(H) be a von Neumann algebra. Then M is σ-finite if and only if
M has a faithful normal state.

Proof. Suppose that M is σ-finite. An application of Zorn’s lemma shows that there exists a maximal
family of units vectors (ξλ) in H such that the spaces M ′ξλ and M ′ξλ′ are orthogonal whenever
λ 6= λ′. Let pλ be the projections onto M ′ξλ. Then pλ ∈M for all λ as pλ(H) is invariant for M ′.
Thus, pλ is countable since we have assumed that M is σ-finite. We may therefore consider the se-
quence (pn)n∈N of mutually orthogonal projections with pn(H) = M ′ξn such that (pn)n∈N is maximal

and ‖ξn‖ = 1 for all n ∈ N. Now let ξ ∈
(⋃

n∈NM
′ξn
)⊥

. Then 〈a′ξ, b′ξn〉 = 〈ξ, (a′)∗b′ξn〉 = 0 for all

a′, b′ ∈M ′ and n ∈ N. This implies that M ′ξ and M ′ξn are orthogonal for all n ∈ N. It follows from
maximality that ξ = 0. Hence, H =

⋃∞
n=1 pn(H). (H is the orthogonal direct sum of the spaces

pn(H) = M ′ξn.)
Define the state φ(x) :=

∑∞
n=1 2−n〈xξn, ξn〉 for x ∈ M . It is clear that φ is σ-weakly continuous,

hence normal by Theorem 3.1.1. Now if φ(x∗x) = 0, then ‖xξn‖2 = 〈x∗xξn, ξn〉 = 0 for all n ∈ N.
But then xM ′ξn = M ′xξn = {0} which implies that x(pn(H)) = x(M ′ξn) = {0} by continuity.

Consequently, x
(⋃∞

n=1 pn(H)
)

=
⋃∞
n=1 x(pn(H)) = {0} and using continuity once again, we obtain

x(H) = x
(⋃∞

n=1 pn(H)
)

= {0}. This means that x = 0 and hence φ is also faithful.

Conversely, assume that M has a faithful normal state φ. Let (pλ) be a collection of mutually
orthogonal nonzero projections in M . Let (Hφ, πφ, ξφ) be the GNS representation of M associated to
φ. Then ξφ ∈ Hφ is cyclic and separating for πφ(M) by Proposition 3.1.2. Set p =

∑
λ pλ ∈M with

convergence in the σ-strong topology (Vigier) and hence also in the σ-weak topology. Remember
that we have shown in the proof of Proposition 3.1.2 that πφ is σ-weakly continuous. Therefore,∑

λ

‖πφ(pλ)ξφ‖2 =
∑
λ,λ′

〈πφ(pλ)ξφ, πφ(pλ′)ξφ〉

= 〈πφ(p)ξφ, πφ(p)ξφ〉
= ‖πφ(p)ξφ‖2 <∞.

Therefore, only a countable number of (πφ(pλ)ξφ) is nonzero and thus the same is true for (pλ).

One of the goals is to extend Theorem 3.1.6 to von Neumann algebras with a faithful normal
state or, equivalently by Proposition 3.2.2, to σ-finite von Neumann algebras. Let M be a σ-finite
von Neumann algebra. Using Proposition 3.1.2, we may assume that M acts on Hilbert space H
such that M admits a cyclic and separating vector ξ0 ∈ H (and thus also for M ′). So we may define:

S0 : Mξ0 →Mξ0, aξ0 7→ a∗ξ0;

F0 : M ′ξ0 →M ′ξ0, a′ξ0 7→ (a′)∗ξ0.

Lemma 3.2.3. Adopting the foregoing definitions. It follows that 〈S0ξ, η〉 = 〈ξ, F0η〉 for all
ξ ∈ D(S0) = Mξ and for all η ∈ D(F0) = M ′ξ0.
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Proof. Let a ∈M and a′ ∈M ′, then

〈S0aξ0, a
′ξ0〉 = 〈a∗ξ0, a

′ξ0〉 = 〈ξ0, aa
′ξ0〉 = 〈ξ0, a

′aξ0〉 = 〈(a′)∗ξ0, aξ0〉 = 〈aξ0, F0a′ξ0〉,

where the third equality comes from the fact that a and a′ commute since a ∈M and a′ ∈M ′.

“Easy” case: Assume that S0 is bounded on its domain.
(This happens if M = Mn(C) for example, which will be important later on.)

Let S be the unique (continuous) extension of S0 to H. Then S∗ coincides with F0 on M ′ξ0 by
Lemma 3.2.3. In particular, F0 is bounded on its domain and therefore has a unique (continuous)
extension F to H. Moreover, S∗ = F by the uniqueness of extension. Note that S and F are
conjugate linear bounded operators. Define the modular operator

∆ := S∗S = FS.

It is clear that ∆ is positive. Moreover, ∆ is invertible with ∆−1 = SS∗ = SF because S2 = I and
F 2 = I. Write S in the left and right polar decomposition:

S = J |S| = |S∗|J, or

S = J∆
1
2 = ∆−

1
2J,

where J is a conjugate linear partial isometry. Note that J = S∆−
1
2 = ∆

1
2S such that J2 =

S∆−
1
2 ∆

1
2S = I. In particular, J is invertible (with J−1 = J) and hence ker(J) = {0}. Therefore, J

is isometric on ker(J)⊥ = H which implies that J is a conjugate linear unitary operator.

Lemma 3.2.4. Let S and F be as mentioned above. Then SMS = M ′, SM ′S = M , FMF = M ′

and FM ′F = M .

Proof. First note that it will be sufficient to prove the inclusion ”⊆” at each place since the other
inclusion follows (almost) directly using S2 = F 2 = I.
Let a, b, c ∈M , then

SaSbcξ0 = Sac∗b∗ξ0 = bca∗ξ0 = bSac∗ξ0 = bSaScξ0.

Consequently, SaSb and bSaS coincide on Mξ0 which is dense in H by cyclicity of ξ0. Thus,
SaSb = bSaS by continuity and therefore SaS ∈ M ′ which gives SMS ⊆ M ′. But then, FaF =
S∗aS∗ = (Sa∗S)∗ ∈ (M ′)∗ = M ′, so also FMF ⊆M ′.

In the same way as in the last part of the proof of Theorem 3.1.6, it is possible to exchange M with
M ′ in order to obtain SM ′S ⊆M ′′ = M and FM ′F ⊆M ′′ = M . The details are omitted.

Corollary 3.2.5. ∆nM∆−n = M for all n ∈ Z.

Proof. It is clear for n = 0 and for n ∈ {1,−1} :

∆M∆−1 = FSMSF = FM ′F = M,

∆−1M∆ = SFMFS = SM ′S = M

by Lemma 3.2.4 and using ∆ = FS, ∆−1 = SF . Now use induction or iterate to obtain the
result.
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Lemma 3.2.6. Let h be a bounded analytic function on the open unit disk {z ∈ C : |z| < 1} with
h 6= 0. If α1, α2, α3, ... are the zeros of h, then

∞∑
n=1

(1− |αn|) <∞.

Proof. Theorem 15.23 in [21].

Lemma 3.2.7. Let f, g be analytic functions in the right open half-plane {z ∈ C : <(z) > 0}.
Assume that

1. f(n) = g(n) for all n ∈ N≥1;

2. |f(z)− g(z)| ≤ c1e
c2<(z) for some constants c1, c2 > 0.

Then f = g.

Proof. Define F (z) := f(z)e−c2z and G(z) := g(z)e−c2z and let H := F −G. Then

|H(z)| = |F (z)−G(z)| = |f(z)− g(z)| · |e−c2z| = |f(z)− g(z)|e−c2<(z) ≤ c1

by assumption 2. Hence, H is a bounded analytic function on {z ∈ C : <(z) > 0} with H(n) = 0
for all n ∈ N≥1 by assumption 1.

Define Φ : {z ∈ C : |z| < 1} → {z ∈ C : <(z) > 0} by Φ(z) = 1+z
1−z . Then Φ is a bijection with

Φ−1(w) = w−1
w+1 . Let h := H ◦ Φ. It is clear that h is well-defined bounded analytic function on

{z ∈ C : |z| < 1} and h is zero on Φ−1(N≥1) since h(Φ−1(N≥1)) = H(N≥1) = {0}. However,

∞∑
n=1

(
1− |Φ−1(n)|

)
=
∞∑
n=1

(
1− n− 1

n+ 1

)
=

∞∑
n=1

2

n+ 1
=∞.

Therefore, h = 0 by Lemma 3.2.6. (Note that h may contain more zeros but it will only have a
positive contribution to the sum). It follows that H = 0 which implies that f = g.

Lemma 3.2.8. Let ∆ = S∗S = FS be the modular operator. Then ∆αM∆−α ⊆M for all α ∈ C.

Proof. First fix α ∈ {z ∈ C : <(z) > 0}. Define the continuous functions f̃ , g̃ ∈ C(σ(∆)) by
f̃(t) = tα and g̃(t) = t−α. Note that ‖∆−1‖ = ‖SS∗‖ = ‖S∗‖2 = ‖S‖2 = ‖S∗S‖ = ‖∆‖ using the
C∗-identity. Now, σ(∆) ⊆ (0, ‖∆‖] such that σ(∆−1) ⊆ [‖∆‖−1, ‖∆−1‖] by the spectral mapping
theorem and therefore σ(∆) ⊆ [‖∆‖−1, ‖∆‖] using the spectral mapping theorem once again and
the fact that ‖∆−1‖ = ‖∆‖. Consequently,

‖f̃‖∞ = sup
t∈σ(∆)

|tα| = sup
t∈σ(∆)

t<(α) = ‖∆‖<(α), and

‖g̃‖∞ = sup
t∈σ(∆)

|t−α| = sup
t∈σ(∆)

(1

t

)<(α)
= ‖∆‖<(α).

Now let a ∈ M , a′ ∈ M ′ and φ ∈ B(H)∗. Define f, g : C → C by f(α) = φ((∆αa∆−α)a′) and
g(α) = φ(a′(∆αa∆−α)).
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It follows that for all α ∈ {z ∈ C : <(z) > 0},

|f(α)− g(α)| ≤ |f(α)|+ |g(α)|
≤ 2‖φ‖‖a‖‖a′‖‖∆α‖‖∆−α‖
= 2‖φ‖‖a‖‖a′‖‖f̃(∆)‖‖g̃(∆)‖
= 2‖φ‖‖a‖‖a′‖‖f̃‖∞‖g̃‖∞
= 2‖φ‖‖a‖‖a′‖‖∆‖2<(α)

= 2‖φ‖‖a‖‖a′‖e2 log(‖∆‖)<(α).

where the isometry property of continuous functional calculus and the values for ‖f̃‖∞ and ‖g̃‖∞
have been used. Moreover, ∆na∆−n ∈ M for all n ∈ N≥1 by Corollary 3.2.5 which implies that
f(n) = φ((∆na∆−n)a′) = φ(a′(∆na∆−n)) = g(n) as a′ ∈ M ′. But then f = g when restricted
to {z ∈ C : <(z) > 0} by Lemma 3.2.7. This implies that f = g on C by uniqueness of analytic
continuation. Now since φ ∈ B(H)∗ was arbitrary,

(∆αa∆−α)a′ = a′(∆αa∆−α), for all α ∈ C

by Hahn-Banach theorem. But this implies that ∆αM∆−α ⊆M ′′ = M .

Theorem 3.2.9. The following two statements hold:

1. ∆αM∆−α = M for all α ∈ C;

2. JMJ = M ′.

Proof. Statement 1 follows almost directly from Lemma 3.2.8:

M = ∆α(∆−αM∆α)∆−α ⊆ ∆αM∆−α ⊆M, for all α ∈ C.

But then, using this, Lemma 3.2.4 and that J = S∆−
1
2 = ∆

1
2S, we obtain

JMJ = S∆−
1
2M∆

1
2S = SMS = M ′.

General case: What if S0 is unbounded?
First, for the sake of completeness, we give the definition of the adjoint a densely defined conjugate
linear operator.

Definition 3.2.10. Let H and K be Hilbert spaces and let T : H ⊇ D(T ) → K be a densely
defined conjugate linear operator. Then the domain of T ∗ is

D(T ∗) := {η ∈ K | ∃ζ ∈ H such that ∀ξ ∈ D(T ) : 〈Tξ, η〉 = 〈ξ, ζ〉},

and we set T ∗η := ζ for η ∈ D(T ∗). (Note that that there is at most one such ζ for a given η since
D(T ) is dense in H.)

The following proposition will be frequently used.

Proposition 3.2.11. Let H and K be Hilbert spaces. If T : H ⊇ D(T )→ K is a densely defined
(conjugate) linear operator, then:
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1. T ∗ is a closed operator;

2. T ∗ is densely defined if and only if T is closable;

3. if T is closable, then its closure is T ∗∗.

Proof. Proposition X.1.6 in [7].

Let M be a von Neumann algebra with a faithful normal state, or what is the same, a σ-finite
von Neumann algebra. Once again, using Proposition 3.1.2, we may assume that M acts on Hilbert
space H such that M admits a cyclic and separating vector ξ0 ∈ H (and thus also for M ′). Define
again:

S0 : Mξ0 →Mξ0, aξ0 7→ a∗ξ0;

F0 : M ′ξ0 →M ′ξ0, a′ξ0 7→ (a′)∗ξ0,

but now we do not assume that S0 is bounded on its domain.

Remark 3.2.12. Remember that 〈S0ξ, η〉 = 〈ξ, F0η〉 for all ξ ∈ D(S0) = Mξ and for all η ∈
D(F0) = M ′ξ0 from Lemma 3.2.3. But this implies that F0 ⊆ S∗0 (S∗0 is an extension of F0) and
S0 ⊆ F ∗0 (F ∗0 is an extension of S0). In particular, S∗0 and F ∗0 are densely defined which implies
that S0 and F0 are closable by Proposition 3.2.11. Let S := S0 be the closure of S0, that is,
G(S) = G(S0) where G(T ) is the graph of a linear operator T . Similarly, let F := F0 be the closure
of F0. Then F0 ⊆ S∗0 = S∗ and S0 ⊆ F ∗0 = F ∗ so that F ⊆ S∗ and S ⊆ F ∗ where we used the fact
that T ∗ = (T )∗ whenever T is a densely defined closable operator and the fact that S∗ and F ∗ are
closed operators (by Proposition 3.2.11).

Definition 3.2.13. A closed densely defined operator T is said to be affiliated with a von Neumann
algebra M if U ′T (U ′)∗ = T for each unitary U ′ ∈M ′.

The polar decomposition of unbounded operators is required from here on. We refer to ([12],
Theorem 6.1.11) for more background and other properties.

Lemma 3.2.14. Assume that T is affiliated with a von Neumann algebra M ⊆ B(H). If T = U |T |
is the (unbounded) polar decomposition of T , then U and the spectral projections of |T | lie in M .

Proof. Let U ′ ∈M ′ be unitary. Then Ũ := U ′U(U ′)∗ is a partial isometry and |̃T | := U ′|T |(U ′)∗ is
positive such that

Ũ |̃T | = U ′U((U ′)∗U ′)|T |(U ′)∗ = U ′U |T |(U ′)∗ = U ′T (U ′)∗ = T,

where the third equality is the polar decomposition of T and the last equality is the fact that T is
affiliated with M . It follows, therefore, from the uniqueness of the polar decomposition that Ũ = U

and |̃T | = |T |. Or equivalently, U ′U(U ′)∗ = U and U ′|T |(U ′)∗ = |T |. Note M ′ is a C∗-algebra. So
in particular, the unitaries linearly span M ′. Now since U commutes with U ′, U commutes with all
elements in M ′ as U ′ ∈M ′ was arbitrary. Hence, U ∈M ′′ = M .

Now let E be the resolution of the identity for |T |. Then Ẽ(·) := U ′E(·)(U ′)∗ defines a spectral
measure on the Borel sets of σ(|T |): First note that for all Borel sets A ⊆ σ(|T |), Ẽ(A) is a
projection because E(A) is projection. Clearly, Ẽ(∅) = 0 and Ẽ(σ(|T |)) = 1. And, Ẽ(A1 ∩A2) =
U ′E(A1 ∩A2)(U ′)∗ = U ′E(A1)E(A2)(U ′)∗ = U ′E(A1)(U ′)∗U ′E(A2)(U ′)∗ = Ẽ(A1)Ẽ(A2) for Borel
sets A1, A2 ⊆ σ(|T |). Moreover, if (Ai)

∞
i=1 ⊆ σ(|T |) are pairwise disjoint Borel sets, then
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Ẽ(
⋃∞
i=1Ai) = U ′E(

⋃∞
i=1Ai)(U

′)∗ =
∑∞

i=1 U
′E(Ai)(U

′)∗ =
∑∞

i=1 Ẽ(Ai) where the convergence
is in the strong operator topology (SOT).

Let ξ, η ∈ H and A ⊆ σ(|T |) be a Borel set, then

E(U ′)∗ξ,(U ′)∗η(A) = 〈E(A)(U ′)∗ξ, (U ′)∗η〉 = 〈U ′E(A)(U ′)∗ξ, η〉 = Ẽξ,η(A)

so that E(U ′)∗ξ,(U ′)∗η = Ẽξ,η. But then, using this, it follows that

〈U ′(∫ zdE)(U ′)∗ξ, η〉 = 〈(∫ zdE)(U ′)∗ξ, (U ′)∗η〉 =

∫
σ(|T |)

z dE(U ′)∗ξ,(U ′)∗η(z) =

∫
σ(|T |)

z dẼξ,η(z)

which implies that U ′(
∫
zdE)(U ′)∗ =

∫
zdẼ. Consequently, by the spectral decomposition for |T |

and the fact that U ′|T |(U ′)∗ = |T | , we obtain

|T | = U ′|T |(U ′)∗ = U ′
(∫

z dE
)

(U ′)∗ =

∫
z dẼ.

This implies that E = Ẽ by the uniqueness of the resolution of the identity for |T |. Hence,
E(A) = U ′E(A)(U ′)∗ for all Borel sets A ⊆ σ(|T |). Using the same argument to deduce that U lies
in M , we also see that the spectral projections of |T | lie in M ′′ = M .

Theorem 3.2.15. S0 and F0 are closable with closures, say, S and F respectively such that S∗ = F
and F ∗ = S.

Proof. Due to Remark 3.2.12, it is sufficient to show that S∗ ⊆ F and F ∗ ⊆ S. But to prove
this theorem it will actually be enough to show that F ∗ ⊆ S because then F ∗ = S which implies
F = F ∗∗ = S∗.

So let ξ ∈ D(F ∗) and η := F ∗ξ. Then 〈Fσ, ξ〉 = 〈σ, η〉 for all σ ∈ D(F ) by definition. Consequently,
using the definition of F , 〈(a′)∗ξ0, ξ〉 = 〈a′ξ0, η〉 for all a′ ∈M ′. Define the densely defined operators
a, b : M ′ξ0 → H by a(x′ξ0) = x′ξ and b(y′ξ0) = y′η. In particular, aξ0 = ξ and bξ0 = η. It follows
that for all x′, y′ ∈M ′,

〈a(x′ξ0), y′ξ′0〉 = 〈x′ξ, y′ξ0〉 = 〈ξ, (x′)∗y′ξ0〉 = 〈((x′)∗y′)∗ξ0, η〉 = 〈x′ξ0, y
′η〉 = 〈x′ξ0, b(y

′ξ0)〉

where the third equality is that 〈(a′)∗ξ0, ξ〉 = 〈a′ξ0, η〉 for all a′ ∈ M ′. This implies that b ⊆ a∗

and a ⊆ b∗. In particular, a∗ and b∗ are densely defined which implies that a and b are closable by
Proposition 3.2.11. Let c := a be the closure of a, then cξ0 = ξ. Additionally, c∗ = a∗ ⊇ b such that
c∗ξ0 = bξ0 = η.
Now let u′ ∈ M ′ be an arbitrary unitary operator. Note that u′(D(a)) ⊆ D(a) such that
D(a) ⊆ D(u′a(u′)∗). But also, if ζ ∈ D(u′a(u′)∗), then (u′)∗ζ ∈ D(a) and it follows that ζ =
u′((u′)∗ζ) ∈ D(a). Hence, D(a) = D(u′a(u′)∗). Moreover, for all x′ ∈M ′,

u′a(u′)∗x′ξ0 = u′(u′)∗x′ξ = x′ξ = a(x′ξ0)

and this, together with the equality of domains, implies that u′a(u′)∗ = a. Hence, a is affiliated
with M . But then also, u′a(u′)∗ = a, so c is also affiliated with M .
Let c = u|c| be the (unbounded) polar decomposition for c. Then u and the spectral projections of |c|
lie in M by Lemma 3.2.14, i.e. u, 1[0,n](|c|) ∈M . It follows that f(|c|) ∈M for every bounded Borel
function f on [0,∞) because bounded Borel functions can be uniformly approximated by simple
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functions, the fact that ‖f(|c|)‖ ≤ ‖f‖∞ and M is norm closed. Also note that u is isometric on the
closure of the range of |c|. Define the bounded Borel functions fn : [0,∞)→ R by fn(t) = t1[0,n](t)
for n ∈ N and let cn := ufn(|c|) ∈M . Then

‖ξ − cnξ0‖ = ‖(c− cn)ξ0‖
= ‖(u|c| − ufn(|c|))ξ0‖
= ‖(|c| − fn(|c|))ξ0‖
= ‖(1− 1[0,n](|c|))|c|ξ0‖ → 0, as n→∞.

since 1[0,n](|c|)→ 1 as n→∞ in the strong operator topology by Theorem 4.1.2. in [16]. Similarly,

‖η − c∗nξ0‖ = ‖(c∗ − c∗n)ξ0‖
= ‖(|c|u∗ − fn(|c|)u∗)ξ0‖
= ‖(|c| − fn(|c|))u∗ξ0‖
= ‖(1− 1[0,n](|c|))|c|u∗ξ0‖ → 0, as n→∞.

Thus, (ξ, η) ∈ G(S0) = G(S) as G(S0) = {(aξ0, a
∗ξ0) : a ∈M} and with that we have shown that

F ∗ ⊆ S.

Theorem 3.2.16 (Tomita-Takesaki). Let ∆ := S∗S = FS be the modular operator with S := S0

and F := F0. Then ∆ is positive, self adjoint and injective, and ∆−1 = SS∗ = SF . Let
S = J∆

1
2 = ∆−

1
2J be the left and right polar decomposition of S. Then:

1. J2 = I;

2. J is a conjugate linear isometry (“unitary”);

3. JMJ = M’;

4. ∆itM∆−it = M for all t ∈ R.

Proof. Theorem VI.1.19 in [26]

The operator J in Theorem 3.2.16 is often called the modular conjugation. Also note, as a
consequence of this theorem, that the map

σt : M →M, a 7→ ∆ita∆−it

defines a ∗-automorphism on M for each t ∈ R. And it is clear that σt+s = σtσs for all t, s ∈ R by the
properties of the functional calculus. Therefore, (σt)t∈R is a one parameter group of automorphisms
on M . In addition, (σt)t∈R is pointwise strongly continuous which will be shown in the next
proposition.

Definition 3.2.17. Let M be a σ-finite von Neumann algebra. Let φ be a faithful normal state
on M and identify M with the von Neumann algebra πφ(M) ⊆ B(Hφ) where (Hφ, πφ) is the GNS
representation of M associated to φ. Let ∆ be the corresponding modular operator. The one
parameter group of ∗-automorphisms (σφt )t∈R on M defined by σφt (a) = ∆ita∆−it is called the
modular automorphism group associated with φ.

If the dependence on φ is clear, we may write σt = σφt .
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Proposition 3.2.18. The modular automorphism group (σt)t∈R on a (σ-finite) von Neumann
algebra M is pointwise strongly continuous, i.e. t 7→ σt(a) is strongly continuous for a fixed a ∈M .

Proof. Fix a ∈ M . Let ξ ∈ H and let E be the resolution of the identity for ∆. Note that
|xis − xit|2 ≤ 4 for all x, s, t ∈ R. Moreover,

∫
σ(∆) 4 dEξ,ξ(x) = 4Eξ,ξ(σ(∆)) = 4‖ξ‖2 <∞. So, by

the Dominated Convergence Theorem,

lim
t→s
‖(∆is −∆it)ξ‖2 = lim

t→s

∫
σ(∆)
|xis − xit|2 dEξ,ξ(x) = 0.

And, similarly, limt→s ‖(∆−is −∆−it)ξ‖2 = 0. Hence, the maps

R→ (B(H), SOT), R→ (B(H), SOT),

t 7→ ∆it; t 7→ ∆−it

are continuous. But then, using the fact that ∆it is unitary for all t ∈ R and therefore ‖∆it‖ = 1,
we obtain

lim
t→s
‖(σs(a)− σt(a))ξ‖ = lim

t→s
‖(∆isa∆−is −∆ita∆−it)ξ‖

≤ lim
t→s
‖(∆is −∆it)a∆−isξ‖+ lim

t→s
‖∆ita(∆−is −∆−it)ξ‖

≤ lim
t→s
‖(∆is −∆it)a∆−isξ‖+ ‖a‖ lim

t→s
‖(∆−is −∆−it)ξ‖

= 0.

3.3 Tomita-Takesaki for Mn(C)

Let φ be a faithful normal state on Mn(C). Then there exists a unique invertible density matrix
h ∈Mn(C) (a density matrix is a positive operator with trace equal to 1) such that φ(x) = Tr(xh)
for all x ∈ Mn(C). Without loss of generality we may assume that h is a diagonal matrix with
positive diagonal entries such that Tr(h) = 1 by changing to an appropriate basis. Let (Hφ, πφ) be
the GNS representation of Mn(C) associated with φ. In particular, Hφ = Mn(C) equipped with
the inner product 〈x, y〉 = φ(y∗x) for x, y ∈ Mn(C). Note that this inner product is well-defined
as φ is faithful and that completion is not needed since Mn(C) is finite-dimensional. Moreover,
πφ : Mn(C) → B(Hφ) is defined by πφ(x)y = xy. It is clear that 1Hφ ∈ Hφ is the cyclic and
separating vector for πφ(M).

It is important to note that the theory of Tomita-Takesaki does not work on Mn(C) ∼= B(Cn) for
n ≥ 2. Suppose on the contrary that it does work on B(Cn), then we would obtain

n2 = dim(JB(Cn)J) = dim(B(Cn)′) = dim(CidCn) = 1

by Theorem 3.2.16 which is of course a contradiction. It is necessary to proceed on the image of the
GNS representation πφ(Mn(C)) ⊆ B(Hφ) (which we have always implicitly done in the preceding
sections!).

Theorem 3.3.1. Let φ(·) = Tr(·h) be a faithful normal state on Mn(C) with h ∈ Mn(C) an
invertible density matrix. Let (Hφ, πφ, 1Hφ) be the GNS representation of Mn(C) associated with
φ. Then the modular operator, the modular conjugation and the modular automorphism group are
respectively given by:

20



1. ∆ : Hφ → Hφ, ∆(x) = hxh−1;

2. J : Hφ → Hφ, J(x) = h
1
2x∗h−

1
2 ;

3. σφt : πφ(Mn(C))→ πφ(Mn(C)), σφt (πφ(x)) = πφ(hitxh−it) for x ∈Mn(C).

Proof. First of all, we can assume that h = diag(λ1, ..., λn) with λi > 0 for i = 1, ..., n by changing
to an appropriate basis. Note that πφ(Mn(C))1Hφ = Hφ such that S : Hφ → Hφ is defined by
S(x) = x∗. Consequently, for all x, y ∈ Hφ,

〈S∗S(x), y〉 = 〈S(y), S(x)〉 = 〈y∗, x∗〉 = φ(xy∗)

= Tr(xy∗h) = Tr(y∗hx) = Tr(y∗hxh−1h)

= φ(y∗hxh−1) = 〈hxh−1, y〉.

Hence, ∆(x) = S∗S(x) = hxh−1 for all x ∈ Hφ.

Now let (Ek,l)1≤k,l≤n be the matrix units of Hφ. Then for all k, l ∈ {1, ..., n} we obtain

∆(Ek,l) = hEk,lh
−1 = λkλ

−1
l Ek,l,

which implies that Ek,l is an eigenvector of ∆ with eigenvalue λkλ
−1
l . Therefore, f(∆)Ek,l = f(λkλ

−1
l )Ek,l

for all f ∈ C(σ(∆)) by the continuous functional calculus. In particular, using the fact that h is a
diagonal matrix,

∆itEk,l = (λkλ
−1
l )itEk,l = λitk λ

−it
l Ek,l = hitEk,lh

−it and similarly,

∆−itEk,l = h−itEk,lh
it,

∆
1
2Ek,l = h

1
2Ek,lh

− 1
2 .

Then, by linearity, ∆it(x) = hitxh−it, ∆−it(x) = h−itxhit and ∆
1
2x = h

1
2xh−

1
2 for all x ∈ Hφ. It

follows that the modular conjugation J = ∆
1
2S is given by

J(x) = ∆
1
2Sx = ∆

1
2x∗ = h

1
2x∗h−

1
2

for all x ∈ Hφ. In addition, for all y ∈ Hφ,

σφt (πφ(x))y = ∆itπφ(x)(∆−ity) = ∆itπφ(x)(h−ityhit)

= ∆it(xh−ityhit) = hitxh−ityhith−it = hitxh−ity

= πφ(hitxh−it)y.

So indeed, σφt (πφ(x)) = πφ(hitxh−it) for all x ∈Mn(C).

Remark 3.3.2. Note that S0 = S is bounded on Hφ as Hφ is finite dimensional. So it possible to
invoke Theorem 3.2.9 to give a stronger statement than the one in Theorem 3.2.16.(4). Namely,
∆απφ(Mn(C))∆−α = πφ(Mn(C)) for all α ∈ C. However, πφ(a) 7→ ∆απφ(a)∆−α is not necessarily a
∗-automorphism on πφ(Mn(C)) anymore. It is a ∗-automorphism if and only if <(α) = 0.

Remark 3.3.3. The modular automorphism group σφt is defined on πφ(Mn(C)). It is actually

possible to define a ‘new’ modular automorphism group αφt on Mn(C) via αφt : Mn(C)→Mn(C),

αφt (x) := π−1
φ (σφt (πφ(x)). (This also works for the general theory of Tomita-Takesaki on σ-finite von

Neumann algebras.) But then, αφt (x) = π−1
φ (πφ(hitxh−it)) = hitxh−it for all x ∈Mn(C) by Theorem

3.3.1. Hence, without loss of generality, we may consider σφt on Mn(C) defined by σφt (x) = hitxh−it.
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3.4 KMS state and Connes’ Cocycle

We now continue with general von Neumann algebras again.

Definition 3.4.1. Let t 7→ σt be a pointwise strongly continuous one parameter group of auto-
morphisms on a von Neumann algebra M . Let φ be a normal state on M . Then φ satisfies the
KMS1-condition with respect to σt (or is called σt-KMS ) if φ ◦ σt = φ, and for all x, y ∈M there
exists a bounded continuous function F : {z ∈ C : 0 ≤ Im(z) ≤ 1} → C, such that

1. F is analytic on {z ∈ C : 0 < Im(z) < 1};

2. F (t) = φ(σt(x)y) for all t ∈ R;

3. F (t+ i) = φ(yσt(x)) for all t ∈ R.

Theorem 3.4.2. Let M be a von Neumann algebra with a faithful normal state φ. Then:

1. φ is KMS with respect to the modular automorphism group σφt ;

2. If φ is KMS with respect to a pointwise strongly continuous one parameter group of
∗-automorphisms σt, then σt = σφt .

Proof. We first prove 1. Let ξ0 be the separating and cyclic vector for M from the GNS representation
associated to φ where we identify M with its GNS image. First, note that ∆ξ0 = FSξ0 = ξ0 by
definition of S and F . In other words, ξ0 is an eigenvector of ∆ with eigenvalue 1. So ξ0 is an
eigenvector of ∆−it with eigenvalue 1−it = 1 because if E is the resolution of the identity for ∆, then

‖∆−itξ0 − ξ0‖2 =

∫
σ(∆)
|z−it − 1|2 dEξ0,ξ0(z) =

∫
σ(∆)\{1}

|z−it − 1|2 dEξ0,ξ0(z)

≤ 4Eξ0,ξ0(σ(∆) \ {1}) = 4〈E(σ(∆) \ {1}ξ0, ξ0〉
= 4〈E(σ(∆) \ {1})E({1})ξ0, ξ0〉 = 4〈E(∅)ξ0, ξ0〉
= 0,

where we used the fact that E({1}) is the projection onto ker(∆ − I) and ξ0 ∈ ker(∆ − I).
Consequently, for all x ∈M ,

φ(σφt (x)) = 〈σφt (x)ξ0, ξ0〉 = 〈∆itx∆−itξ0, ξ0〉 = 〈x∆−itξ0,∆
−itξ0〉 = 〈xξ0, xξ0〉 = φ(x).

Therefore, φ ◦ σφt = φ for all t ∈ R.

Now let x, y ∈M . Then, using the fact that ∆−itξ0 = ξ0 once again,

φ(σφt (x)y) = 〈σφt (x)yξ0, ξ0〉 = 〈yξ0, σ
φ
t (x∗)ξ0〉 = 〈yξ0,∆

itx∗∆−itξ0〉 = 〈yξ0,∆
itx∗ξ0〉 = 〈∆−ityξ0, x

∗ξ0〉,

and, also using the polar decomposition S = J∆
1
2 , we see that

φ(yσφt (x)) = 〈yσφt (x)ξ0, ξ0〉 = 〈σφt (x)ξ0, y
∗ξ0〉 = 〈Sσφt (x∗)ξ0, Syξ0〉

= 〈J∆
1
2 ∆itx∗∆−itξ0, J∆

1
2 yξ0〉 = 〈J∆

1
2 ∆itx∗ξ0, J∆

1
2 yξ0〉

= 〈∆
1
2 yξ0,∆

1
2

+itx∗ξ0〉 = 〈∆
1
2
−ityξ0,∆

1
2x∗ξ0〉.

1Kubo-Martin-Schwinger
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Let ξ := yξ0 and η := x∗ξ0 for convenience. Then

φ(σφt (x)y) = 〈∆−itξ, η〉 and φ(yσφt (x)) = 〈∆
1
2
−itξ,∆

1
2 η〉.

Define the Borel functions fn : [0,∞)→ C by fn(t) = t1[0,n](t) for n ∈ N. Let pn := 1[ 1
n
,n](∆) be

the spectral projections for ∆ corresponding to the interval
[

1
n , n

]
. Now note that fn(∆) is bounded

since fn is bounded. In other words, ∆ restricted to pn(H) is bounded and the same is true for ∆−1.
Hence, we can define entire functions Fn : C → C by Fn(z) := 〈∆−izpnξ, η〉 for n ∈ N. It follows

that Fn(t) = 〈∆−itpnξ, η〉 and Fn(t+ i) = 〈∆1−itpnξ, η〉 = 〈∆
1
2
−itpnξ,∆

1
2 η〉 for t ∈ R. Hence, since

‖∆it‖ = 1 for t ∈ R, we obtain for all t ∈ R:

|Fn(t)− φ(σφt (x)y)| = |〈∆−it(pn − 1)ξ, η〉| ≤ ‖(pn − 1)ξ‖‖η‖ and

|Fn(t+ i)− φ(yσφt (x))| = |〈∆
1
2
−it(pn − 1)ξ,∆

1
2 η〉| ≤ |〈∆

1
2 (pn − 1)ξ,∆

1
2 η〉|

= |〈(pn − 1)∆
1
2 ξ,∆

1
2 η〉| ≤ ‖(pn − 1)∆

1
2 ξ‖‖∆

1
2 η‖.

This implies that limn→∞ Fn(t) = φ(σφt (x)y) and limn→∞ Fn(t+ i) = φ(yσφt (x)) uniformly for t ∈ R
since pn → 1 strongly. So Fn converges uniformly on ∂S where S := {z ∈ C : 0 ≤ Im(z) ≤ 1}. By
a maximal modulus argument (Phragmén-Lindelöf theorem) and completeness, it follows that Fn
converges uniformly to a continuous bounded function F on S. Moreover, F is analytic in int(S)
because Fn is analytic in int(S) for each n ∈ N and the convergence is uniform. Furthermore,

F (t) = lim
n→∞

Fn(t) = φ(σφt (x)y) and F (t+ i) = lim
n→∞

Fn(t+ i) = φ(yσφt (x)).

Therefore, φ is σφt -KMS.

The proof of statement 2 can be found in [26], Theorem VIII.1.2.

If φ is a positive faithful normal functional, then S, F , J , ∆ and σφt can be defined in the same
way.

Lemma 3.4.3. Let M be a von Neumann algebra with a positive faithful normal functional φ. Let
a ∈M . If φ(ax) = φ(xa) for all x ∈M , then σφt (a) = a for all t ∈ R.

Proof. Let ξ0 be the separating and cyclic vector for M from the GNS representation associated to
φ where we identify M with its GNS image. Suppose that φ(ax) = φ(xa) for all x ∈M . Then for
all x ∈M ,

〈S0xξ0, aξ0〉 = 〈x∗ξ0, aξ0〉 = 〈ξ0, xaξ0〉 = φ(xa) = φ(ax)

= 〈axξ0, ξ0〉 = 〈xξ0, a∗ξ0〉 = 〈xξ0, S0aξ0〉.

Using this and the fact that S∗0 = S∗ = F , it follows that aξ0 ∈ D(S∗0) = D(F ) and Faξ0 = S∗aξ0 =
S∗0aξ0 = S0aξ0 = Saξ0. But F = F−1, so Saξ0 = Faξ0 ∈ D(F ) and ∆aξ0 = FSaξ0 = F 2aξ0 = aξ0.
In other words, aξ0 is an eigenvector of ∆ with eigenvalue 1. So aξ0 is an eigenvector of ∆it with
eigenvalue 1it = 1 by the same argument that was used in the proof of Theorem 3.4.2. The details
are omitted for this case.

Moreover, we have already shown that ∆−itξ0 = ξ0 in the proof of Theorem 3.4.2. It follows that

σφt (a)ξ0 = ∆ita∆−itξ0 = ∆itaξ0 = aξ0,

and since ξ0 is separating for M , we conclude that σφt (a) = a for all t ∈ R.
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Let M2(M) denote the set of 2× 2 matrices with entries in a von Neumann algebra M . Then
M2(M) is a von Neumann algebra again. Let φ1 and φ2 be two positive faithful normal functionals
on M . Define φ : M2(M)→ C by

φ

(
x11 x12

x21 x22

)
:= φ1(x11) + φ2(x22).

Then φ is a positive faithful normal functional on M2(M) and Tomita-Takesaki theory also works

for M2(M) with φ. Let e :=

(
1 0
0 0

)
, and let x ∈M2(M). Then

φ(ex) =

(
x11 x12

0 0

)
= φ1(x11) and φ(xe) =

(
x11 0
x21 0

)
= φ1(x11)

so that σφt (e) = e for all t ∈ R by Lemma 3.4.3. Using this, we can consider

σφt

(
x11 0
0 0

)
= σφt

(
e

(
x11 0
0 0

)
e

)
= σφt (e)σφt

(
x11 0
0 0

)
σφt (e)

= eσφt

(
x11 0
0 0

)
e =

(
αt(x11) 0

0 0

)
,

and

σφt

(
0 x12

0 0

)
= σφt

(
e

(
0 x12

0 0

)
(1− e)

)
= σφt (e)σφt

(
0 x12

0 0

)
σφt (1− e)

= eσφt

(
0 x12

0 0

)
(1− e) =

(
0 βt(x12)
0 0

)
.

By similar computations and linearity, we get that σφt

(
x11 x12

x21 x22

)
=

(
αt(x11) βt(x12)
γt(x21) δt(x22)

)
for some

αt, βt, γt, δt ∈ B(M) (as σφt (x) ∈M2(M) for all x ∈M2(M)).

Lemma 3.4.4. Following the above-mentioned computations, we have that

σφt

(
x11 0
0 x22

)
=

(
σφ1t (x11) 0

0 σφ2t (x22)

)
, for all t ∈ R and x11, x22 ∈M

Proof. By symmetry, we can assume that x22 = 0. Since σφt

(
x 0
0 0

)
=

(
αt(x) 0

0 0

)
, it can be (easily)

seen that αt is a pointwise strongly continuous one parameter group of ∗-automorphisms on M as
σφt is one on M2(M). Moreover, using Theorem 3.4.2, it will be sufficient to prove that φ1 is KMS

with respect to αt. We check this. Let x ∈M . Note φ is σφt -KMS by Theorem 3.4.2, in particular

φ = φ ◦ σφt . It follows that φ1(x) = φ

(
x 0
0 0

)
= φ ◦ σφt

(
x 0
0 0

)
= φ

(
αt(x) 0

0 0

)
= φ1(αt(x)), i.e.

φ1 = φ1 ◦ αt.

Now let x, y ∈M . Using the fact that φ is σφt -KMS once again, there exists a bounded continuous
function F : {z ∈ C : 0 ≤ Im(z) ≤ 1} → C which is analytic in {z ∈ C : 0 < Im(z) < 1} such that

F (t) = φ

((
σφt

(
x 0
0 0

))(
y 0
0 0

))
and F (t+ i) = φ

((
y 0
0 0

)
σφt

(
x 0
0 0

))
for all t ∈ R. But now

writing out the matrix multiplications, we obtain F (t) = φ(αt(x)y) and F (t+ i) = φ(yαt(x)) for all
t ∈ R. Hence, φ1 is αt-KMS which was sufficient to prove the lemma.
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Lemma 3.4.5. Define for t ∈ R the bounded operator ut ∈M by

(
0 0
ut 0

)
= σφt

(
0 0
1 0

)
(which is

possible by the computations preceding Lemma 3.4.4). Then ut is unitary for each t ∈ R.

Proof. Using the fact that σφt is a ∗-homomorphism and σφt (e) = e,(
u∗tut 0

0 0

)
=

(
0 u∗t
0 0

)(
0 0
ut 0

)
=

(
0 0
ut 0

)∗(
0 0
ut 0

)
=

(
σφt

(
0 0
1 0

))∗
σφt

(
0 0
1 0

)
= σφt

(
0 1
0 0

)
σφt

(
0 0
1 0

)
= σφt

((
0 1
0 0

)(
0 0
1 0

))
= σφt (e) = e =

(
1 0
0 0

)
.

Now by a similar computation, we get that

(
0 0
0 utu

∗
t

)
= σφt (1− e) = 1− e =

(
0 0
0 1

)
.

Proposition 3.4.6. Let ut be defined as in the previous lemma. Then the following two statements
hold:

1. us+t = usσ
φ1
s (ut) for all s, t ∈ R;

2. σφ2t (x) = utσ
φ1
t u
∗
t (x) for all t ∈ R and all x ∈M .

Proof. Using the definition of ut, Lemma 3.4.4 and the fact that σφt is a one parameter group of
∗-automorphisms, we see that(

0 0
us+t 0

)
= σφs+t

(
0 0
1 0

)
= σφs σ

φ
t

(
0 0
1 0

)
= σφs

(
0 0
ut 0

)
= σφs

((
0 0
1 0

)(
ut 0
0 0

))
= σφs

(
0 0
1 0

)
σφs

(
ut 0
0 0

)
=

(
0 0
us 0

)(
σφ1s (ut) 0

0 0

)
=

(
0 0

usσ
φ1
s (ut) 0

)
,

which shows statement 1. Now we show statement 2:(
0 0

0 σφ2t (x)

)
= σφt

(
0 0
0 x

)
= σφt

((
0 0
1 0

)(
x 0
0 0

)(
0 1
0 0

))
= σφt

(
0 0
1 0

)
σφt

(
x 0
0 0

)(
σφt

(
0 0
1 0

))∗
=

(
0 0
ut 0

)(
σφ1s (x) 0

0 0

)(
0 u∗t
0 0

)
=

(
0 0

0 utσ
φ1
t u
∗
t (x)

)
.

Definition 3.4.7. Let M be a von Neumann algebra with two positive faithful normal functionals
φ1 and φ2 on M . Define a positive faithful normal functional φ on M2(M) by

φ

(
x11 x12

x21 x22

)
:= φ1(x11) + φ2(x22).
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Then (Dφ2 : Dφ1)t := ut ∈M defined by

(
0 0
ut 0

)
= σφt

(
0 0
1 0

)
is called Connes’ cocycle Radon-

Nikodym derivative.

Obviously, a Connes’ cocycle Radon-Nikodym derivative (Dφ2 : Dφ1)t is unitary for each t ∈ R
and satisfies the properties in Proposition 3.4.6.

Example 3.4.8. Let M = Mn(C) and let φ1 and φ2 be two positive faithful normal functionals on
M . Then there exist unique invertible positive matrices h1, h2 ∈Mn(C) such that φj(·) = Tr(·hj)
and we have σ

φj
t (x) = hitj xh

−it
j for j = 1, 2 by Theorem 3.3.1 (and Remark 3.3.3). Define a positive

faithful normal functional φ on M2(M) ∼= M2n(C) by

φ

(
x11 x12

x21 x22

)
:= φ1(x11) + φ2(x22), with xij ∈Mn(C).

Then for all x =

(
x11 x12

x21 x22

)
∈M2n(C) with xij ∈Mn(C), we have

φ(x) = φ1(x11) + φ2(x22) = Tr(x11h1) + Tr(x22h2) = Tr

(
x11h1 0

0 x22h2

)
= Tr(xh)

where h :=

(
h1 0
0 h2

)
. It follows that the modular automorphism group associated with φ is given

by σφt (x) = hitxh−it for x ∈M2n(C). But then,(
0 0
ut 0

)
= σφt

(
0 0
1 0

)
=

(
h1 0
0 h2

)it(
0 0
1 0

)(
h1 0
0 h2

)−it
=

(
hit1 0
0 hit2

)(
0 0
1 0

)(
h−it1 0

0 h−it2

)
=

(
0 0

hit2 h
−it
1 0

)
,

i.e. (Dφ2 : Dφ1)t = hit2 h
−it
1 is the Connes’ cocycle Radon-Nikodym derivative.
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4 Quantum Markov semigroups and their generators

Before we give the definition of a quantum Markov semigroup and analyze their generator,
a (short) introduction on completely positive maps is necessary. It turns out that positive maps
are not sufficient to have a physical interpretation and we must demand the stronger property of
complete positivity. The focus in this section will be on uniformly continuous quantum Markov
semigroups and particular emphasis is put on such semigroups with detailed balance.

4.1 Completely positive maps

Let A be a C∗-algebra. Then Mn(A), the ∗-algebra of all n × n matrices with entries in A,
admits a unique norm making it a C∗-algebra. If Φ : A→ B is a linear map between C∗-algebras,
then for n ∈ N≥1 define the extensions Φ(n) : Mn(A)→Mn(B) through

Φ(n) :

a11 . . . a1n
...

. . .
...

an1 . . . ann

 7→
Φ(a11) . . . Φ(a1n)

...
. . .

...
Φ(an1) . . . Φ(ann)

 .

In other words, if Mn(A) is identified with Mn(C)⊗A and Mn(B) with Mn(C)⊗B, then

Φ(n) = idn ⊗ Φ : Mn(C)⊗A→Mn(C)⊗B.

Definition 4.1.1. A linear map Φ : A→ B between C∗-algebras is said to be completely positive if
Φ(n) is positive for all n ≥ 1.

Let Φ : A → B be completely positive. Then it follows immediately from the definition that
Φ(n) : Mn(A)→Mn(B) is completely positive for all n ∈ N. Moreover, Φ(n)(a)∗ = Φ(n)(a∗) for all
a ∈ A and n ∈ N since

Φ(n)(a)∗ = Φ(n)(<(a) + i=(a))∗ = Φ(n)(<(a)+ −<(a)− + i=(a)+ − i=(a)−)∗

= Φ(n)(<(a)+)∗ − Φ(n)(<(a)−)∗ − iΦ(n)(=(a)+)∗ + iΦ(n)(=(a)−)∗

= Φ(n)(<(a)+)− Φ(n)(<(a)−)− iΦ(n)(=(a)+) + iΦ(n)(=(a)−)

= Φ(n)(<(a)− i=(a)) = Φ(n)(a∗)

where the third equality is the fact that Φ(n) is positive.

Remark 4.1.2. Suppose now only that Φ : A→ B is a linear map between C*-algebras and there
exists M > 0 such that ‖Φ(a)‖ ≤M for all a ∈ A+∩A≤1. Then Φ is bounded with norm ‖Φ‖ ≤ 4M .
We show this: First assume that a ∈ Asa such that ‖a‖ ≤ 1. Then also, a+, a− are positive elements
of the closed unit ball of A, and therefore ‖Φ(a)‖ = ‖Φ(a+)−Φ(a−)‖ ≤ ‖Φ(a+)‖+ ‖Φ(a−)‖ ≤ 2M .
Now let a ∈ A≤1 arbitrary, then write a = b+ ic with b, c ∈ Asa. Note that ‖b‖, ‖c‖ ≤ 1. Then we
obtain ‖Φ(a)‖ ≤ ‖Φ(b)‖+ ‖Φ(c)‖ ≤ 2M + 2M = 4M . Thus, Φ is bounded with ‖Φ‖ ≤ 4M .

Proposition 4.1.3. If Φ : A→ B is a positive linear map between C∗-algebras, then it is bounded.

Proof. Suppose Φ is not bounded. Then by the preceding remark supa∈S ‖Φ(a)‖ =∞, where S is
the set of all positive elements of A of norm not greater than 1. Therefore, we can find a sequence
(an)n≥1 ⊆ S such that 4n ≤ ‖Φ(an)‖ for all n ∈ N. Define a :=

∑
n≥1 2−nan ∈ A. Note that a is

indeed an element of A because the sum is absolutely convergent and A is a Banach space. But now,
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for all n ∈ N, we obtain a−2−nan =
∑

j≥1
j 6=n

2−jaj ≥ 0 because 2−jaj ≥ 0, the sum of positive elements

is a positive element and using the fact that A+ is norm closed in A. But then, Φ(a) ≥ 2−nΦ(an) ≥ 0
for all n ∈ N as Φ is positive. Consequently, ‖Φ(a)‖ ≥ 2−n‖Φ(an)‖ ≥ 2−n · 4n = 2n for all n ∈ N
by Theorem 2.2.5(3) in [16]. This is a contradiction since ‖Φ(a)‖ <∞ and we conclude that Φ is
bounded.

Remark 4.1.4. Let Φ : A→ B be a completely positive map between unital C∗-algebras. There is
actually an easier way to show that Φ is bounded with ‖Φ‖ = ‖Φ(1)‖ using the Kadison-Schwarz
inequality : Φ(a)∗Φ(a) ≤ ‖Φ(1)‖Φ(a∗a) for all a ∈ A. We show this: Let a ∈ A. Then the inequality
a∗a ≤ ‖a∗a‖1 follows from the Gelfand duality applied to the commutative C∗-algebra generated
by 1 and a∗a. Hence, ‖Φ(a)‖2 = ‖Φ(a)∗Φ(a)‖ ≤ ‖Φ(1)‖‖Φ(a∗a)‖ ≤ ‖Φ(1)‖2‖a∗a‖ = ‖Φ(1)‖2‖a‖2
where we repeatedly used Theorem 2.2.5(3) in [16], the Kadison-Schwarz inequality and the fact that
Φ is positive. But then, Φ is bounded with ‖Φ‖ ≤ ‖Φ(1)‖ which directly implies that ‖Φ‖ = ‖Φ(1)‖.

There exists a canonical decomposition of completely positive maps due to Stinespring.

Theorem 4.1.5 (Stinespring). Let A and B ⊆ B(H) be unital C∗-algebras. Then Φ : A → B is
completely positive if and only if there is a representation π : A→ B(K) for some Hilbert space K
and a bounded linear map V : H → K such that

Φ(a) = V ∗π(a)V for all a ∈ A.

Moreover, ‖V ‖2 ≤ ‖Φ‖.

Proof. Theorem 1 in [23].

If A = B(H), then there exists another decomposition which is called the Kraus decomposition or
Choi canonical form on the condition that the completely positive map is also σ-weakly continuous.

Theorem 4.1.6 (Kraus). Φ : B(H) → B(H) is σ-weakly continuous (normal) and completely
positive if and only if there exists a family of operators (ai) ⊆ B(H) such that

Φ(x) =
∑
i

a∗ixai for all x ∈ B(H),

and the series
∑

i a
∗
ixai converges in strong operator topology.

Proof. Theorem 3.3 in [13].

4.2 Generators of uniformly continuous quantum Markov semigroups

Firstly, we state the definition of a general quantum Markov semigroup (QMS).

Definition 4.2.1. Let M ⊆ B(H) be a von Neumann algebra. A quantum Markov semigroup
(QMS) is a one parameter family (Φt)t≥0 of linear maps of M into itself satisfying the following five
properties:

(a) Φt is completely positive for all t ≥ 0;

(b) Φt(idH) = idH for all t ≥ 0;

(c) Φs+t = ΦsΦt for all s, t ≥ 0;
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(d) limt↓0 Φt(x) = x in the σ-weak topology for all x ∈M ;

(e) Φt is σ-weakly continuous (normal) for all t ≥ 0.

The infinitesimal generator, or briefly generator, of (Φt)t≥0 is the (generally unbounded) linear
operator L with domain D(L) ⊆M defined by

D(L) =

{
x ∈M : (σ-weak)- lim

t↓0
t−1(Φt(x)− x) exists

}
;

L(x) = lim
t↓0

Φt(x)− x
t

, x ∈ D(L) with the limit taken in the σ-weak topology.

The usual assumption that Φ0 is the identity for (semi)groups is in fact redundant as it follows
from the other properties: Φ0(x) = Φ0(limt↓0 Φt(x)) = limt↓0 Φ0(Φt(x)) = limt↓0 Φt(x) = x for all
x ∈M where the limits are taken in the σ-weak sense. The first equality is property (d), the second
equality is property (e), the third equality is property (c) and the fourth equality is property (d)
again. Hence, Φ0 = idM .

The purpose of this subsection is to derive an explicit form for the generator of a quantum Markov
semigroup that is uniformly/norm continuous, i.e. limt↓0 ‖Φt − idM‖ = 0. This is a condition which
is not fulfilled in many applications. Nevertheless, a QMS defined on a finite dimensional C∗-algebra
is always uniformly continuous since its generator is bounded. The main result of this subsection is
Corollary 4.2.10 and is due to the works of Lindblad [14].
So let (Φt)t≥0 be a uniformly continuous QMS on a von Neumann algebra M . Then there exists a
unique bounded linear operator L : M →M such that

Φt = etL, t ≥ 0 and lim
t↓0
‖L− t−1(Φt − idM )‖ = 0,

with L the generator of (Φt)t≥0 by Corollary 1.4 in [19]. Now, from the fact that the set of
σ-weakly continuous (normal) functionals on M is norm closed it follows that the set of σ-weakly
continuous linear maps of M into itself is norm closed ([8], section 1.3.3). This, combined with
limt↓0 ‖L− t−1(Φt − idM )‖ = 0 and property (e), we also have that L is σ-weakly continuous. It is
actually possible to characterize exactly which maps generate a uniformly continuous QMS and this
will be stated in Theorem 4.2.4.

Definition 4.2.2. Let M be a von Neumann algebra. A bounded linear map L : M →M is called
completely dissipative if

1. L(idH) = 0;

2. L(x)∗ = L(x∗) for all x ∈M ;

3. D(L(n);x, x) ≥ 0 for all n ∈ N and x ∈Mn(M),

where D(L(n);x, y) := L(n)(x∗y)− L(n)(x∗)y − x∗L(n)(y) for x, y ∈Mn(M) (and n ∈ N).

Example 4.2.3. Let Φt = etL be a uniformly continuous QMS on a von Neumann algebra M , then
the bounded generator L is a σ-weakly continuous, completely dissipative map. Indeed,

L(idH) = lim
t↓0

Φt(idH)− idH
t

= lim
t↓0

idH − idH
t

= 0, L(x)∗ =
(

lim
t↓0

Φt(x)− x
t

)∗
= lim

t↓0

Φt(x)∗ − x∗

t

= lim
t↓0

Φt(x
∗)− x∗

t
= L(x∗) (x ∈M)
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where the limits can be either taken in the σ-weak topology or norm topology.

Now fix n ∈ N and x ∈ Mn(M) arbitrary. Note that Φ
(n)
t = etL

(n)
for t ≥ 0. Define f(t) :=

Φ
(n)
t (x∗)Φ

(n)
t (x) and g(t) := Φ

(n)
t (x∗x) for t ≥ 0. Then f(t) ≤ g(t) for all t ≥ 0 by Kadison-Schwarz

inequality. Moreover, f and g are differentiable at t = 0 with

L(n)(x∗)x+ x∗L(n)(x) = f ′(0) = lim
h↓0

f(h)− f(0)

h

= lim
h↓0

f(h)− g(0)

h
≤ lim

h↓0

g(h)− g(0)

h
= g′(0) = L(n)(x∗x),

and this exactly means that D(L(n);x, x) ≥ 0. Hence, L is completely dissipative and the fact that
L is σ-weakly continuous has already been shown due to the remark(s) prior to Definition 4.2.2.

Theorem 4.2.4. (Φt)t≥0 is a uniformly continuous QMS defined on a von Neumann algebra M if
and only if Φt = etL with L : M →M a σ-weakly continuous completely dissipative map.

Proof. =⇒ : This is Example 4.2.3.
⇐= : It is clear that (Φt)t≥0 is uniformly continuous as L is bounded. Moreover, Φt is σ-weakly

continuous for all t ≥ 0 as Φt =
∑∞

n=0
(tL)n

n! can be approximated in norm by σ-weakly continuous

maps
(∑N

n=0
(tL)n

n!

)
N∈N and using the fact that the set of σ-weakly continuous linear maps of M

into itself is norm closed ([8], section 1.3.3). We have limt↓0 Φt(x) = x in norm for all x ∈M . So, in
particular, limt↓0 Φt(x) = x in the σ-weak topology for all x ∈M . And, Φt+s = ΦtΦs for all s, t ≥ 0
by (continuous) functional calculus. Since L(idH) = 0, we see that idH is an eigenvector of L with
eigenvalue 0. It follows that idH is a eigenvector of Φt = etL with eigenvalue et·0 = 1 by (continuous)
functional calculus. Therefore, Φt(idH) = idH for all t ≥ 0. The only thing left to prove is that Φt

is completely positive for all t ≥ 0.
To this end, we will use the result that L generates a semigroup of contraction operators if and only
if

Θ(L) := lim
t↓0

t−1(‖idH + tL‖ − 1) ≤ 0,

see Theorem 2.1. in [15]. Moreover, from Corollary 1 in [22] we obtain

‖idH + tL‖ = sup
u∈U(M)

‖u+ tL(u)‖,

where U(M) is the set of unitary elements in M . Now since L is completely dissipative, we have for
all u ∈ U(M) and t ≥ 0,

‖u+ tL(u)‖2 = ‖(u∗ + tL(u∗))(u+ tL(u))‖ = ‖idH + t(L(u∗)u+ u∗L(u)) + t2L(u∗)L(u)‖
= ‖idH + t(L(u∗)u+ u∗L(u)− L(u∗u)) + t2L(u∗)L(u)‖
≤ ‖idH + t2L(u∗)L(u)‖ ≤ 1 + t2‖L‖2.

From this, it follows that ‖u+ tL(u)‖ ≤
√

1 + t2‖L‖2 ≤ 1 + t2‖L‖2 such that

t−1(‖u+ tL(u)‖ − 1) ≤ t‖L‖2, for all u ∈ U(M) and t ≥ 0.

Hence, Θ(L) = limt↓0 t
−1(‖idH + tL‖ − 1) ≤ limt↓0 t‖L‖2 = 0 and this implies that ‖Φt‖ ≤ 1 for all

t ≥ 0. And we have already shown that Φt(idH) = idH and thus ‖Φt‖ = 1 for all t ≥ 0. Corollary 1
in [22] also states that Φt is positive if and only if ‖Φt‖ = 1 on the condition that Φt(idH) = idH
and that is the case. Thus, Φt is positive. We can repeat this same argument to L(n) for each n ∈ N
and conclude that Φ

(n)
t is positive, i.e. Φt is completely positive.
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We shall give an implicit form for σ-weakly continuous completely dissipative maps defined on a
special class of von Neumann algebras, namely the hyperfinite ones.

Definition 4.2.5. A uniformly hyperfinite algebra or UHF algebra is a unital C∗ algebra A which
has in increasing sequence (An)∞n=1 of finite dimensional simple C∗-subalgebras each containing the
unit of A such that

⋃∞
n=1An is dense in A.

A von Neumann algebra M ⊆ B(H) is hyperfinite if it has a weakly dense C∗-subalgebra that
is a UHF algebra and whose unit is idH .

Example 4.2.6. If H is a separable Hilbert space, then B(H) is hyperfinite. This is clear if H
is finite dimensional. To prove the infinite dimensional case, we let A be an infinite dimensional
UHF algebra. In particular, there exists a non-zero irreducible representation (H̃, π) of A (Theorem
5.1.12 in [16]). Since A is simple (Theorem 21, page 88 in [27]), π is a ∗-isomorphism from A
onto π(A) ⊆ B(H̃), so π(A) is also a UHF algebra (use that π is isometric). Now let x ∈ H̃ be
any non-zero vector. Then x is cyclic for (H̃, π), that is, π(A)x = H̃ by irreducibility (Theorem
5.1.5(2) in [16]). This shows that H̃ is separable as A is separable and it is already clear that H̃ is
infinite dimensional since A is infinite-dimensional. Therefore, H is isometrically isomorphic to H̃
as they both are separable and infinite dimensional. It follows that B(H) ∼= B(H̃) as an isometric
isomorphism. Moreover, π(A)′ = CidH̃ as (H̃, π) is irreducible using Theorem 5.1.5(1) in [16]. But

then π(A)′′ = B(H̃) or, equivalently, π(A) is weakly dense in B(H̃) by the double commutant
theorem. Hence, B(H̃) is hyperfinite and so is B(H).

Proposition 4.2.7. Let M ⊆ B(H) be a hyperfinite von Neumann algebra. If L : M → M is a
σ-weakly continuous completely dissipative map, then there exists a σ-weakly continuous completely
positive map Ψ : M →M and a self-adjoint h ∈M such that

L(x) = Ψ(x)− 1

2
{Ψ(idH), x}+ i[h, x] for all x ∈M.

Proof. Since M is hyperfinite, there exists an increasing sequence (Mj)j≥1 ⊆M of finite-dimensional

simple C∗-subalgebras each containing idH such that
⋃∞
j=1Mj

WOT
=
⋃∞
j=1Mj

SOT
= M . Fix j ∈ N

and let U(Mj) be the set of unitary elements in Mj . Then U(Mj) forms a compact (topological)
group. So there exists a (unique) Haar measure µ on U(Mj) with µ(U(Mj)) = 1 (see Section 2.2 in
[9] for more details and background on Haar measure).

Now define ϕj : H2 → C by ϕj(ξ, η) =
∫
U(Mj)

〈L(u∗)uξ, η〉dµ(u). It is clear that ϕj is sesquilinear.

It is also bounded, because

|ϕj(ξ, η)| ≤
∫
U(Mj)

|〈L(u∗)uξ, η〉| dµ(u) ≤ ‖L‖‖ξ‖‖η‖
∫
U(Mj)

‖u∗‖‖u‖ dµ(u)

= ‖L‖‖ξ‖‖η‖µ(U(Mj)) = ‖L‖‖ξ‖‖η‖

Therefore, there exists a unique operator kj ∈ B(H) such that

〈kjξ, η〉 =

∫
U(Mj)

〈L(u∗)uξ, η〉dµ(u), ξ, η ∈ H

by Theorem 2.3.6 in [16]. Moreover, ‖kj‖ = ‖ϕ‖ ≤ ‖L‖. We actually have kj ∈M because for all
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x′ ∈M ′ and ξ, η ∈ H we have

〈x′kjξ, η〉 = 〈kjξ, (x′)∗η〉 =

∫
U(Mj)

〈L(u∗)uξ, (x′)∗η〉 dµ(u) =

∫
U(Mj)

〈x′L(u∗)uξ, η〉 dµ(u)

=

∫
U(Mj)

〈L(u∗)ux′ξ, η〉 dµ(u) = 〈kjx′ξ, η〉

where in the third equality we used that L(u∗), u ∈M for all u ∈ U(Mj). So indeed, kj ∈M ′′ = M .

Define fξ,η : U(Mj)→ C by fξ,η(u) = 〈L(u∗)uξ, η〉 for convenience. But then for a v ∈ U(Mj),

〈kjvξ, η〉 =

∫
U(Mj)

〈L(u∗)uvξ, η〉 dµ(u) =

∫
U(Mj)

fvξ,η(u) dµ(u) =

∫
U(Mj)

fvξ,η(uv
∗) dµ(u)

=

∫
U(Mj)

〈L(vu∗)uv∗vξ, η〉 dµ(u) =

∫
U(Mj)

〈L(vu∗)uξ, η〉 dµ(u),

where third equality is the invariance of the Haar integral. And since U(Mj) spans Mj , we obtain
〈kjxξ, η〉 =

∫
U(Mj)

〈L(xu∗)uξ, η〉dµ(u) for all x ∈ Mj . Consequently, using the fact that L is

∗-preserving, we have for all x, y ∈Mj and ξ, η ∈ H

〈x∗yk∗j ξ, η〉 = 〈ξ, kjy∗xη〉 = 〈kjy∗xη, ξ〉 =

∫
U(Mj)

〈L(y∗u∗)uxη, ξ〉 dµ(u)

=

∫
U(Mj)

〈η, x∗u∗L(uy)ξ〉 dµ(u) =

∫
U(Mj)

〈x∗u∗L(uy)ξ, η〉 dµ(u).

Using these observations, we have for all x, y ∈Mj and ξ, η ∈ H that∫
U(Mj)

〈D(L;ux, uy)ξ, η〉 dµ(u) =

∫
U(Mj)

〈
(
L(x∗u∗uy)− L(x∗u∗)uy − x∗u∗L(uy)

)
ξ, η〉 dµ(u)

=

∫
U(Mj)

〈L(x∗y)ξ, η〉 dµ(u)−
∫
U(Mj)

〈L(x∗u∗)uyξ, η〉 dµ(u) −∫
U(Mj)

〈x∗u∗L(uy)ξ, η〉 dµ(u)

= 〈L(x∗y)ξ, η〉 − 〈kjx∗yξ, η〉 − 〈x∗yk∗j ξ, η〉
= 〈
(
L(x∗y)− kjx∗y − x∗yk∗j

)
ξ, η〉.

Define for each k ∈M the linear map Ψk : M →M by

Ψk(x) = L(x)− kx− xk∗.

Then, as L is completely dissipative, we have for x ∈Mj

〈Ψkj (x
∗x)ξ, ξ〉 = 〈

(
L(x∗x)− kjx∗x− x∗xk∗j

)
ξ, ξ〉 =

∫
U(Mj)

〈D(L;ux, ux)ξ, ξ〉 dµ(u) ≥ 0,

which implies that Ψkj |Mj is positive. We can repeat this same argument to Mn(Mj) ∼= Mn(C)⊗Mj

for every n ∈ N since D(L(n);ux, ux) ≥ 0. It follows that Ψkj |Mj is completely positive as a map
from Mj into M .

32



Define the set

Γj := {k ∈M : Ψk|Mj is completely positive as a map from Mj into M and ‖k‖ ≤ ‖L‖}.

We have shown that kj ∈ Γj so that Γj 6= ∅ for all j ∈ N. Moreover, Γj+1 ⊆ Γj as Mj ⊆Mj+1 for
every j ∈ N and hence any finite intersection of Γj ’s is nonempty.

Claim: Γj is weakly closed. To show this we let (kλ) ⊆ Γj be a net such that kλ → k ∈M in the
weak operator topology. Then for all n ∈ N, x ∈Mn(Mj) and ξ ∈ H(n),

〈Ψ(n)
k (x∗x)ξ, ξ〉 = 〈

(
L(n)(x∗x)− (k ⊗ idn)x∗x− x∗x(k ⊗ idn)

)
ξ, ξ〉

= lim
λ
〈
(
L(n)(x∗x)− (kλ ⊗ idn)x∗x− x∗x(kλ ⊗ idn)

)
ξ, ξ〉

= lim
λ
〈Ψ(n)

kλ
(x∗x)ξ, ξ〉 ≥ 0

such that Ψk|Mj is completely positive as a map from Mj into M . Moreover,

|〈kξ, η〉| = lim
λ
|〈kλξ, η〉| ≤ sup

λ
‖kλ‖‖x‖‖y‖ ≤ ‖L‖‖x‖‖y‖ for all ξ, η ∈ H

such that ‖k‖ ≤ ‖L‖. So indeed, k ∈ Γj and thus Γj is closed in the weak operator topology.
As a consequence, Γj is compact in the weak operator topology since the unit ball in M is compact
in the weak operator topology. Thus, Γ :=

⋂∞
j=1 Γj 6= ∅ by a standard topology argument. So there

exists a k̃ ∈ Γ. It follows that Ψ := Ψk̃ is completely positive on
⋃∞
j=1Mj . Moreover, Ψ is σ-weakly

continuous as L is σ-weakly continuous and the maps x 7→ k̃x, x 7→ xk̃∗ are σ-weakly continuous.

To show that Ψ is completely positive on M , we first note that the closed unit ball of
(⋃∞

j=1Mj

)+

is strongly dense in the closed unit ball of
(⋃∞

j=1Mj
SOT

)+
= M+ by Kaplansky density theorem

and by hyperfiniteness. The closed unit ball is convex so that the closed unit ball of
(⋃∞

j=1Mj

)+

is weakly dense in the closed unit ball of M+. Furthermore, the weak operator topology and the

σ-weak topology coincide on the unit ball which implies that the closed unit ball of
(⋃∞

j=1Mj

)+
is

σ-weakly dense in the closed unit ball of M+. Now let x ∈M+, then x
‖x‖ is an element of the closed

unit ball of M+. So there exists a net (yλ) ⊆
(⋃∞

j=1Mj

)+
with ‖yλ‖ ≤ 1 such that limλ yλ = x

‖x‖
in the σ-weak topology. Now using the σ-weak continuity of Ψ, positivity of Ψ and the fact that the
set of positive elements is σ-weakly closed, we obtain 1

‖x‖Ψ(x) = limλ Ψ(yλ) ≥ 0. Hence, Ψ(x) ≥ 0

and this means that Ψ is positive on M . We can repeat this argument to Ψ(n) and Mn(M) to
conclude that Ψ is completely positive on M .

Obviously, Ψ(idH) = −k̃ − k̃∗ as L(idH) = 0. So setting h := 1
2 i(k̃

∗ − k) ∈Msa results in

Ψ(x)− 1

2
{Ψ(idH), x}+ i[h, x] = L(x)− k̃x− xk̃∗ − 1

2
(−k̃x− k̃∗x− xk̃ − xk̃∗) +

i · i
2

(k̃∗x− k̃x− (xk̃∗ − xk̃))

= L(x)− k̃x− xk̃∗ +
1

2
(k̃x+ k̃∗x+ xk̃ + xk̃∗) +

1

2
(k̃x− k̃∗x− xk̃ + xk̃∗)

= L(x)

for all x ∈M , which gives the statement.
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The converse is also true on any von Neumann algebra:

Lemma 4.2.8. Let M be a von Neumann algebra. If Ψ : M →M is completely positive and h ∈M
is self-adjoint, then L : M → M defined by L(x) = Ψ(x) − 1

2{Ψ(idH), x} + i[h, x] is completely
dissipative. Moreover, L is σ-weakly continuous if Ψ is σ-weakly continuous.

Proof. It is clear that L is bounded as Ψ is bounded and multiplication operators are bounded. We
have

L(idH) = Ψ(idH)− 1

2
(Ψ(idH) + Ψ(idH)) + i(h− h) = 0,

and

L(x)∗ = Ψ(x)∗ − 1

2
(Ψ(idH)x+ xΨ(idH))∗ − i(hx− xh)∗

= Ψ(x∗)− 1

2
(x∗Ψ(idH) + Ψ(idH)x∗)− i(x∗h− hx∗)

= Ψ(x∗)− 1

2
{Ψ(idH), x∗}+ i[h, x∗]

= L(x∗).

Let Ψ(x) = V ∗π(x)V be the Stinespring decomposition (Theorem 4.1.5). We may choose π such
that π(idH) = idH . Then, for all x ∈M , we have

D(L;x, x) = L(x∗x)− L(x∗)x− x∗L(x)

= Ψ(x∗x)− 1

2
(Ψ(idH)x∗x+ x∗xΨ(idH)) + i(hx∗x− x∗xh) −

(Ψ(x∗)− 1

2
(Ψ(idH)x∗ + x∗Ψ(idH)) + i(hx∗ − x∗h))x −

x∗(Ψ(x)− 1

2
(Ψ(idH)x+ xΨ(idH)) + i(hx− xh))

= Ψ(x∗x)−Ψ(x∗)x− x∗Ψ(x) + x∗Ψ(idH)x

= V ∗π(x∗x)V − V ∗π(x∗)V x− x∗V ∗π(x)V + x∗V ∗V x

= (π(x)V − V x)∗(π(x)V − V x)

≥ 0.

Now the same argument applied to L(n) and Ψ(n) shows that D(L(n);x, x) ≥ 0 for all x ∈Mn(M)
and n ∈ N. Consequently, L is completely dissipative. Furthermore, L is σ-weakly continuous if Ψ
is σ-weakly continuous since x 7→ 1

2{Ψ(idH), x}+ i[h, x] is a σ-weakly continuous map.

If we consider the full algebra B(H) for some separable Hilbert space H, then the σ-weakly
continuous completely dissipative maps can be entirely characterized.

Theorem 4.2.9. Let H be a separable Hilbert space. Then L : B(H) → B(H) is completely
dissipative and σ-weakly continuous if and only if there exists a family of operators (aj) ⊆ B(H)
and a self-adjoint h ∈ B(H) such that

L(x) =
∑
j

(
a∗jxaj −

1

2
{a∗jaj , x}

)
+ i[h, x] for all x ∈ B(H),

and the series converges in the strong operator topology.
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Proof. =⇒ : This follows from Proposition 4.2.7 (note that B(H) is hyperfinite) and Kraus
decomposition (Theorem 4.1.6).
⇐= : This follows from Lemma 4.2.8 and Kraus decomposition (Theorem 4.1.6) again.

Corollary 4.2.10 (Lindblad). Let H be a separable Hilbert space. Then (Φt)t≥0 is a uniformly
continuous quantum Markov semigroup defined on B(H) if and only if Φt = etL and L : B(H)→ B(H)
can be represented in the form

L(x) =
∑
j

(
a∗jxaj −

1

2
{a∗jaj , x}

)
+ i[h, x] for all x ∈ B(H),

where (aj) ⊆ B(H) is a family of operators and h ∈ B(H) self-adjoint such that the series in the
formula for L converges in the strong operator topology.

Proof. This follows from Theorem 4.2.4 and Theorem 4.2.9.

4.3 Detailed balance

An important observation in physics is that many equations (e.g. kinetic systems) are valid
regardless of whether time goes forwards or backwards. The principle of detailed balance plays a
central role in here and can be defined through Markov chains.

Let X = (Xn)0≤n≤N be a discrete time Markov chain taking values in a finite state space
S = {x1, ..., xn} with transition matrix P = (pi,j)i,j∈S . Moreover, assume that X is irreducible and
positive recurrent so that it has a unique invariant distribution π = (πi)i∈S . If X0 has distribution
π (so that Xn has distribution π for every n), then the ‘reversed chain’ Y = (Yn)0≤n≤N defined by

Yn := XN−n is an irreducible Markov chain with transition matrix P̃ = (p̃i,j)i,j∈S given by

p̃i,j =
πj
πi
pj,i for i, j ∈ S,

and with invariant distribution π (see Theorem 12.109 in [11]). We say that X is reversible if X
and Y have the same transition matrices, that is,

πipi,j = πjpj,i for all i, j ∈ S

and these equations are called the detailed balance equations. If the detailed balance conditions are
satisfied we might also say that P satisfies the detailed balance condition with respect to π and it
characterizes time reversal invariance of X.

There is another way to characterize the detailed balance equations via self-adjointness: the
matrix P satisfies the detailed balance condition with respect to π if and only if P is self-adjoint
on Cn equipped with the inner product 〈v, w〉π =

∑n
i=1 πiviwi (v, w ∈ Cn). One might want to

generalize this inner product to the quantum setting and therefore have a notion of (quantum)
detailed balance defined through self-adjointness. Hence, matrix algebras will be considered and in
this subsection A will always denote a unital C∗-subalgebra of some matrix algebra Mn(C) with
1A = idCn .

Definition 4.3.1. A density matrix or density operator ρ ∈ Mn(C) is a positive operator on Cn
with Tr(ρ) = 1. We denote the set of invertible density matrices belonging to a C∗-subalgebra
A ⊆Mn(C) by S+(A) and we write S+ for S+(Mn(C)). (It should be emphasized that the density
matrices in S+ are invertible.)
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Definition 4.3.2. An inner product 〈·, ·〉 on A is compatible with ρ ∈ S+(A) in case Tr(ρa) = 〈a, 1〉
for all a ∈ A, where 1 = idCn .

Definition 4.3.3. Let ρ ∈ S+ be an invertible density matrix. For each s ∈ R and each a, b ∈ A,
define the inner product 〈·, ·〉ρ,s on A by

〈a, b〉ρ,s := Tr
(

(ρ(1−s)/2bρs/2)∗(ρ(1−s)/2aρs/2)
)

= Tr
(
ρsb∗ρ1−sa

)
.

Note that for all s ∈ R the inner product 〈·, ·〉ρ,s is compatible with ρ ∈ S+(A).

Definition 4.3.4. A quantum Markov semigroup (Φt)t≥0 on a A satisfies the (quantum) detailed
balance condition (DBC) with respect to ρ ∈ S+(A) if for each t > 0, Φt is self-adjoint in the ρ-GNS
inner product 〈·, ·〉ρ,1. We say that the QMS (Φt)t≥0 satisfies the ρ-DBC.

By applying Theorem 3.3.1 to A ⊆Mn(C) and Tr(·ρ) on A for some ρ ∈ S+(A), we obtain the
modular operator ∆ρ and the modular automorphism group (σρt )t∈R on A given by

∆ρ(x) = ρxρ−1 and σρt (x) = ρitxρ−it for x ∈ A.

Then, by continuous functional calculus, we have 〈a, b〉ρ,s = Tr(b∗∆1−s
ρ (a)ρ) for a, b ∈ A and s ∈ R.

More generally, given any function f : (0,∞)→ (0,∞) (which is automatically continuous on every
discrete spectrum of an invertible positive operator), define the inner product on A by

〈a, b〉ρ,f := Tr(b∗f(∆ρ)(a)ρ) for a, b ∈ A.

It should be clear from the context when we use this definition or Definition 4.3.3 and we notice that
〈·, ·〉ρ,1 is the ρ-GNS inner product whether 1 is interpreted as a number, or as the constant function
f(t) = 1. It turns out that self-adjointness with respect to the ρ-GNS inner product 〈·, ·〉ρ,1 implies
self-adjointness with respect to 〈·, ·〉ρ,f for every f : (0,∞) → (0,∞). As a direct consequence, a
QMS satisfying the ρ-DBC is self-adjoint with respect to 〈·, ·〉ρ,f for every f : (0,∞)→ (0,∞) and
as a by-product the QMS commutes with the modular operator ∆ρ and the modular automorphism
group (σρt )t∈R. We will show this.

Note that since A finite-dimensional, σρt is an automorphism on A for all t ∈ C and we refer to (σρt )t∈C
also as the modular automorphism group. Keep in mind that σρt will only be a ∗-automorphism if
and only if t ∈ R (see Remark 3.3.2).

Lemma 4.3.5. Let s ∈ R and ρ ∈ S+(A). Then for all t ∈ R and a, b ∈ A,

〈σρ−it(a), b〉ρ,s = 〈a, b〉s−t = 〈a, σρ−it(b)〉ρ,s

In particular, σρ−it is self-adjoint with respect to 〈·, ·〉ρ,s.

Proof. Using the definitions we obtain

〈σρ−it(a), b〉ρ,s = Tr(ρsb∗ρ1−sρtaρ−t) = Tr(ρs−tb∗ρ1−(s−t)a) = 〈a, b〉s−t, and

〈a, σρ−it(b)〉ρ,s = Tr(ρs(ρtbρ−t)∗ρ1−sa) = Tr(ρs−tb∗ρ1−(s−t)a) = 〈a, b〉s−t.

Lemma 4.3.6. Let ρ ∈ S+(A) and let K be any linear operator on A that is self-adjoint with
respect to 〈·, ·〉ρ,1 and such that K(a)∗ = K(a∗) for all a ∈ A. Then K commutes with ∆ρ and σρt
for all t ∈ C.
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Proof. For all a, b ∈ A, we have

〈K(σρ−i(a)), b〉ρ,1 = 〈σρ−i(a),K(b)〉ρ,1 = Tr(ρK(b)∗ρaρ−1) = Tr(K(b∗)ρa)

= Tr(ρaK(b∗)) = 〈K(b∗), a∗〉ρ,1 = 〈b∗,K(a)∗〉ρ,1
= Tr(ρK(a)b∗) = Tr(b∗ρK(a)) = 〈K(a), b〉ρ,0.

Now apply Lemma 4.3.5 with s = t = 1 to obtain 〈σρ−i(K(a)), b〉ρ,1 = 〈K(a), b〉ρ,0. It follows that
〈K(σρ−i(a)), b〉ρ,1 = 〈σρ−i(K(a)), b〉ρ,1 for all a, b ∈ A and this implies that

K∆ρ = Kσρ−i = σρ−iK = ∆ρK.

Since K commutes with ∆ρ, K commutes with every polynomial in the self-adjoint operator ∆ρ.
By Stone-Weierstrass, K commutes with f(∆ρ) for every continuous function f : σ(∆ρ)→ C. In
particular, K commutes with σρt for every t ∈ C (choose f(x) = xit).

Lemma 4.3.7. Let ρ ∈ S+(A). Let K be any linear operator on A such that Kσρt = σρtK for all
t ∈ C, or equivalently, K∆ρ = ∆ρK. If K is self-adjoint with respect to the inner product 〈·, ·〉ρ,f
for some function f : (0,∞)→ (0,∞), then the same holds for every function f : (0,∞)→ (0,∞).

Proof. Suppose that K is self-adjoint with respect to the inner product 〈·, ·〉ρ,f for some function
f : (0,∞) → (0,∞). Let g : (0,∞) → (0,∞) be arbitrary and set h := g/f . Since K commutes
with ∆ρ, it commutes with h(∆ρ) (by Stone-Weierstrass). Consequently, using the definitions and
multiplicativity of the continuous functional calculus, we have for all a, b ∈ A that

〈K(a), b〉ρ,g = Tr(b∗g(∆ρ)(K(a))ρ) = Tr(b∗f(∆ρ)h(∆ρ)(K(a))ρ) = Tr(b∗f(∆ρ)Kh(∆ρ)(a)ρ)

= 〈Kh(∆ρ)(a), b〉ρ,f = 〈h(∆ρ)(a),K(b)〉ρ,f = Tr(K(b)∗f(∆ρ)h(∆ρ)(a)ρ)

= Tr(K(b)∗g(∆ρ)(a)ρ) = 〈a,K(b)〉ρ,g.

This give the desired result.

Theorem 4.3.8. Let ρ ∈ S+(A) and let K be any linear operator on A. If K is self-adjoint with
respect to the GNS inner product 〈·, ·〉ρ,1 and K(a)∗ = K(a∗) for all a ∈ A, then K commutes with ∆ρ

and σρt for all t ∈ C. Moreover, K is self-adjoint with respect to 〈·, ·〉ρ,f for all f : (0,∞)→ (0,∞).

Proof. This follows immediately from Lemma 4.3.6 and Lemma 4.3.7.

Corollary 4.3.9. Let ρ ∈ S+(A) and let Φt = etL be a QMS on A satisfying the ρ-DBC.
Then (Φt)t≥0 and L both commute with the modular operator ∆ρ and the modular automorphism
group (σρt )t∈C. Moreover, for all t ≥ 0, Φt and L are self-adjoint with respect to 〈·, ·〉ρ,f for all
f : (0,∞)→ (0,∞).

Proof. Since Φt is (completely) positive for all t ≥ 0, it is also ∗-preserving: Φt(a)∗ = Φt(a
∗) for all

a ∈ A. Therefore, Φt∆ρ = ∆ρΦt and Φtσ
ρ
t′ = σρt′Φt for all t ≥ 0 and t′ ∈ C by Theorem 4.3.8 as Φt

is self-adjoint with respect to 〈·, ·〉ρ,1 for all t ≥ 0. Moreover,

L∆ρ = lim
t↓0

t−1(Φt − idA)∆ρ = lim
t↓0

t−1(Φt∆ρ −∆ρ) = lim
t↓0

t−1(∆ρΦt −∆ρ) = ∆ρL,

where the limits are norm limits. The same computation for σρt yields Lσρt = σρtL for all t ∈ C.
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Let f : (0,∞)→ (0,∞) be arbitrary. It is clear that for all Φt is self-adjoint with respect to 〈·, ·〉ρ,f
for all t ≥ 0 by Theorem 4.3.8. Let K∗ρ,f be the adjoint of K with respect to 〈·, ·〉ρ,f for any operator
K on A. Then, using Φ

∗ρ,f
t = Φt for all t ≥ 0, we obtain

L∗ρ,f =

(
lim
t↓0

t−1(Φt − idA)

)∗ρ,f
= lim

t↓0
t−1
(

Φ
∗ρ,f
t − idA

)
= lim

t↓0
, t−1(Φt − idA) = L,

where the limits are norm limits.

The condition that a QMS commutes with the modular automorphism group may be viewed as
a quantum analog of time-translation invariance or stationarity.

The class of ergodic quantum Markov semigroups also plays a main role and an important property
of such a semigroup is that it has a unique invariant density matrix for its Hilbert-Schmidt adjoint.
This is shown in the next proposition.

Definition 4.3.10. A quantum Markov semigroup (Φt)t≥0 on A is called ergodic if the identity
operator spans the eigenspace of Φt for the eigenvalue 1 for all t > 0.

Proposition 4.3.11. Let (Φt)t≥0 be an ergodic QMS on Mn(C). Then there exists a unique density

matrix ρ̃ ∈Mn(C) such that ρ̃ is invariant under Φ†t (Φ†t(ρ̃) = ρ̃ for all t ≥ 0), where † is the adjoint
with respect to the Hilbert-Schmidt inner product 〈·, ·〉HS.

Proof. Since Φt(1) = 1, we see that Tr(Φ†t(x)) = Tr(Φ†t(x)1) = Tr(xΦt(1)) = Tr(x) for all x ∈Mn(C)

so that Φ†t is trace-preserving for all t ≥ 0. Moreover, Φ†t is also (completely) positive for all t ≥ 0.
To see this, let x ∈ Mn(C) and ξ ∈ Cn. Note that |ξ〉〈ξ| ∈ B(Cn) is a positive operator so that
Φt(|ξ〉〈ξ|) ≥ 0. It follows that

〈Φ†t(x∗x)ξ, ξ〉 = Tr((|ξ〉〈ξ|)Φ†t(x∗x)) = 〈Φ†t(x∗x), |ξ〉〈ξ|〉HS = 〈x∗x,Φt(|ξ〉〈ξ|)〉HS = Tr(Φt(|ξ〉〈ξ|)x∗x)

= Tr(Φt(|ξ〉〈ξ|)
1
2x∗xΦt(|ξ〉〈ξ|)

1
2 ) = Tr((xΦt(|ξ〉〈ξ|)

1
2 )∗(xΦt(|ξ〉〈ξ|)

1
2 )) ≥ 0,

and this implies that Φ†t is indeed positive for all t ≥ 0. (Repeat this argument for the extensions

(Φ†t)
(n) and Φ

(n)
t to conclude that Φ†t is completely positive.) So in particular, Φt(ρ) is a density

matrix whenever ρ ∈Mn(C) is a density matrix. Now, as the set of density matrices form a compact

convex set and the fact that Φ†1 is continuous, Schauder fixed-point theorem2 implies that there

exists a density matrix ρ̃ ∈Mn(C) such that Φ†1(ρ̃) = ρ̃. Note that Φ†sΦ
†
t = Φ†s+t for all s, t ≥ 0. But

then, using this semigroup property, we have limt→∞Φ†t(ρ̃) = limn→∞(Φ†1)n(ρ̃) = limn→∞ ρ̃ = ρ̃

where (Φ†1)n is Φ†1 applied n times. Consequently,

Φ†s(ρ̃) = lim
t→∞

Φ†sΦ
†
t(ρ̃) = lim

t→∞
Φ†s+t(ρ̃) = lim

t→∞
Φ†t(ρ̃) = ρ̃ for all s ≥ 0.

To prove uniqueness, we note that dim Im(Φt − 1) = dimMn(C)− dim ker(Φt − 1) = n2 − 1 by the
dimension theorem and ergodicity. Therefore,

dim ker(Φ†t − 1) = dim Im(Φt − 1)⊥ = dimMn(C)− dim Im(Φt − 1) = 1.

So if ρ̃1 is another density matrix invariant under Φ†t , then ρ̃ = αρ̃1 for some α ∈ C. However,

α = Tr(αρ̃1) = Tr(ρ) = 1 so that ρ̃ is the unique density matrix invariant under Φ†t .
2Theorem (Schauder). Every continuous function from a nonempty convex compact subset K of a Banach space to

K itself has a fixed point.
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Remark 4.3.12. Let ρ ∈ S+(A). For each s ∈ R the inner product 〈·, ·〉ρ,s is compatible with ρ.
From now on a dagger † will be used to denote the adjoint with respect to the Hilbert-Schmidt
inner product 〈·, ·〉HS. Now, if a QMS (Φt)t≥0 on A is self-adjoint with respect to an inner product
〈·, ·〉 that is compatible with ρ ∈ S+(A), then for all a ∈ A and t ≥ 0 we have

〈a,Φ†t(ρ)〉HS = 〈Φt(a), ρ〉HS = Tr(ρΦt(a)) = 〈Φt(a), 1〉 = 〈a,Φt(1)〉 = 〈a, 1〉 = Tr(ρa) = 〈a, ρ〉HS,

or equivalently, Φ†t(ρ) = ρ for all t ≥ 0 and thus ρ is invariant under Φ†t . In particular, ρ is invariant

under Φ†t if (Φt)t≥0 satisfies the ρ-DBC because then, for all t ≥ 0, Φt is self-adjoint with respect to
〈·, ·〉ρ,1 which is compatible with ρ. If, moreover (Φt)t≥0 is ergodic and can be extended to Mn(C),

then ρ is the unique density matrix invariant under Φ†t by Proposition 4.3.11.

Proposition 4.3.13. Let Φt = etL be an ergodic QMS on Mn(C) satisfying the ρ-DBC for its unique

invariant density matrix ρ ∈ S+. Then limt→∞Φ†t(h) = ρ for all density matrices h ∈Mn(C).

Proof. Let L′ be the adjoint of L with respect to 〈·, ·〉ρ,1. Then, using the fact that L is ∗-preserving,
we have for all a, b ∈Mn(C) that

〈L†(a), b〉ρ,1 = Tr(ρb∗L†(a)) = 〈L†(a), bρ〉HS = 〈a, L(bρ)〉HS = Tr(L(ρb∗)a) = Tr(ρ−1ρL(ρb∗)a)

= Tr(ρL(ρb∗)aρ−1) = 〈aρ−1, L(bρ)〉ρ,1 = 〈L′(aρ−1), bρ〉ρ,1 = Tr(ρ2b∗L′(aρ−1))

= Tr(ρb∗L′(aρ−1)ρ) = 〈L′(aρ−1)ρ, b〉ρ,1.

This implies that L†(a) = L′(aρ−1)ρ for all a ∈Mn(C). Note that L = L′ by Corollary 4.3.9, so in
this case we have L†(a) = L(aρ−1)ρ for all a ∈Mn(C). Using induction one can show that

(L†)k(a) = Lk(aρ−1)ρ for all a ∈Mn(C) and k ∈ N.

Moreover, L has spectral decomposition L =
∑r

k=0 µkPk where µk ∈ R are eigenvalues of L and
Pk are the corresponding projections onto the µk-eigenspace. Note that ker(L) = span(idCn) by
ergodicity of (Φt)t≥0. Hence, we may assume that µk = 0 and P0 is the projection onto span(idCn).
Furthermore, µk ≤ 0 for k = 0, ..., r. Otherwise, if µ = µk > 0 for some k ∈ {1, ..., r} with
eigenvector x ∈Mn(C), then

lim
t→∞
‖Φt(x)‖ = lim

t→∞
‖etL(x)‖ = lim

t→∞

∥∥etµx∥∥ = lim
t→∞

etµ‖x‖ =∞,

contradicting the contractivity of (Φt)t≥0. So, indeed, µk ≤ 0 for k = 0, ..., r and in particular
µk < 0 for k = 1, ..., r. But then, for any density matrix h ∈Mn(C) we obtain

lim
t→∞

Φ†t(h) = lim
t→∞

∞∑
k=0

(tL†)k(h)

k!
= lim

t→∞

∞∑
k=0

(tL)k(hρ−1)ρ

k!
= lim

t→∞
etL(hρ−1)ρ

= lim
t→∞

r∑
k=0

etµkPk(hρ
−1)ρ = lim

t→∞
et·0P0(hρ−1)ρ+

r∑
k=1

lim
t→∞

etµkPk(hρ
−1)ρ

= P0(hρ−1)ρ = αρ,

for some α ∈ C. Since Φ†t maps density matrices to density matrices for all t ≥ 0, we necessarily
have α = 1 and this finishes the proof.
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4.4 Generators of quantum Markov semigroups on Mn(C) with detailed balance

This subsection focuses on the generators of quantum Markov semigroups defined on matrix
algebras satisfying detailed balance. Obviously, Corollary 4.2.10 also applies to these quantum
Markov semigroups since we are working finite dimensional and thus the generators are bounded.
However, it turns out that another expression for generators of quantum Markov semigroups with
detailed balance is also helpful.

Theorem 4.4.1. Let Φt = etL be a QMS on a C∗-subalgebra A ⊆ Mn(C). Suppose that (Φt)t≥0

satisfies the ρ-DBC for ρ ∈ S+(A) and that Φt has an extension Φ̃t to a QMS on Mn(C). Regard
the modular operator ∆ρ built from Tr(·ρ) as an operator on Mn(C). Then the generator L : A→ A
of Φt has the form

L(a) =
∑
j∈J

(
e−ωj/2v∗j [a, vj ] + eωj/2[vj , a]v∗j

)
(4.1)

=
∑
j∈J

e−ωj/2
(
v∗j [a, vj ] + [v∗j , a]vj

)
, (4.2)

where J is a finite index set such that ωj ∈ R for all j ∈ J , and {vj}j∈J is a set in Mn(C) with
the properties:

(1) Tr(v∗j vk) = cjδj,k for all j, k ∈ J and some constant cj ≥ 0 ;

(2) Tr(vj) = 0 for all j ∈ J ;

(3) {vj}j∈J = {v∗j }j∈J ;

(4) {vj}j∈J consist of eigenvectors of the modular operator ∆ρ with ∆ρvj = e−ωjvj.

Conversely, given any ρ ∈ S+(A) and any set {vj}j∈J ⊆Mn(C) satisfying (3) and (4) for some
{ωj}j∈J ⊆ R, the operator L given by (4.1)/(4.2) is the generator of a QMS (Φt)t≥0 that satisfies
the ρ-DBC.

A couple remarks will be made before a proof will be given.

Remark 4.4.2. Note that the eigenvectors {vj}j∈J of ∆ρ are not necessarily self-adjoint. Never-
theless, if ρ = 1

n1, then ∆ρ is the identity so that each vj is an eigenvector of ∆ρ with eigenvalue 1.
So in this case we have ωj = 0 for all j ∈ J and it is then possible to take each vj to be self-adjoint.
It follows that (4.2) reduces to

L(a) = −
∑
j∈J

[vj , [vj , a]] for a ∈ A.

This is verified by a straightforward computation:

L(a) =
∑
j∈J

(vj [a, vj ] + [vj , a]vj) =
∑
j∈J

(vjavj − vjvja+ vjavj − avjvj)

= −
∑
j∈J

(vjvja− vjavj − vjavj + avjvj) = −
∑
j∈J

(vj [vj , a]− [vj , a]vj) = −
∑
j∈J

[vj , [vj , a]].

Remark 4.4.3. By Theorem 4.4.1, the Hilbert-Schmidt adjoint of L is given by

L†(b) =
∑
j∈J

(
e−ωj/2[vjb, v

∗
j ] + eωj/2[v∗j , bvj ]

)
for b ∈ A.
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To see this, let a, b ∈ A. Then, using (4.1),

〈L(a), b〉HS =
∑
j∈J

(
e−ωj/2

(
〈v∗javj , b〉HS − 〈v∗j vja, b〉HS

)
+ eωj/2

(
〈vjav∗j , b〉HS − 〈avjv∗j , b〉HS

))
=
∑
j∈J

(
e−ωj/2

(
Tr(b∗v∗javj)− Tr(b∗v∗j vja)

)
+ eωj/2

(
Tr(b∗vjav

∗
j )− Tr(b∗avjv

∗
j )
))

=
∑
j∈J

(
e−ωj/2

(
〈a, vjbv∗j 〉HS − 〈a, v∗j vjb〉HS

)
+ eωj/2

(
〈a, v∗j bvj〉HS − 〈a, bvjv∗j 〉HS

))
=
∑
j∈J

(
e−ωj/2

〈
a, [vjb, v

∗
j ]
〉

HS
+ eωj/2

〈
a, [v∗j , bvj ]

〉
HS

)

=

〈
a,
∑
j∈J

(
e−ωj/2[vjb, v

∗
j ] + eωj/2[v∗j , bvj ]

)〉
HS

,

and this exactly implies that L†(b) =
∑

j∈J

(
e−ωj/2[vjb, v

∗
j ] + eωj/2[v∗j , bvj ]

)
.

The proof of Theorem 4.4.1 relies on few other results and it starts with an isometry property
that is crucial to the characterization of generators of quantum Markov semigroups given by Gorini,
Kossakowski and Sudarshan [10].

For any Hilbert space H, let L2(H) denote the Hilbert space consisting of Hilbert-Schmidt
operators from H → H equipped with the Hilbert-Schmidt inner product 〈a, b〉L2(H) := Tr(b∗a) for
a, b ∈ L2(H). We may also just write 〈·, ·〉HS for 〈·, ·〉L2(H) as before and both these notations will
be used interchangeably. The dagger † denotes the adjoint with respect to 〈·, ·〉L2(H) as usual. We
also set Hn := (Mn(C), 〈·, ·〉HS) for convenience.

There is a natural identification Hn ⊗Hn
∼= L2(Hn) using the following multiplication on Hn:

For a, b ∈ Hn, define
#(a⊗ b) : Hn → Hn, #(a⊗ b)x = axb.

Lemma 4.4.4. Let {fα} and {gβ} be two orthonormal bases of Hn, so that {fα ⊗ gβ} is an
orthonormal basis of Hn ⊗Hn. Then {#(fα ⊗ gβ)} is orthonormal in L2(Hn). In particular, the
map # is unitary from Hn ⊗Hn onto L2(Hn).

Proof. Let {ei,j}1≤i,j≤n be the matrix units of Hn and note that {ei,j}1≤i,j≤n is an orthonormal
basis for Hn. It follows that

〈#(fα ⊗ gβ),#(fµ ⊗ gν)〉HS = Tr
(

#(fµ ⊗ gν)†#(fα ⊗ gβ)
)

=
n∑

i,j=1

〈fαei,jgβ, fµei,jgν〉HS

=

n∑
i,j=1

Tr ((fµei,jgν)∗fαei,jgβ) =

n∑
i,j=1

Tr(g∗νej,if
∗
µfαei,jgβ)

=

n∑
i,j=1

(
gνg
∗
β

)
j,j

(f∗αfµ)i,i = Tr(gνg
∗
β)Tr(f∗αfµ)

= δβ,νδµ,α.

Hence, {#(fα⊗gβ)} is orthonormal in L2(Hn) and since dim(Hn⊗Hn) = dim(L2(Hn)) we conclude
that # : Hn ⊗Hn → L2(Hn) is unitary.
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Consider any linear transformation K on Hn. Let {fβ} be any orthonormal basis for Hn. Then
{f∗α} is also an orthonormal basis for Hn and by Lemma 4.4.4, {#(f∗α ⊗ fβ)} is an orthonormal
basis for L2(Hn). Thus K can be written as

K =
∑
α,β

cα,β#(f∗α ⊗ fβ), or equivalently, K(a) =
∑
α,β

cα,βf
∗
αafβ for all a ∈ Hn,

where the coefficients cα,β are uniquely determined by

cα,β = 〈K,#(f∗α ⊗ fβ)〉L2(Hn).

Definition 4.4.5. Let K be a linear operator on Hn. The n2 × n2 matrix (cα,β)α,β with entries
cα,β = 〈K,#(f∗α ⊗ fβ)〉L2(Hn) is called the GKS (Gorini-Kossakowski-Sudarshan) matrix for the
operator K with respect to the orthonormal basis {fα} for Hn. When we wish to emphasize the
dependence on K, we write cα,β(K) for cα,β.

Remark 4.4.6. Let a, b ∈Mn(C), consider the case K = #(a⊗ b). Since # is unitary (by Lemma
4.4.4), the GKS matrix of K with respect to an orthonormal basis {fα} is given by

cα,β = 〈#(a⊗ b),#(f∗α ⊗ fβ)〉L2(Hn) = 〈a⊗ b, f∗α ⊗ fβ〉Hn⊗Hn = 〈a, f∗α〉HS〈b, fβ〉HS = Tr(fαa)Tr(f∗βb).

In particular, taking a = b = 1 gives K = idMn(C) so that the GKS matrix of the identity with
respect to {fα} is given by

cα,β
(
idMn(C)

)
= Tr(fα)Tr(f∗β).

Lemma 4.4.7. Let K be a linear operator on Mn(C) and let {fα} be an orthonormal basis of Hn.
Then the GKS matrix of K with respect to {fα} is self-adjoint if and only if K(a)∗ = K(a∗) for all
a ∈Mn(C).

Proof. We have the GKS expansion K =
∑

α,β cα,β#(f∗α ⊗ fβ). Let a ∈Mn(C), then

K(a∗)∗ =

∑
α,β

cα,βf
∗
αa
∗fβ

∗ =
∑
α,β

cα,βf
∗
βafα =

∑
α,β

cβ,αf
∗
αafβ =

∑
α,β

cβ,α#(f∗α ⊗ fβ)a.

By the uniqueness of the GKS-expansion, we have K(a)∗ = K(a∗) for all a ∈Mn(C) if and only if
cα,β = cβ,α for all α, β.

For all a, b ∈ Mn(C), one can consider their tensor product a ⊗ b ∈ Mn(C) ⊗Mn(C), which
sends ξ ⊗ η ∈ Cn ⊗ Cn to aξ ⊗ bη ∈ Cn ⊗ Cn. If Cn ⊗ Cn is identified with Mn(C) through
ξ ⊗ η 7→

∑n
i,j=1 ξiηjei,j (ei,j ’s are matrix units), then a⊗ b becomes an operator on Mn(C). This

identification will be used in the next lemma.

Lemma 4.4.8. Let K be a linear operator on Mn(C) and {ei,j}1≤i,j≤n be the matrix units of Mn(C).
Then C(K) :=

∑n
i,j=1K(ei,j)⊗ ei,j ∈Mn(C)⊗Mn(C) viewed as an operator on Hn satisfies

〈C(K)f, g〉HS = 〈K,#(g ⊗ f∗)〉L2(Hn) for all f, g ∈ Hn,

where
∑n

i,j=1K(ei,j) ⊗ ei,j may also be viewed as an element of Mn(Mn(C)) whose i, j entry is
K(ei,j).
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Proof. By a direct computation we obtain

〈C(K)f, g〉HS =
n∑

k,m=1

gk,m(C(K)f)k,m =
n∑

i,j,k,l,m,p=1

gk,m[K(ei,j)]k,l[ei,j ]m,pfl,p

=

n∑
i,j,k,l.m,p=1

fl,p[ej,i]p,mgk,m[K(ei,j)]k,l =

n∑
i,j,k,l=1

(fej,ig
∗)l,k[K(ei,j)]k,l

=
n∑

i,j,k,l=1

(gei,jf
∗)∗l,k[K(ei,j)]k,l =

n∑
i,j=1

〈K(ei,j), gei,jf
∗〉HS = 〈K,#(g ⊗ f∗)〉L2(Hn).

Remark 4.4.9. The matrix C(K) in Lemma 4.4.8 is called the Choi matrix of K and a fundamental
theorem of Choi states that C(K) is positive on Hn if and only if K is completely positive [6]. Let
{fα} be any orthonormal basis for Hn. Then, by Lemma 4.4.8,〈

(cα,β)α,β~λ,~λ
〉
Cn2

=
∑
α,β

cα,βλαλβ =
∑
α,β

〈K,#(f∗α ⊗ fβ)〉L2(Hn)λαλβ

=
∑
α,β

〈K,#((λαfα)∗ ⊗ λβfβ)〉L2(Hn) =
∑
α,β

〈C(K)(λβfβ)∗, (λαfα)∗〉HS

=

〈
C(K)

∑
β

λβf
∗
β ,
∑
α

λαf
∗
α

〉
HS

,

for all ~λ ∈ Cn2
. It follows that the GKS matrix (cα,β) is positive if and only if K is completely

positive by Choi’s theorem and the fact that {f∗α} is also an orthonormal basis for Hn.

Going forward, it will be convenient to assume that the orthonormal bases {fα} for Hn are
indexed by α ∈ {1, ..., n} × {1, ..., n}, and for such bases we make the following definition:

Definition 4.4.10. Let L be a linear operator on Mn(C) such that L(1) = 0 and L(a)∗ = L(a∗)
for all a ∈Mn(C). Let {fα} be any orthonormal basis of Hn such that f(1,1) = 1. Let (cα,β) be the
GKS matrix of L with respect to {fα}. The (n2 − 1)× (n2 − 1) matrix with entries cα,β where α
and β range over the set {(i, j) : 1 ≤ i, j ≤ n and (i, j) 6= (1, 1)} is called the reduced GKS matrix
of L for the basis {fα}.

Lemma 4.4.11. Let L be a linear operator on Mn(C) and let Φt = etL be ∗-preserving. Let {fα}
be an orthonormal basis for Hn with f(1,1) = 1. Then Φt is completely positive for all t ≥ 0 if and
only if the reduced GKS matrix of L for the basis {fα} is positive.

Proof. Suppose that Φt is completely positive for all t ≥ 0. By Remark 4.4.6 and orthogonality we
obtain cα,β(1) = Tr(fα)Tr(f∗β) = δα,(1,1)δβ,(1,1). In particular, we see that the reduced GKS matrix

of the identity is zero. Now since cα,β(t−1(Φt − 1)) = t−1cα,β(Φt)− t−1cα,β(1), it follows that the
reduced GKS matrix of t−1(Φt − 1) is equal to the reduced GKS matrix of t−1Φt. Moreover, the
GKS matrix of t−1Φt is positive by Remark 4.4.9 and the reduced GKS matrix of t−1Φt is thus also
positive. Now taking the limit t→ 0 we conclude that the reduced GKS matrix of L is positive

Conversely, suppose that the reduced GKS matrix of L is positive. First note that the GKS
matrix of Φt is self-adjoint for all t ≥ 0 by Lemma 4.4.7. And for small enough t > 0, we have
cα,β(Φt) = cα,β(1) + tcα,β(L) + o(t) using the series expansion of Φt = etL. Now since the reduced
GKS matrix of L is positive and cα,β(1) = δα,(1,1)δβ,(1,1), the GKS matrix of Φt is positive for
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sufficiently small t > 0. It follows that Φt is completely positive for sufficiently small t > 0 by
Remark 4.4.9. Consequently, Φt is completely positive for all t > 0 by the semigroup property.

Proposition 4.4.12. Let L be a linear operator on Mn(C) such that L(1) = 0 and L(a)∗ = L(a∗)
for all a ∈Mn(C). Let {fα} be any orthonormal basis for Hn such that f(1,1) = 1. Let (cα,β) be the
GKS matrix of L with respect to {fα}. Then L has the form

L(a) = −i[h, a] +
1

2

∑
α,β 6=(1,1)

cα,β (f∗α[a, fβ] + [f∗α, a]fβ) (a ∈Mn(C)),

where h is the traceless self-adjoint matrix given by

h =
1

2i

∑
β 6=(1,1)

(
c(1,1),βfβ − cβ,(1,1)f

∗
β

)
.

Proof. Using the facts that cα,β = cβ,α for all α, β by Lemma 4.4.7 and f(1,1) = 1, L has the
GKS-expansion

L(a) =
∑
α,β

cα,βf
∗
αafβ = g∗a+ ag +

∑
α,β 6=(1,1)

cα,βf
∗
αafβ,

where g :=
c(1,1),(1,1)

2
1 +

∑
β 6=(1,1)

c(1,1),βfβ . Let k = 1
2(g + g∗) and h = 1

2i(g − g
∗) be self-adjoint such

that g = k + ih, then we have

L(a) = g∗a+ ag +
∑

α,β 6=(1,1)

cα,βf
∗
αafβ = −i[h, a] + ka+ ak +

∑
α,β 6=(1,1)

cα,βf
∗
αafβ,

for all a ∈Mn(C). Using this and the fact that L(1) = 0, we obtain k = −1

2

∑
α,β 6=(1,1)

cα,βf
∗
αfβ and

therefore

L(a) = −i[h, a] + ka+ ak +
∑

α,β 6=(1,1)

cα,βf
∗
αafβ = −i[h, a] +

∑
α,β 6=(1,1)

(
f∗αafβ −

1

2
f∗αfβa−

1

2
af∗αfβ

)
= −i[h, a] +

1

2

∑
α,β 6=(1,1)

cα,β (f∗α[a, fβ] + [f∗α, a]fβ) .

Furthermore, Tr(g) = 1
2c(1,1),(1,1)Tr(1) +

∑
β 6=(1,1) c(1,1),βTr(fβ) = n

2 c(1,1),(1,1) ∈ R by orthogonality,
so this implies that Tr(h) = 0 as Tr(h) is the imaginary part of Tr(g). And,

h =
1

2i
(g − g∗) =

1

2i

 ∑
β 6=(1,1)

c(1,1),βfβ −
∑

β 6=(1,1)

c(1,1),βf
∗
β

 =
1

2i

∑
β 6=(1,1)

(
c(1,1),βfβ − cβ,(1,1)f

∗
β

)
,

as (cα,β) is a self-adjoint matrix.

Next, we give the definition of a modular basis. Let ρ ∈ S+. Then we first note that
the modular operator ∆ρ is also positive with respect to the Hilbert-Schmidt inner product:
〈∆ρ(x), x〉HS = Tr(x∗∆ρ(x)) = Tr(x∗ρxρ−1) = Tr(ρ−1/2x∗ρ1/2ρ1/2xρ−1/2) = Tr(|ρ1/2xρ−1/2|2) ≥ 0
for all x ∈Mn(C). So there exists an orthonormal basis {x1, ..., xn2} for Hn consisting of eigenvectors
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of ∆ρ and all eigenvalues of ∆ρ are non-negative. Since ∆ρ(1) = 1, we may assume that x1 = 1. In
this case, we have Tr(xγ) = 0 for γ = 2, ..., n2 by orthogonality. Moreover, since ∆ρ is invertible, all
eigenvalues of ∆ρ are strictly positive and we can write them in the form e−ωγ for some ωγ ∈ R.
Now since (∆ρ(x))∗ = ∆−1

ρ (x∗) for all x ∈ A, we have

∆ρ(x) = e−ωx ⇐⇒ ∆ρ(x
∗) = eωx∗ for x ∈ A and ω ∈ R.

This important equivalence will be used tacitly. In particular, e−ω is an eigenvalue of ∆ρ if and only
if eω is an eigenvalue of ∆ρ, and the set of eigenvectors of ∆ρ is self-adjoint. Hence, it follows that
there exists an eigenbasis for Hn with the following properties that are stated in the next definition:

Definition 4.4.13. Let ρ ∈ S+. The modular basis of ∆ρ is an orthonormal basis {x1, ..., xn2} for
Hn with the following properties:

(1) {x1, .., xn2} consists of eigenvectors of ∆ρ ;

(2) x1 = 1 ;

(3) {x1, ..., xn2} = {x∗1, ..., x∗n2}, i.e. the set {x1, ..., xn2} of eigenvectors is self-adjoint.

Theorem 4.4.14. Let L be the generator of a QMS that satisfies the ρ-DBC for some ρ ∈ S+. Let
(cα,β) be the GKS matrix of L with respect to a modular orthonormal basis {fα} for Hn. Then for
all α, β we have

eωαcα,β = cα,βe
ωβ and cα,β = e−ωαcβ′,α′ ,

where for each α, ωα is the real number satisfying ∆ρ(fα) = e−ωαfα and α′, β′ are defined by
fα′ = f∗α and fβ′ = f∗β . In particular, the GKS matrix of L commutes with the diagonal matrix
(δα,βe

ωα)α,β

Proof. By Corollary 4.3.9, L and ∆ρ commute and it follows that for all a ∈Mn(C),

ρ−1L(ρaρ−1)ρ = ρ−1L(∆ρ(a))ρ = ρ−1∆ρ(L(a))ρ = ρ−1ρL(a)ρ−1ρ = L(a).

From ∆ρ(fα) = e−ωαfα, it follows that ρ−1f∗αρ = ∆ρ(fα)∗ = e−ωαf∗α and ρ−1fβρ = ∆ρ(f
∗
β)∗ = eωβfβ .

Consequently, using the GKS-expansion of L, we see that∑
α,β

cα,βf
∗
αafβ = L(a) = ρ−1L(ρaρ−1)ρ =

∑
α,β

cα,βρ
−1f∗αρaρ

−1fβρ =
∑
α,β

eωβ−ωαf∗αafβ,

and we obtain eωαcα,β = cα,βe
ωβ by the uniqueness of the coefficients. And in particular, the

GKS-matrix of L commutes with the diagonal matrix (δα,βe
ωα)α,β

Now note that for all a, b ∈Mn(C) we have

〈L(a), b〉HS = Tr(b∗L(a)) =
∑
α,β

Tr(b∗cα,βf
∗
αafβ) =

∑
α,β

Tr(cα,βfβb
∗f∗αa)

=
∑
α,β

Tr((cα,βfαbf
∗
β)∗a) =

〈
a,
∑
α,β

cα,βfαbf
∗
β

〉
HS

,

which implies L†(b) =
∑
α,β

cα,βfαbf
∗
β =

∑
α,β

cβ,αfαbf
∗
β , where the last equality follows from Lemma

4.4.7. In the proof of Proposition 4.3.13 we have shown that L†(b) = L′(bρ−1)ρ for all b ∈Mn(C),
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where L′ is the adjoint of L with respect to 〈·, ·〉ρ,1. And since L′ = L, we obtain L†(b) = L(bρ−1)ρ,
or equivalently, L(b) = L†(bρ)ρ−1 for all b ∈Mn(C). Using the GKS-expansion of L,∑

α,β

cα,βf
∗
αbfβ = L(b) = L†(bρ)ρ−1 =

∑
α,β

cβ,αfαbρf
∗
βρ
−1 =

∑
α,β

cβ,αe
ωβfαbf

∗
β ,

where the last equality uses ρf∗βρ
−1 = ∆ρ(f

∗
β) = eωβf∗β . Since fγ′ = f∗γ , we have ωγ′ = −ωγ for all γ.

Continuing with the last floating equation, we then have∑
α,β

cα,βf
∗
αbfβ =

∑
α,β

cβ,αe
ωβfαbf

∗
β =

∑
α,β

cβ′,α′e
ωβ′fα′bf

∗
β′ =

∑
α,β

cβ′,α′e
−ωβf∗αbfβ.

Using the the uniqueness of the coefficients again, we obtain cα,β = cβ′,α′e
−ωβ for all α, β. Therefore,

cβ′,α′ = cα,βe
ωβ = eωαcα,β and this is obviously equivalent to cα,β = e−ωαcβ′,α′ for all α, β.

Remark 4.4.15. An important observation is that the condition eωαcα,β = cα,βe
ωβ implies that

ωα 6= ωβ =⇒ cα,β = 0.

Proof of Theorem 4.4.1. By assumption Φt has an extension Φ̃t to a QMS on Mn(C). It suffices

to consider (Φ̃t)t≥0 and for convenience we suppose that the extension is done and Φt is a QMS on
Mn(C) satisfying the ρ-DBC.

To this end, let {fα} be a modular basis of ∆ρ for Hn and for each α, ωα is the real number
satisfying ∆ρ(fα) = e−ωαfα, and α′ is defined by fα′ = f∗α. Let cα,β be the GKS matrix of L with
respect to {fα}.

By applying Proposition 4.4.12, we have

L(a) = −i[h, a] +
1

2

∑
α,β 6=(1,1)

cα,β (f∗α[a, fβ] + [f∗α, a]fβ) for all a ∈Mn(C),

where h is the traceless self-adjoint matrix given by

h =
1

2i

∑
β 6=(1,1)

(
c(1,1),βfβ − cβ,(1,1)f

∗
β

)
.

Since ω(1,1) = 0, it follows that c(1,1),β = cβ,(1,1) = 0 whenever ωβ 6= 0 by Remark 4.4.15. Moreover,
the modular basis {fα} may be chosen such that f∗β = fβ if ωβ = 0 (by considering their real and
imaginary parts and noticing that the real and imaginary parts are eigenvectors of ∆ρ again with
eigenvalue 1) and in this case β = β′. Thus,

h =
1

2i

∑
β 6=(1,1)

(
c(1,1),βfβ − cβ,(1,1)f

∗
β

)
=

1

2i

∑
β 6=(1,1), ωβ=0

(
c(1,1),β − cβ′,(1,1)

)
fβ.

However, cβ′,(1,1) = eω(1,1)′ cβ′,(1,1) = c(1,1),β for all β by Theorem 4.4.14 as (1, 1)′ = (1, 1) and
ω(1,1)′ = ω(1,1) = 0. Hence, h = 0.

Since L has GKS-expansion L(a) =
∑
α,β

cα,βf
∗
αafβ , we can replace α with β′ and β with α′ to obtain

L(a) =
∑
α,β

cα,βf
∗
αafβ =

∑
α,β

cβ′,α′f
∗
β′afα′ =

∑
α,β

cβ′,α′fβaf
∗
α =

∑
α,β

cα,βe
ωαfβaf

∗
α,
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where we used f∗γ = fγ′ for all γ and Theorem 4.4.14. Applying Proposition 4.4.12 to this GKS-
expansion for L, we can rewrite it as

L(a) = −i[ĥ, a] +
1

2

∑
α,β 6=(1,1)

cα,βe
ωα (fβ[a, f∗α] + [fβ, a]f∗α) ,

for some self adjoint matrix ĥ ∈Mn(C) and by the same argument as before we also have ĥ = 0. At
this point we have two expressions for L, namely

L(a) =
1

2

∑
α,β 6=(1,1)

cα,β (f∗α[a, fβ] + [f∗α, a]fβ) and L(a) =
1

2

∑
α,β 6=(1,1)

cα,βe
ωα (fβ[a, f∗α] + [fβ, a]f∗α) .

We can average these two to get

L(a) =
1

4

∑
α,β 6=(1,1)

cα,β (f∗α[a, fβ] + [f∗α, a]fβ + eωα (fβ[a, f∗α] + [fβ, a]f∗α)) .

Since the reduced GKS matrix of L is self-adjoint by Lemma 4.4.7 and commutes with the diagonal
matrix (δα,βe

ωα)α,β 6=(1,1) by Theorem 4.4.14, there exists a (n2 − 1) × (n2 − 1) unitary matrix u
that diagonalizes the reduced GKS matrix of L and commutes with (δα,βe

ωα)α,β 6=(1,1). By the same
argument as in Remark 4.4.15, we have uα,γ = 0 if ωα 6= ωγ . We may then write each cα,β in the
form

cα,β =
1

2

∑
γ 6=(1,1)

uγ,αe
−ωγ/2cγuγ,β

for some constants cγ such that {1
2e
−ωγ/2cγ}γ 6=(1,1) are eigenvalues of the reduced GKS matrix of L.

Each cγ is non-negative since the reduced GKS matrix of L is positive by Lemma 4.4.11. Now since
uα,γ = 0 if ωα 6= ωγ , we also have

eωαcα,β =
1

2

∑
γ 6=(1,1)

uγ,αe
ωγ/2cγuγ,β.

Define vγ :=
∑

β 6=(1,1)

uγ,βfβ ∈Mn(C) for γ 6= (1, 1). Then, for all a ∈Mn(C),

∑
α,β 6=(1,1)

cα,βf
∗
α[a, fβ] =

∑
α,β 6=(1,1)

1

2

∑
γ 6=(1,1)

uγ,αe
−ωγ/2cγuγ,β

 (f∗αafβ − f∗αfβa)

=
1

2

∑
α,β 6=(1,1)

∑
γ 6=(1,1)

cγe
−ωγ/2 (uγ,αuγ,βf

∗
αafβ − uγ,αuγ,βf∗αfβa)

=
1

2

∑
γ 6=(1,1)

cγe
−ωγ/2

∑
α,β 6=(1,1)

(uγ,αuγ,βf
∗
αafβ − uγ,αuγ,βf∗αfβa)

=
1

2

∑
γ 6=(1,1)

cγe
−ωγ/2 (v∗γavγ − v∗γvγa) =

1

2

∑
γ 6=(1,1)

cγe
−ωγ/2v∗γ [a, vγ ],
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and similarly, ∑
α,β 6=(1,1)

cα,β[f∗α, a]fβ =
1

2

∑
γ 6=(1,1)

cγe
−ωγ/2[v∗γ , a]vγ ;

∑
α,β 6=(1,1)

cα,βe
ωαfβ[a, f∗α] =

1

2

∑
γ 6=(1,1)

cγe
ωγ/2vγ [a, v∗γ ] ;

∑
α,β 6=(1,1)

cα,βe
ωα [fβ, a]f∗α =

1

2

∑
γ 6=(1,1)

cγe
ωγ/2[vγ , a]v∗γ ,

so that

L(a) =
1

4

∑
α,β 6=(1,1)

cα,β (f∗α[a, fβ] + [f∗α, a]fβ + eωα (fβ[a, f∗α] + [fβ, a]f∗α))

=
1

2

∑
γ 6=(1,1)

cγ

(
e−ωγ/2

(
v∗γ [a, vγ ] + [v∗γ , a]vγ

)
+ eωγ/2

(
vγ [a, v∗γ ] + [vγ , a]v∗γ

))
.

By symmetry, we may assume without loss of generality that cγ = cγ′ , so that vγ′ = v∗γ for all
γ 6= (1, 1). But then,∑

γ 6=(1,1)

cγe
−ωγ/2[v∗γ , a]vγ =

∑
γ 6=(1,1)

cγ′e
−ωγ′/2[v∗γ′ , a]vγ′ =

∑
γ 6=(1,1)

cγe
ωγ/2[vγ , a]v∗γ , and

∑
γ 6=(1,1)

cγe
ωγ/2vγ [a, v∗γ ] =

∑
γ 6=(1,1)

cγ′e
ωγ′/2vγ′ [a, v

∗
γ′ ] =

∑
γ 6=(1,1)

cγe
−ωγ/2v∗γ [a, vγ ],

so that the expression for L(a) reduces to

L(a) =
∑

γ 6=(1,1)

cγ

(
e−ωγ/2v∗γ [a, vγ ] + eωγ/2[vγ , a]v∗γ

)
.

This is (4.1) up to some constants. On the other hand, using the expression

L(a) =
1

2

∑
α,β 6=(1,1)

cα,β (f∗α[a, fβ] + [f∗α, a]fβ) (that was shown in the beginning), we also have

L(a) =
1

2

∑
α,β 6=(1,1)

cα,β (f∗α[a, fβ] + [f∗α, a]fβ)

=
∑

γ 6=(1,1)

cγe
−ωγ/2 (v∗γ [a, vγ ] + [v∗γ , a]vγ

)
.

which is (4.2) up to some constants.
Now since u has orthonormal rows, we have

Tr(v∗µvγ) =
∑

α,β 6=(1,1)

uµ,αuγ,βTr(f∗αfβ) =
∑

α 6=(1,1)

uµ,αuγ,α = δµ,γ .

For all γ 6= (1, 1), we also have Tr(vγ) =
∑

β 6=(1,1) uγ,βTr(fβ) = 0 as {fα} is an orthonormal basis
for Hn and f(1,1) = 1. And {v∗γ}γ 6=(1,1) = {vγ}γ 6=(1,1) since v∗γ = vγ′ . Moreover, using the fact that
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uγ,β = 0 if ωγ 6= ωβ,

∆ρ(vγ) = ρvγρ
−1 =

∑
β 6=(1,1)

uγ,βρfβρ
−1 =

∑
β 6=(1,1)

uγ,β∆ρ(fβ)

=
∑

β 6=(1,1)

uγ,βe
−ωβfβ = e−ωγ

∑
β 6=(1,1)

uγ,βfβ = e−ωγvγ

for all γ 6= (1, 1).

The final step is to absorb all the constants cγ into vγ : Since cγ ≥ 0 for all γ 6= (1, 1), we
can make the substitution vγ →

√
cγvγ . It is readily verified that properties (2), (3) and (4) of

Theorem 4.4.1 still hold for the new vγ . For property (1) we have Tr(v∗µvγ) = cγδµ,γ . Letting
J = {(i, j) : 1 ≤ i, j ≤ n and (i, j) 6= (1, 1)}, we see that the generator L has the specified form as
in (4.1) and (4.2).

For the converse, if L has the form (4.1)/(4.2) then it is clear that L(1) = 0 and

L(a)∗ =
∑
j∈J

e−ωj/2
(
v∗j [a, vj ] + [v∗j , a]vj

)∗
=
∑
j∈J

e−ωj/2
(
v∗javj − v∗j vja+ v∗javj − av∗j vj

)∗
=
∑
j∈J

e−ωj/2
(
v∗ja
∗vj − a∗v∗j vj + v∗ja

∗vj − v∗j vja∗
)

=
∑
j∈J

e−ωj/2
(
v∗j [a

∗, vj ] + [v∗j , a
∗]vj

)
= L(a∗).

One can restore the cj ’s by normalizing the vj ’s. Then the set {vj}j∈J together with 1 and any
vk’s with ck = 0 form an orthonormal basis for Hn. The reduced GKS matrix of L for this basis is
positive as the argument starting from Proposition 4.4.12 shows, which implies that L generates a
QMS Φt by Lemma 4.4.11. Furthermore, we have

〈a, [vj , b])〉ρ,1 = 〈v∗ja− eωjav∗j , b〉ρ,1 and 〈[vj , b], a)〉ρ,1 = 〈a, v∗j b− eωjbv∗j 〉ρ,1 for all j ∈ J ,

using the fact that ∆ρ(vj) = e−ωjvj (compare with Lemma 6.1.6 as a similar computation is done
there in detail). But then from this we obtain

e−ωj/2〈[vj , a], [vj , b]〉ρ,1 = e−ωj/2〈v∗j [vj , a]− eωj [vj , a]v∗j , b〉ρ,1
= 〈e−ωj/2v∗j [vj , a]− eωj/2[vj , a]v∗j , b〉ρ,1
= −〈e−ωj/2v∗j [a, vj ] + eωj/2[vj , a]v∗j , b〉ρ,1,

and similarly,

e−ωj/2〈[vj , a], [vj , b]〉ρ,1 = −〈a, e−ωj/2v∗j [b, vj ] + eωj/2[vj , b]v
∗
j 〉ρ,1.

Consequently,

〈L(a), b〉ρ,1 =
∑
j∈J
〈e−ωj/2v∗j [a, vj ] + eωj/2[vj , a]v∗j , b〉ρ,1

= −
∑
j∈J

e−ωj/2〈[vj , a], [vj , b]〉ρ,1

=
∑
j∈J
〈a, e−ωj/2v∗j [b, vj ] + eωj/2[vj , b]v

∗
j 〉ρ,1

= 〈a, L(b)〉ρ,1,

so that Φt = etL satisfies the ρ-DBC.
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5 Classical detailed balance vs. quantum detailed balance

The main result (Theorem 5.0.2) of this section shows that ergodic quantum Markov semigroups
satisfying detailed balance induce a continuous-time Markov chain that satisfies the classical detailed
balance condition when a restriction of the QMS to a commutative subalgebra is possible.

Lemma 5.0.1. Let A ⊆ Mn(C) be a unital commutative C∗-subalgebra. Then A has a basis
{e1, ..., em} consisting of mutually orthogonal projections in A with

∑m
k=1 ek = 1. Consequently,

a =
m∑
k=1

Tr(eka)

Tr(ek)
ek for all a ∈ A.

Proof. Since A is a unital abelian C∗-algebra, there exists a compact Hausdorff space X such that
the Gelfand representation π : A

∼−→ C(X) is an isometric ∗-isomorphism. Now note that C(X) is
finite dimensional if and only if X is finite. Thus, X is necessarily finite, say X = {x1, ..., xm} since

A is finite dimensional. Now define for i = 1, ...,m the functions fi ∈ C(X) by fi(x) =

{
1, x = xi

0, x 6= xi
.

Set ei := π−1(fi) ∈ A for i = 1, ...,m. Then for all i = 1, ...,m, we have

e2
i = π−1(fi)

2 = π−1(f2
i ) = π−1(fi) = ei and e∗i = π−1(fi)

∗ = π−1(fi) = π−1(fi) = ei,

so that {e1, ..., em} ⊆ A are projections. Moreover, if i 6= j then

eiej = π−1(fi)π
−1(fj) = π−1(fifj) = π−1(0) = 0 and,

m∑
k=1

ek =
m∑
k=1

π−1(fi) = π−1

(
m∑
k=1

fi

)
= π−1(1) = 1.

This implies that {e1, ..., em} is a set of mutually orthogonal projections in A summing to 1. It is
clear that {f1, ..., fm} is a basis for C(X), but then it follows almost immediately that {e1, ..., em}
is a basis for A using π−1 once again.

Equip A with the Hilbert-Schmidt inner product 〈·, ·〉HS. Then for all a ∈ A, we can write

a =
m∑
k=1

〈a, ek〉HS

〈ek, ek〉HS
ek =

m∑
k=1

Tr(eka)

Tr(ek)
ek.

A vector λ = (λ1, ..., λm) ∈ Rm is called a distribution or probability vector if λk ≥ 0 for all
k = 1, ...,m and

∑m
k=1 λk = 1.

Theorem 5.0.2. Let Φt = etL be an ergodic QMS on Mn(C) that satisfies the ρ-DBC for its unique
invariant density matrix ρ ∈ S+. Let A ⊆ Mn(C) be a unital commutative C∗-subalgebra that is

invariant under Φ†t (Φ†t(A) ⊆ A for all t ≥ 0). Let {e1, ..., em} ⊆ A be a basis for A consisting of
mutually orthogonal projections such that

∑m
k=1 ek = 1. Then the following statements hold:

(a) The m×m matrix Q = (Qk,l)1≤k,l≤m defined by

Qk,l :=
Tr(ekL(el))

Tr(ek)
(1 ≤ k, l ≤ m)

specifies a continuous-time Markov chain with state space {1, ...,m} and jump rates Qk,l from
k to l.
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(b) The corresponding forward equation, governing the evolution of site occupation probabilities is

d

dt
λl(t) =

m∑
k=1

λk(t)Qk,l =

m∑
k=1

(λk(t)Qk,l − λl(t)Ql,k) .

where ~λ(t) = (λ1(t), ..., λm(t)) ∈ Rm is a probability vector.

(c) A time-dependent probability vector ~λ(t) = (λ1(t), ..., λm(t)) ∈ Rm satisfies the equation in (b)
if and only if the time-dependent density matrix λ(t) ∈ A given by

λ(t) =
m∑
k=1

λk(t)

Tr(ek)
ek

satisfies d
dtλ(t) = L†(λ(t)).

(d) The probability vector ~ρ = (ρ1, ..., ρm) given by ρk = Tr(ρek) for k = 1, ...,m is the unique
invariant distribution for the Markov chain, and the classical detailed balance equations

ρkQk,l = ρlQl,k (1 ≤ k, l ≤ m)

are satisfied.

Proof. We first show that the matrix Q satisfies
∑m

l=1Qk,l = 0 for all k ∈ {1, ...,m} and that
Qk,l ≥ 0 for all k 6= l, which makes it a transition rate matrix. First note that Φt(1) = 1 for all

t ≥ 0 so that 0 = L(1) =
∑m

l=1 L(el) which implies that
∑m

l=1Qk,l =
∑m

l=1
Tr(ekL(el))

Tr(ek) = 0 for all

k = 1, ...,m. Let L be given in the form (4.2) of Theorem 4.4.1. Then for k 6= l, we have

Tr(ekL(el)) =
∑
j∈J

e−ωj/2Tr
(
ek
(
v∗j [el, vj ] + [v∗j , el]vj

))
=
∑
j∈J

e−ωj/2
(
Tr
(
ekv
∗
j elvj

)
− Tr

(
ekv
∗
j vjel

)
+ Tr

(
ekv
∗
j elvj

)
− Tr

(
ekelv

∗
j vj
))

=
∑
j∈J

e−ωj/2
(
Tr
(
ekv
∗
j elvj

)
− 0 + Tr

(
ekv
∗
j elvj

)
− 0
)

= 2
∑
j∈J

e−ωj/2Tr
(
ekv
∗
j elvj

)
≥ 0,

where in the third equality we used the pairwise orthogonality of {e1, ..., em} and the last expression
is positive since ek ≥ 0 and v∗j elvj ≥ 0 and that implies that Tr(ekv

∗
j elvj) ≥ 0 (take square roots).

Further, Tr(ek) ≥ 0 for all k. Thus, Qk,l ≥ 0 for all k 6= l and therefore Q is a transition rate matrix.
It is now possible to construct a continuous-time Markov chain with state space {1, ...,m} and jump
rates Qk,l from k to l, see section 2.6 in [17]. This proves (a).

The forward equation in (row) vector form is given by d
dt
~λ(t) = ~λ(t)Q where ~λ(t) = (λ1(t), ..., λm(t)) ∈

Rm is a probability vector. For l = 1, ...,m this can be written as

d

dt
λl(t) =

m∑
k=1

λk(t)Qk,l =
m∑
k=1

(λk(t)Qk,l − λl(t)Ql,k) ,

and the last equality follows from Ql,l = −
∑

k 6=lQl,k. This proves (b).
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Let ~λ(t) = (λ1(t), ..., λm(t)) ∈ Rm be a time-dependent probability vector. Define the time-dependent

density matrix λ(t) ∈ A by λ(t) :=
∑m

k=1
λk(t)
Tr(ek)ek. Since A is invariant under Φ†t , it is also invariant

under L†. In particular, we can write L†(λ(t)) =
∑m

k=1
Tr(ekL

†(λ(t))
Tr(ek) ek =

∑m
k=1

Tr(L(ek)λ(t))
Tr(ek) ek by

Lemma 5.0.1. On the other hand, we have d
dtλ(t) =

∑m
k=1

d
dtλk(t)Tr(ek)−1ek. Now since {e1, ..., em}

is a basis for A, we see that

d

dt
λ(t) = L†(λ(t)) ⇐⇒ d

dt
λl(t) = Tr(L(el)λ(t)) for all l = 1, ...m.

Now note that for each l = 1, ...,m we have

Tr(L(el)λ(t)) = Tr

(
L(el)

m∑
k=1

λk(t)

Tr(ek)
ek

)
=

m∑
k=1

λk(t)
Tr(ekL(el))

Tr(ek)
=

m∑
k=1

λk(t)Qk,l.

From this and the ‘iff’ statement above, it follows that ~λ(t) satisfies the equation in (b) if and only
if d

dtλ(t) = L†(λ(t)) and this proves (c).

Note that ρ = limt→∞Φ†t(h) for any density matrix h ∈ Mn(C) by Proposition 4.3.13. But since

A is invariant under Φ†t , we see that ρ = limt→∞Φ†t(h) ∈ A for any density matrix h ∈ A as A

is closed. Thus we can write ρ =
∑m

k=1
Tr(ekρ)
Tr(ek) ek =

∑m
k=1

ρk
Tr(ek)ek by Lemma 5.0.1. In particular,

ρek = ρk
Tr(ek)ek = ekρ for all k = 1, ..,m by orthogonality. It follows for 1 ≤ k, l ≤ m that

ρkQk,l =
ρk

Tr(ek)
Tr(ekL(el)) = Tr(ρekL(el)) = Tr(ρL(ek)el)

= Tr(elρL(el)) =
ρl

Tr(el)
Tr(elL(ek)) = ρlQl,k,

where in the third equality we used the self-adjointness of L with respect to 〈·, ·〉ρ,1. Hence, Q
satisfies the classical detailed balance conditions with respect to ~ρ. Furthermore, for l = 1, ...,m
we have

∑m
k=1 ρkQk,l =

∑m
k=1 ρlQl,k = ρl

∑m
k=1Ql,k = 0 since Q has rows that sum to 0. Therefore

~ρQ = 0 and this implies that ~ρ is the unique invariant distribution for the Markov chain with
semigroup Pt = etQ. This proves statement (d).

Example 5.0.3. Let A ⊆Mn(C) be unital C∗-algebra, and let ρ ∈ S+(A). Since ρ is self-adjoint,
the commutant of {ρ} is a C∗-subalgebra of Mn(C) and we set Aρ := {ρ}′ ∩ A. Then Aρ is a
C∗-subalgebra of A and we call it the ρ-modular subalgebra of A. It consist exactly of those element
in A that commute with ρ and it also readily verified that Aρ equals the eigenspace of ∆ρ with
eigenvalue 1.

Now let (Φt)t≥0 be an ergodic QMS on Mn(C) satisfying the ρ-DBC for its unique invariant
density matrix ρ ∈ S+. Moreover, assume that Φt(A) ⊆ A for all t ≥ 0. Since Φt and ∆ρ commute
for all t ≥ 0 by Corollary 4.3.9, we have for all a ∈ Aρ and t ≥ 0 that

∆ρ(Φt(a)) = Φt(∆ρ(a)) = Φt(a).

Therefore, Φt(a) commutes with ρ and Φt(Aρ) ⊆ Aρ for all t ≥ 0. Moreover, for all a ∈ Aρ and
b ∈ A,

〈∆ρ(Φ
†
t(a)), b〉HS = 〈a,Φt(∆ρ(b))〉HS = 〈a,∆ρ(Φt(b))〉HS = 〈Φ†t(∆ρ(a)), b〉HS = 〈Φ†t(a), b〉HS,

where we also used that ∆ρ is self-adjoint with respect to the Hilbert-Schmidt inner product. Thus,

∆ρ(Φ
†
t(a)) = Φ†t(a) and this means that Aρ is invariant under Φ†t as well. Now let {η1, ..., ηn} be an
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orthonormal basis of Cn consisting of eigenvectors of ρ with ρηj = e−λjηj for j = 1, ..., n and λj ∈ R.
If the numbers λ1, ..., λn are all distinct, then the eigenspace of ∆ρ for the eigenvalue 1 is exactly
the span of the set {|ηj〉〈ηj |}nj=1 [1]. So in this case Aρ is an n-dimensional abelian C∗-subalgebra
of A and Theorem 5.0.2 applies.
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6 Riemannian metrics and gradient flow

The notion of non-commutative differential operators associated to a quantum Markov generator
will be introduced. By means of these operators, it is possible to consider forms associated to a
quantum Markov generator.

One of the important results (Theorem 6.2.8) shows that associated to any QMS Φt = etL with
detailed balance, the flow induced by the dual generator L† is gradient flow with respect to some
Riemannian metric gL for the relative entropy.

In this section A will be a fixed unital C∗-subalgebra of some matrix algebra Mn(C).

6.1 Forms associated to generators of quantum Markov semigroups

Let Φt = etL be a QMS on A that satisfies the ρ-DBC for some ρ ∈ S+(A) and assume that
(Φt)t≥0 has an extension to a QMS on Mn(C). Then we know that the generator L can be written
in the form given in (4.2) of Theorem 4.4.1. Throughout the rest of this subsection we fix such a
generator L, and the sets {vj}j∈J ⊆Mn(C) and {ωj}j∈J ⊆ R that specify L according to Theorem
4.4.1.

Definition 6.1.1. The (non-commutative) partial derivatives associated to L are the operators
∂j : A→ A defined by

∂j(a) := [vj , a] for a ∈ A and j ∈ J .

An immediate consequence is that for all a, b ∈ A we have

〈∂j(a), b〉HS = Tr(b∗vja)−Tr(b∗avj) = Tr(b∗vja)−Tr(vjb
∗a) = 〈a, v∗j b〉HS−〈a, bv∗j 〉HS = 〈a, [v∗j , b]〉HS,

so that
∂†j b = [v∗j , b] for all b ∈ A and j ∈ J .

Having a notion of ‘non-commutative partial derivatives’ available, allows us to introduce
non-commutative analogs of the Laplace operator, gradient and divergence associated to L.

Definition 6.1.2. The (non-commutative) Laplace operator associated to L is the operator
L0 : A→ A defined by

L0(a) := −
∑
j∈J

∂†j∂j(a) = −
∑
j∈J

[v∗j , [vj , a]].

Clearly, L† = L and we also have

L0(a) = −
∑
j∈J

[v∗j , [vj , a]] = −
∑
j∈J

(
v∗j [vj , a]− [vj , a]v∗j

)
= −

∑
j∈J

(
v∗j vja− v∗javj − vjav∗j + avjv

∗
j

)
=
∑
j∈J

(
v∗javj − v∗j vja+ vjav

∗
j − avjv∗j

)
=
∑
j∈J

(
v∗j [a, vj ] + [vj , a]v∗j

)
for all a ∈ A.

Thus, by Theorem 4.4.1, L0 is the generator of a quantum Markov semigroup Φ0,t = etL0 satisfying
the h-DBC where h = 1

n1 because in this case ∆h is the identity and ωj = 0 for all j ∈ J . We call
Φ0,t = etL0 the heat semigroup associated to Φt = etL.

Define the C∗-algebra

A⊕J :=
⊕
j∈J

A(j),

54



where each A(j) is a copy of A. In other words, A⊕J is the direct sum of |J | copies of A. For
a ∈ A⊕J and j ∈ J , let aj denote the component of a in A(j). Thus, by picking some linear ordering
of J , we may suggestively write

a =
(
a1, ..., a|J |

)
.

We equip A⊕J with the inner product 〈a,b〉HS :=
∑

j∈J 〈aj , bj〉HS for a,b ∈ A⊕J .

Definition 6.1.3. The (non-commutative) gradient associated to L is the operator ∇ : A→ A⊕J

defined by
∇(a) :=

(
∂1(a), ..., ∂|J |(a)

)
.

Definition 6.1.4. The (non-commutative) divergence associated to L is the operator div : A⊕J → A
defined by

div(a) := −
∑
j∈J

∂†j (aj) =
∑
j∈J

[aj , v
∗
j ].

Remark 6.1.5. We have div† = −∇ since

〈div†(a), b〉HS = −
∑
j∈J
〈∂†j (aj), b〉HS = −

∑
j∈J
〈aj , ∂j(b)〉HS = 〈a,−∇(b)〉HS

for all a ∈ A⊕J and b ∈ A. Consequently, in our finite-dimensional setting,

ker(div)⊥ = Im(div†) = Im(−∇) = Im(∇).

Lemma 6.1.6. Let s ∈ [0, 1], j ∈ J and a, b ∈ A. Then

〈a, ∂j(b)〉ρ,s = esωj 〈e−ωjv∗ja− av∗j , b〉ρ,s.

Proof. We first note that (∆ρ(x))∗ = ∆−1
ρ (x∗) for all x ∈ A. This implies that

∆ρ(x) = e−ωjx ⇐⇒ ∆ρx
∗ = eωjx∗ for x ∈ A.

In particular, we have ∆s−1
ρ (v∗j ) = e(s−1)ωjv∗j and ∆s

ρ(v
∗
j ) = esωjv∗j since ∆ρ(vj) = e−ωjvj by

Theorem 4.4.1 and functional calculus. Using this, we obtain for all a, b ∈ A,

〈a, ∂j(b)〉ρ,s = Tr(ρs(∂j(b))
∗ρ1−sa) = Tr(ρs(vjb− bvj)∗ρ1−sa)

= Tr(ρsb∗v∗j ρ
1−sa)− Tr(ρsv∗j b

∗ρ1−sa)

= Tr(ρsb∗ρ1−s∆s−1
ρ (v∗j )a)− Tr(∆s

ρ(v
∗
j )ρ

sb∗ρ1−sa)

= e(s−1)ωjTr(ρsb∗ρ1−sv∗ja)− esωjTr(v∗j ρ
sb∗ρ1−sa)

= esωj
(
Tr(ρsb∗ρ1−se−ωjv∗ja)− Tr(ρsb∗ρ1−sav∗j )

)
= esωjTr(ρsb∗ρ1−s(e−ωjv∗ja− av∗j )) = esωj 〈e−ωjv∗ja− av∗j , b〉ρ,s.

This is exactly what we needed to show.

Using Lemma 6.1.6, it follows that

e(1/2−s)ωj 〈∂j(a), ∂j(b)〉ρ,s = e(1/2−s)ωjesωj 〈e−ωjv∗j [vj , a]− [vj , a]v∗j , b〉ρ,s
= eωj/2〈e−ωjv∗j [vj , a]− [vj , a]v∗j , b〉ρ,s
= 〈e−ωj/2v∗j [vj , a]− eωj/2[vj , a]v∗j , b〉ρ,s
= −〈e−ωj/2v∗j [a, vj ] + eωj/2[vj , a]v∗j , b〉ρ,s.
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For each s ∈ [0, 1] define

Es : A×A→ C, Es(a, b) =
∑
j∈J

e(1/2−s)ωj 〈∂j(a), ∂j(b)〉ρ,s.

Then Es is called a form associated to L and by (4.1) of Theorem 4.4.1 we obtain

Es(a, b) = −〈L(a), b〉ρ,s.

In particular, taking s = 1
2 , we see that

E1/2(a, b) =
∑
j∈J
〈∂j(a), ∂j(b)〉ρ,1/2 = −〈L(a), b〉ρ,1/2,

for a, b ∈ A and E1/2 is called the Dirichlet form associated to L.
A simple consequence of the Dirichlet form is an ergodicity result:

Theorem 6.1.7. Let Φt = etL be a QMS on A that satisfies the ρ-DBC for ρ ∈ S+(A). Then the
commutant of {vj}j∈J equals the kernel of L. In particular, (Φt)t≥0 is ergodic if and only if the
commutant of {vj}j∈J is spanned by the identity.

Proof. We may assume that L is in the form (4.1) of Theorem 4.4.1. Let a be in the commutant of
{vj}j∈J . By definition, this means that [vj , a] = [a, vj ] = 0 for all j ∈ J . Therefore, L(a) = 0 as L
has the form (4.1).
Conversely, let a ∈ ker(L). Then, using the Dirichlet form of L, we see that∑

j∈J
〈∂j(a), ∂j(a)〉ρ,1/2 = E1/2(a, a) = −〈L(a), a〉ρ,1/2 = 0.

Consequently, [vj , a] = ∂j(a) = 0 for all j ∈ J , that is, a belongs to the commutant of {vj}j∈J .
Thus, the commutant of {vj}j∈J coincides with the kernel of L.

Note that (Φt)t≥0 is ergodic if and only if ker(L) = span(idCn) which follows almost immediately
from the definition of ergodicity. Hence, (Φt)t≥0 is ergodic if and only if the commutant of {vj}j∈J
is spanned by the identity.

Remark 6.1.8. For all x ∈ A, we have

〈L0(x), x〉HS = −
∑
j∈J
〈∂†j∂j(x), x〉HS = −

∑
j∈J
〈∂j(x), ∂j(x)〉HS = −〈∇(x),∇(x)〉HS.

We claim that {vj : j ∈ J }′ = ker(L0) = ker(∇). Indeed, if x ∈ ker(L0), then [vj , x] = ∂j(x) = 0 for
all j ∈ J by the above relation. In other words, x belongs to the commutant of {vj}j∈J . Conversely,
if x belongs to the commutant of {vj}j∈J , then L0(x) = −

∑
j∈J [v∗j , [vj , x]] = 0 by definition of L0.

Therefore, {vj : j ∈ J }′ = ker(L0). Further, ker(L0) ⊆ ker(∇) is clear from the relation above. And
ker(∇) ⊆ ker(L0) follows from the fact that L0 = div ◦ ∇.

Theorem 6.1.9. Let Φt = etL be an ergodic QMS on A that satisfies the ρ-DBC for ρ ∈ S+(A).
Let L0 be the associated Laplacian operator. Then for given b ∈ A, there exists an x ∈ A such that
L0(x) = b if and only Tr(b) = 0. Consequently, if Tr(b) = 0, then there exists a non-trivial affine
subspace of A⊕J consisting of elements a for which div(a) = b.
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Proof. Since (Φt)t≥0 is ergodic, it follows that ker(L0) is spanned by the identity according to
Theorem 6.1.7 and remark 6.1.8. Let b ∈ A given. Then there exists an x ∈ A such that L0(x) = b

if and only if b ∈ ker(L†0)⊥ = ker(L0)⊥ = (C1)⊥ by the Fredholm alternative, where ⊥ denotes the
orthogonal complement with respect to 〈·, ·〉HS. But b ∈ (C1)⊥ if and only if Tr(b) = 0, so that
L−1

0 ({b}) is non-empty if and only if Tr(b) = 0. In particular, when Tr(b) = 0 then the solution
space L−1

0 ({b}) defines a non-trivial affine subspace. Using the fact that L0 = div ◦ ∇, we see that
there exists a non-trivial affine subspace of A⊕J consisting of elements a for which div(a) = b.

Going forward, Ra : Mn(C)→Mn(C) denotes the right multiplication by a ∈ A.

Lemma 6.1.10. For all v ∈Mn(C), h ∈ S+ and ω ∈ R, we have∫ 1

0
eω(s−1/2)Rh∆s

h

(
v log(e−ω/2ρ)− log(eω/2h)v

)
ds = e−ω/2vh− eω/2hv,

where the integral is a Banach-valued Riemann integral.

Proof. This is a consequence of the calculus rules. Define f(s) = eω(1/2−s)h1−svhs, then f is
continuously differentiable on [0, 1] with

f ′(s) = −ωeω(1/2−s)h1−svρs + eω(1/2−s) (−ρ1−s log(h)vhs + ρ1−svhs log(h)
)

= −ωeω(1/2−s)h1−svρs − eω(1/2−s)h1−s log(ρ)vhs + eω(1/2−s)h1−sv log(h)hs

= eω(1/2−s)h1−s (−ωv − log(h)v + v log(h))hs

= eω(1/2−s)h1−s
(

log(e−ω/2)v − log(eω/2)v − log(h)v + v log(ρ)
)
hs

= eω(1/2−s)h1−s
(
v log(e−ω/2h)− log(eω/2h)v

)
hs.

Consequently,∫ 1

0
eω(s−1/2)Rh∆s

h(v log(e−ω/2h)− log(eω/2h)v) ds =∫ 1

0
eω(s−1/2)hs

(
v log(e−ω/2h)− log(eω/2h)v

)
h1−s ds =

∫ 1

0
f ′(1− s) ds

=

∫ 1

0
f ′(t) dt = f(1)− f(0) = e−ω/2vh− eω/2hv,

which is the desired identity.

Remark 6.1.11. For each ω ∈ R, define the function fω : (0,∞)→ R by

fω(t) :=

∫ 1

0
eω(s−1/2)tsds.

Then the identity in Lemma 6.1.10 can be reformulated as

Rhfω(∆h)
(
v log(e−ω/2h)− log(eω/2h)v

)
= e−ω/2vh− eω/2hv,

and for ω = 0 it reduces to Rhf0(∆h)([v, log(h)]) = [v, h]. Take v = vj and then from the latter
identity we obtain Rhf0(∆h)(∂j(log h)) = ∂j(h) and this can be seen as the non-commutative
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analog of g(x)∇ log(g(x)) = ∇g(x), which holds for all smooth, strictly positive probability density
functions g : Rn → R.
Moreover, if a ∈ A commutes with h ∈ S+, then f0(∆h)(a) = a by definition of f0. So for each
ω ∈ R, the operation a 7→ Rhfω(∆h)(a) can be viewed as one of the non-commutative interpretations
of multiplication of a by h.

The previous remark motivates the following definition:

Definition 6.1.12. For ω ∈ R and h ∈ S+, define the operator [h]ω : Mn(C)→Mn(C) by

[h]ω = Rh ◦ fω(∆h),

where fω is defined as in Remark 6.1.11.

Note that [h]ω is invertible for all h ∈ S+ and w ∈ R with [h]−1
ω = (1/fω)(∆h) ◦Rh−1 and may

be viewed as the corresponding non-commutative interpretation of division by h.

Lemma 6.1.13. For all ω ∈ R, the maps h 7→ [h]ω and h 7→ [h]−1
ω are C∞ on S+. Furthermore,

for all a ∈Mn(C) we have

[h]ω(a)∗ = [h]−ω(a∗) and [h]−1
ω (a)∗ = [h]−1

−ω(a∗).

Proof. First note that the following identities hold for λ, µ > 0:∫ 1

0
λsµ1−s ds =

λ− µ
log λ− logµ

and

∫ ∞
0

1

(t+ λ)(t+ µ)
dt =

log λ− logµ

λ− µ
,

so that

(∫ 1

0
λsµ1−s ds

)(∫ ∞
0

1

(t+ λ)(t+ µ)
dt

)
= 1 for all λ, µ > 0. Using the definitions we

obtain for all h ∈ S+,

[h]ω = Rhfω(∆h) =

∫ 1

0
eω(s−1/2)LshR

1−s
h ds =

∫ 1

0

(
eω/2Lh

)s (
e−ω/2Rh

)1−s
ds,

where Lh is the left multiplication by h. Note that t+ eω/2Lh and t+ e−ω/2Rh are invertible for all
t ≥ 0 (where (t+ eω/2Lh)−1 is the left multiplication by (t1 + eω/2h)−1 and (t+ e−ω/2Rh)−1 is the
right multiplication by (t1 + e−ω/2h)−1). But then,

[h]−1
ω =

(∫ 1

0

(
eω/2Lh

)s (
e−ω/2Rh

)1−s
)−1

ds =

∫ ∞
0

(t+ eω/2Lh)−1(t+ e−ω/2Rh)−1 dt.

Now using the fact that taking inverses is C∞ ([16], Theorem 1.2.3), we see that the map h 7→
(t+ eω/2Lh)−1(t+ e−ω/2Rh)−1 is C∞ on S+ for all t ≥ 0. It follows that h 7→ [h]−1

ω is C∞ on S+

and C∞ of the map h 7→ [h]ω follows immediately since taking inverses is C∞. Furthermore,

[h]ω(a)∗ = (Rhfω(∆h)(a))∗ =

∫ 1

0

(
eω(s−1/2)hsah1−s

)∗
ds =

∫ 1

0
eω(s−1/2)h1−sa∗hs ds

= −
∫ 0

1
eω(1/2−t)hta∗h1−t dt =

∫ 1

0
e−ω(t−1/2)hta∗h1−t dt = [h]−ω(a∗),

for all a ∈Mn(C). Consequently,

[h]−1
−ω(a∗) = [h]−1

−ω

(
[h]ω

(
[h]−1

ω (a)
)∗)

= [h]−1
−ω
(
[h]−ω

(
[h]−1

ω (a)∗
))

= [h]−1
ω (a)∗.
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Lemma 6.1.14. Let Φt = etL be a QMS on A that satisfies the ρ-DBC for some ρ ∈ S+(A), and
let L be given in the form (4.1) or (4.2) . Then for all h ∈ S+(A) and all j ∈ J , we have

∂j(log h− log ρ) = vj log(e−ωj/2h)− log(eωj/2h)vj .

Proof. Note that ∆s
ρvj = e−sωjvj by Theorem 4.4.1 and functional calculus, so that

∂s(∆
s
ρvj) = ∂s(e

−sωjvj) = −ωje−sωjvj .

On the other hand, we have

∂s(∆
s
ρvj) = ∂s(ρ

svjρ
−s) = ρs log(ρ)vjρ

−s − ρsvjρ−s log(ρ).

Evaluating at s = 0 with a minus yields [vj , log(ρ)] = −∂s|s=0(∆s
ρvj) = ωjvj . Consequently, for all

h ∈ S+(A),

∂j(log h− log ρ) = [vj , log(h)]− [vj , log(ρ)] = vj log(h)− log(h)vj − ωjvj
= vj log(h)− log(h)vj − log(eωj/2)vj + log(e−ωj/2)vj

= vj log(e−ωj/2h)− log(eωj/2h)vj ,

which is the desired identity.

Theorem 6.1.15. Let Φt = etL be a QMS on A that satisfies the ρ-DBC for some ρ ∈ S+(A), and
let L be given in the form (4.1) or (4.2). Then for all h ∈ S+(A) we have

−L†(h) =
∑
j∈J

∂†j
(
[h]ωj∂j(log h− log ρ)

)
.

Proof. Let h ∈ S+(A), then∑
j∈J

∂†j
(
[h]ωj∂j(log h− log ρ)

)
=
∑
j∈J

∂†j

(
[h]ωj

(
vj log(e−ωj/2h)− log(eωj/2h)vj

))
=
∑
j∈J

∂†j

(
e−ωj/2vjh− eωj/2hvj

)
= −

∑
j∈J

(
e−ωj/2[vjh, v

∗
j ] + eωj/2[v∗j , hvj ]

)
= −L†(h),

where the first equality follows from Lemma 6.1.14, the second equality follows from Lemma 6.1.10
and/or Remark 6.1.11 and the last equality follows from Remark 4.4.3.

6.2 Riemannian metrics and gradient flow for the relative entropy

As in the preceding subsection, we let Φt = etL be a QMS on A that satisfies the ρ-DBC for
some ρ ∈ S+(A) and assume that (Φt)t≥0 has an extension to a QMS on Mn(C). But now we also
assume that (Φt)t≥0 is ergodic. As before, L can be written in the form (4.1) and (4.2) by Theorem
4.4.1. Throughout this subsection we fix such a generator L and the sets {vj}j∈J ⊆ Mn(C) and
{ωj}j∈J ⊆ R that specify L according to Theorem 4.4.1.
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Let I ⊆ R be an open interval containing 0 ∈ R and let h : I → S+(A) be a differentiable
path in S+(A). We denote ḣ(t) ∈ A for the derivative of h in t ∈ I. Since Tr(ḣ(0)) =

limt→0
Tr(h(t))−Tr(h(0))

t = limt→0
1−1
h = 0, there exists by Theorem 6.1.9 an affine subspace of

A⊕J consisting of elements a ∈ A⊕J such that

ḣ(0) = div(a).

We wish to rewrite this as an analog of the classical continuity equation which arises in the study of
fluid dynamics:

∂h

∂t
(x, t) + div(h(x, t)y(x, t)) = 0,

(where in this case h(x, t) is a fluid density and y(x, t) is a flow velocity vector field). To achieve
this, we first extend Definition 6.1.12:

Definition 6.2.1. Let ~λ ∈ R|J | and h ∈ S+(A). Define the linear operator [h]~λ : A⊕J → A⊕J by

[h]~λ(a1, ..., a|J |) =
(

[h]λ1(a1), ..., [h]λ|J |(a|J |)
)
.

Note that [h]~λ is invertible with [h]−1
~λ

(a1, ..., a|J |) =
(

[h]−1
λ1

(a1), ..., [h]−1
λ|J |

(a|J |)
)

. But now if

a ∈ A⊕J satisfies ḣ(0) = div(a) for some differentiable path h : I → S+(A), then by setting
y := −[h]−1

~λ
(a) we obtain

ḣ(0) + div
(
[h]~λ(y)

)
= 0,

which is an analog of the classical continuity equation. Note that we abuse some notation here,
since h(t) is a differentiable path but h is also an invertible density matrix.

Remember that we have fixed a generator L and the sets {vj}j∈J ⊆Mn(C) and {ωj}j∈J ⊆ R
that specify L according to Theorem 4.4.1. We will also set ~ω :=

(
ω1, ..., ω|J |

)
∈ R|J |. The following

inner products on A⊕J will be of relevance and can be seen as a non-commutative analog of weighted
L2-norms.

Definition 6.2.2. For each h ∈ S+, define an inner product 〈·, ·〉L,h on A⊕J by

〈x,y〉L,h := 〈x, [h]~ω(y)〉HS =
∑
j∈J
〈xj , [h]ωj (yj)〉HS,

where x =
(
x1, ..., x|J |

)
,y =

(
y1, ..., y|J |

)
∈ A⊕J .

Theorem 6.2.3. Let h(t) be a differentiable path in S+(A) defined on (−ε, ε) for some ε > 0 such
that h(0) = h0 ∈ S+(A). Then there exists a unique xh ∈ A⊕J of the form xh = ∇u with u ∈ A,
for which the non commutative continuity equation

ḣ(0) = −div([h0]~ω(xh)) = −div([h0]~ω(∇u))

holds and such that
‖xh‖L,h0 ≤ ‖y‖L,h0

for all y ∈ A⊕J satisfying ḣ(0) = −div([h0]~ω(y)). Moreover, u can be taken traceless, and is then
uniquely determined and self-adjoint.
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Proof. By Theorem 6.1.9, R := {a ∈ A⊕J : ḣ(0) = div(a)} is a nontrivial affine subspace of A⊕J .
In particular, R is convex and so is −[h0]−1

~ω (R) as −[h0]−1
~ω is linear. In our finite-dimensional

setting, −[h0]−1
~ω (R) is a closed convex set consisting exactly of elements y ∈ A⊕J such that

ḣ(0) = −div([h0]~ωy) by our previous discussion. Hence, there exists a unique xh ∈ A⊕J satisfying
ḣ(0) = −div([h0]~ωxh) and such that ‖xh‖L,h0 ≤ ‖y‖L,h0 for all y ∈ A⊕J satisfying ḣ(0) =
div([h0]~ωy).

We now show that xh is gradient using Remark 6.1.5. Let a ∈ ker(div) and set w := [h0]−1
~ω (a) and

yc := xh − cw for c ∈ C. Then

ḣ(0) + div([h0]~ω(yc)) = ḣ(0) + div([h0]~ω(xh))− c · div([h0]~ω(w)) = 0

as ḣ(0)+div([h0]~ω(xh)) = 0 and div(a) = 0. Hence ‖xh‖L,h0 ≤ ‖yc‖L,h0 for all c ∈ C, or equivalently,

2<[c〈xh,w〉L,h0 ] ≤ |c|2‖w‖2L,h0

for all c ∈ C. Taking c = 〈xh,w〉L,h0/‖w‖
2
L,h0

, gives

2
|〈xh,w〉L,h0 |2

‖w‖2L,h0
≤
|〈xh,w〉L,h0 |2

‖w‖2L,h0
,

which is only possible if 〈xh,w〉L,h0 = 0, and therefore

〈xh,a〉HS = 〈xh, [h0]w〉HS = 〈xh,w〉L,h0 = 0.

It follows that xh ∈ ker(div)⊥ = Im(∇) by Remark 6.1.5, i.e. there exist u ∈ A such that xh = ∇u.
By subtracting a multiple of the identity from u, we may take u to be traceless. And if there exists
another traceless ũ ∈ A such that xh = ∇ũ, then ∇(u− ũ) = 0 so that u− ũ = α1 for some α ∈ C
by Theorem 6.1.7 and Remark 6.1.8 ((Φ)t≥0 is ergodic). But then α = Tr(u)− Tr(ũ) = 0 so that u
is then uniquely determined.

To show that in this case u is self-adjoint, we define the operator Lh0 on A by Lh0(a) = div([h0]~ω∇a).
A direct computation gives

Lh0(a) = div([h0]ω1∂1(a), ..., [h0]ω|J |∂|J |(a))) =
∑
j∈J

[
[h0]ωj (∂j(aj), v

∗
j

]
=
∑
j∈J

[
[h0]ωj ([vj , aj ]), v

∗
j

]
=
∑
j∈J

([h0]ωj (vja− avj))v∗j −
∑
j∈J

v∗j ([h0]ωj (vja− avj)).

Then using Lemma 6.1.13, we get

Lh0(a)∗ =
∑
j∈J

vj([h0]−ωj (a
∗v∗j − v∗ja∗))−

∑
j∈J

([h0]−ωj (a
∗v∗j − v∗ja∗))vj

=
∑
j∈J

([h0]−ωj (v
∗
ja
∗ − a∗v∗j ))vj −

∑
j∈J

vj([h0]−ωj (v
∗
ja
∗ − a∗v∗j )).

By the fact that {vj}j∈J = {v∗j }j∈J and that for all j ∈ J , ∆ρ(vj) = e−ωjvj and ∆ρ(v
∗
j ) = eωjv∗j ,

61



we may define j′ ∈ J by vj′ = v∗j so that ωj′ = −ωj . So continuing with the expression for Lh0(a)∗,

Lh0(a)∗ =
∑
j∈J

([h0]−ωj (v
∗
ja
∗ − a∗v∗j ))vj −

∑
j∈J

vj([h0]−ωj (v
∗
ja
∗ − a∗v∗j ))

=
∑
j∈J

([h0]−ωj′ (v
∗
j′a
∗ − a∗v∗j′))vj′ −

∑
j∈J

vj′([h0]−ωj′ (v
∗
j′a
∗ − a∗v∗j′))

=
∑
j∈J

([h0]ωj (vja
∗ − a∗vj))v∗j −

∑
j∈J

v∗j ([h0]ωj (vja
∗ − a∗vj))

= Lh0(a∗).

However, Lh0(u) = −ḣ(0) and since ḣ(0) is self-adjoint, we obtain div([h0]~ω∇u∗) = Lh0(u∗) =
Lh0(u)∗ = −ḣ(0). Now by the uniqueness of u, we see that u = u∗.

Theorem 6.2.3 allows us to define a Riemannian manifold (S+(A), g) for some Riemannian
metric g which we will show. Set m := dim(A). Let a1, ..., am−1 be an orthonormal set of self-adjoint
traceless elements in (A, 〈·, ·〉HS) such that the orthogonal complement of the identity is the span
of a1, ..., am−1. We can regard S+(A) as an m− 1 dimensional manifold with one coordinate map
u : S+(A)→ Rm−1 defined by

φ(h) = (Tr(a1h), ...,Tr(am−1h)).

This map is indeed a chart, because if φ(h1) = φ(h2), then 〈h1 − h2, ak〉HS for all k = 1, ...,m− 1.
But h1 − h2 ∈ span(a1, ..., am−1) so that 〈h1 − h2, h1 − h2〉HS = 0, or h1 = h2. If follows that
φ : S+(A)→ φ(S+(A)) ⊆ Rm−1 is a homeomorphism.

Let h0 ∈ S+(A). By Theorem 6.2.3, there is a one-to-one correspondence between the tangent
space Th0S+(A) and the set G := {∇u : u ∈ A, Tr(u) = 0 and u = u∗}. Henceforth, we will identity
the tangent space Th0S+(A) with G through Theorem 6.2.3.

Definition 6.2.4. Let h0 ∈ S+(A). Let h1(t), h2(t) be two smooth paths in S+(A) defined on
(−ε, ε) for some ε > 0 such that h1(0) = h2(0) = h0. We define the (complex) Riemannian metric
gL,h0 : Th0S+(A)× Th0S+(A)→ C by

gL,h0(ḣ1(0), ḣ2(0)) = 〈xh1 ,xh2〉L,h0 ,

where hi and xhi are uniquely related by Theorem 6.2.3 (i = 1, 2). We denote the norm with respect
to this metric by ‖ · ‖gL,h0 .

To show that gL,h indeed varies smoothly with h ∈ S+(A), we let φk(h) = Tr(akh) be the kth
coordinate function. We may define uk,h to be the unique traceless self-adjoint matrix in A such that
ak = −div([h]~ω(∇uk,h)) by choosing a smooth curve h(t) := h+ tak with h ∈ S+(A) and without
loss of generality we may assume that there exists an interval (−ε, ε) such that h(t) ∈ S+(A) for all
t ∈ (−ε, ε). It follows that ḣ(0) = −div([h]~ω(∇uk,h)). But, by orthonormality of {a1, ..., am−1}, the
corresponding coordinate of ḣ(0) is

lim
t→0

φ(h+ tak)− φ(h)

t
= lim

t→0

(Tr(a1(h+ tak)), ...,Tr(am−1(h+ tak)))− (Tr(a1h), ...,Tr(am−1h))

t

= lim
t→0

t(Tr(a1ak), ...,Tr(am−1ak))

t
= ek ∈ Rm−1,
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where ek is the kth is the standard unit vector of Rm−1. Hence, the kth coordinate basis vector
for ThS+(A) ' G is given by ∂

∂xk
= ∇uk,h (where we identified ThS+(A) with G through Theorem

6.2.3). Therefore, in this coordinate system, the k, l component of the metric tensor is given by

[gL,h]k,l = gL,h(∇uk,h,∇ul,h) = 〈∇uk,h,∇ul,h〉L,h =
∑
j∈J
〈∂j(uk,h), [h]ωj∂j(ul,h)〉HS.

Now by Lemma 6.1.13, the map h→ [h]ωj is C∞ for all j ∈ J . Consequently, gL,h is a C∞ function
of h ∈ S+(A) which is what we needed to show.

Definition 6.2.5. Let f : S+(A) → R be differentiable. The differential of f at h ∈ S+(A),

denoted by
δf

δh
(h), is the unique traceless self-adjoint element in A satisfying

lim
t→0

f(h+ ta)− f(h)

t
=

〈
a,
δf

δh
(h)

〉
HS

=

〈
δf

δh
(h), a

〉
HS

for all traceless self-adjoint elements a ∈ A.

In Chapter 2 we introduced gradient flows. For the sake of completeness, we introduce it again
as it will not hurt to repeat these concepts.

Definition 6.2.6. Let (M, g) be a Riemannian manifold and let f : M → R be continuously
differentiable. The Riemannian gradient of f at p ∈M , denoted by gradpf , is the unique tangent
vector in TpM satisfying the equation

d

dt

∣∣∣
t=0

f(γ(t)) = gp(gradpf, γ̇(0))

for all smooth curves γ : (−ε, ε)→M such that γ(0) = p.

Let (M, g) be a Riemannian manifold and let f : M → R continuously differentiable. Fix
p ∈M . Then one might ask for which smooth curve γ : (−ε, ε)→M with γ(0) = p the derivative
d
dt

∣∣
t=0

f(γ(t)) is as large or as small as possible. By the definition of the Riemannian gradient, we see
that we need to choose γ such that γ̇(0) and gradpf are linearly dependent. So essentially, gradpf
indicates the direction in which f increases and decreases most rapidly. The corresponding gradient
flow equation for strongest ascent associated to f is the flow induced by the differential equation

γ̇(t) = gradγ(t)f, γ(0) = p.

Similarly, the gradient flow equation for steepest descent associated to f is the flow induced by the
differential equation

γ̇(t) = −gradγ(t)f, γ(0) = p.

Now take f : S+(A) → R continuously differentiable. Let h ∈ S+(A). The identification of
ThS+(A) with G = {∇u : u ∈ A, Tr(u) = 0 and u = u∗} through Theorem 6.2.3 shows that we
can interpret the Riemannian gradient gradhf of f at h ∈ S+(A) with respect to the Riemannian
metric gL as the unique element in G satisfying

d

dt

∣∣∣
t=0

f(h(t)) = 〈gradhf,∇u〉L,h

for all smooth curves h(t) in S+(A) defined on (−ε, ε) for some ε > 0 with h(0) = h and
ḣ(0) = −div([h]~ω(∇u)) for some self-adjoint u ∈ A.
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Theorem 6.2.7. Let f : S+(A)→ R be a continuously differentiable function. The Riemannian
gradient gradhf of f at h ∈ S+(A) with respect to the Riemannian metric gL is given by

gradhf = ∇
(
δf

δh
(h)

)
.

Furthermore, the corresponding gradient flow equation (for steepest descent) is

ḣ(t) = div

(
[h(t)]~ω∇

δf

δh
(h(t))

)
.

Proof. Let h(t) be a smooth curve in S+(A) defined on (−ε, ε) for some ε > 0 with h(0) = h and
ḣ(0) = −div([h]~ω(∇u)) for some self-adjoint u ∈ A. Then, using the definitions,

〈gradhf, [h]~ω(∇u)〉HS = 〈gradhf,∇u〉L,h =
d

dt

∣∣∣
t=0

f(h(t)) = lim
t→0

f(h(t))− f(h(0))

t

= lim
t→0

f(h+ tḣ(0))− f(h)

t
=

〈
δf

δh
(h), ḣ(0)

〉
HS

= −
〈
δf

δh
(h),div([h]~ω(∇u))

〉
HS

=

〈
∇
(
δf

δh
(h)

)
, [h]~ω(∇u)

〉
HS

,

where the last equality follows from ∇ = −div† (Remark 6.1.5). In particular, we see that the

identity 〈gradhf, [h]~ω(∇u)〉HS =

〈
∇
(
δf

δh
(h)

)
, [h]~ω(∇u)

〉
HS

is path-independent. So by Theorem

6.2.3, we obtain 〈gradhf, [h]~ω(x)〉HS =

〈
∇
(
δf

δh
(h)

)
, [h]~ω(x)

〉
HS

for all x ∈ A⊕J and since [h]~ω

is invertible, we obtain gradhf = ∇
(
δf

δh
(h)

)
. The identification of G with TpS+(A) through

Theorem 6.2.3 shows that the corresponding gradient flow equation (for steepest descent) is

ḣ(t) = div

(
[h(t)]~ω∇

δf

δh
(h(t))

)
.

The relative entropy with respect to ρ ∈ S+(A) is the functional D(·||ρ) : S+(A)→ R defined by

D(h||ρ) = Tr(h(log h− log ρ)).

Applying Theorem 6.2.7 to D(·||ρ) yields:

Theorem 6.2.8. Let Φt = etL be an ergodic QMS on A that satisfies the ρ-DBC for ρ ∈ S+(A).
Then

d

dt
h(t) = L†(h(t))

is gradient flow for the relative entropy D(·||ρ) in the Riemannian metric gL canonically associated
to L through its representation in the form (4.1)/(4.2).
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Proof. For all traceless self-adjoint a ∈ A we have

lim
t→0

D(h+ ta||ρ)−D(h)

t
= lim

t→0

Tr [h log(h+ ta) + ta log(h+ ta)− h log(ρ)− ta log(ρ)]

t
−

lim
t→0

Tr(h log(h)− h log(ρ))

t

= lim
t→0

Tr[a(log(h+ ta)− log(ρ))] + lim
t→0

Tr[h log(h+ ta)− h log(h)]

t

= Tr(a(log h− log ρ)) + Tr(a)

= Tr(a(log h− log ρ)) = 〈log h− log ρ, a〉HS,

as lim
t→0

h log(h+ ta)− h log(h)

t
=

d

dt

∣∣∣∣
t=0

ϕ(t) = a with ϕ(t) := h log(h+ ta). Thus,

δ

δh
D(h||ρ) = log h− log ρ.

But then by Theorem 6.1.15, we obtain

ḣ(t) = L†(h(t)) ⇐⇒ ḣ(t) = −
∑
j∈J

∂†j
(
[h(t)]ωj∂j(log h(t)− log ρ)

)
⇐⇒ ḣ(t) = div ([h(t)]~ω∇(log h(t)− log ρ))

⇐⇒ ḣ(t) = div

(
[h(t)]~ω∇

(
δ

δh
D(h(t)||ρ)

))
.

So indeed,
d

dt
h(t) = L†(h(t)) is equivalent to the gradient flow equation for the relative entropy

D(·||ρ) by Theorem 6.2.7.
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7 Quantum Ornstein-Uhlenbeck semigroups

In this section we present some examples of quantum Markov semigroups with detailed balance.
The semigroups that we will discuss are motivated by quantum theory.

7.1 The infinite-temperature Fermi Ornstein–Uhlenbeck semigroup

Definition 7.1.1. Let n ∈ N∪{∞} and let q1, ..., qn be self adjoint operators on a finite-dimensional
Hilbert space H such that qiqj + qjqi = 2δi,j1 for all 1 ≤ i, j ≤ n. The equations qiqj + qjqi = 2δi,j1
are called the canonical anti-commutation relations (CAR) and the C∗-algebra generated by q1, ..., qn
is called a CAR algebra.

Fix n = 2m for some m ∈ N and let Cn be the (finite-dimensional) CAR-algebra generated by
some self-adjoint operators q1, ..., qn on a finite dimensional Hilbert space H. Define the (unique)
automorphism Γ : Cn → Cn by Γ(qi) = −qi for all j = 1, .., n and define w ∈ Cn by

w = im
2m∏
j=1

qj .

Since the operators iq2j−1q2j are self adjoint and unitary for all j = 1, ...,m by the canonical
anti-commutation relations and they commute with each other, it follows that w is also self-adjoint
and unitary. Moreover, Γ is given by

Γ(a) = waw = w∗aw = waw∗ for all a ∈ Cn

as wqjw = −qj for all j = 1, ...n (use that w and qj anti-commute and w2 = 1). For a multi-index
α = (α1, ..., αn) ∈ {0, 1}n (and in this context α is also called a fermion multi-index ), we define

qα = qα1
1 . . . qαnn and |α| :=

n∑
j=1

αj .

Now also define

L : Cn → Cn, L(a) =
1

2

n∑
j=1

(qjΓ(a)qj − a) and

vj := iwqj , j = 1, ..., n.

By a direct computation,

L(qα) =
1

2

n∑
j=1

(qjΓ(qα1
1 ) · · ·Γ(qαnn )qj − qα) =

1

2

n∑
j=1

(
(−1)|α|qjq

αqj − qα
)

=
1

2

∑
j:αj=1

(−qα − qα) = −|α|qα.

Hence, −L is called the fermion number operator. Note that vj is self-adjoint and unitary since w
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and qj anti-commute for each j. In particular, v2
j = 1 so that

L(a) =
1

2

n∑
j=1

(qjΓ(a)qj − a) =
1

2

n∑
j=1

(qjwawqj − a) =
1

2

n∑
j=1

(vjavj − a)

= −1

4

n∑
j=1

(2a− 2vjavj) = −1

4

n∑
j=1

(v2
ja− vjavj − vjavj + av2

j )

= −1

4

n∑
j=1

(vj [vj , a]− [vj , a]vj) = −1

4

n∑
j=1

[vj , [vj , a]].

By making the substitution vj → 1
2vj , we see that L has the expression as in Remark 4.4.2. Thus,

Φt = etL is a QMS satisfying the dim(H)−11-DBC by Theorem 4.4.1 and we refer to it as the
infinite-temperature Fermi Ornstein–Uhlenbeck semigroup.

7.2 The finite-temperature Fermi Ornstein–Uhlenbeck semigroup

Let {q1, .., qm, p1, ..., pm} be a set of self-adjoint operators acting on some Hilbert space that
satisfy CAR:

qjqk + qkqj = pjpk + pkpj = 2δj,k1 and qjpk + pkqj = 0 for all 1 ≤ j, k ≤ m.

Denote C2m as the CAR-algebra generated by q1, .., qm, p1, ..., pm. Define the operators

zj :=
1√
2

(qj + ipj) for j = 1, ...,m.

It immediately follows that for all 1 ≤ j, k ≤ m,

zjzk + zkzj =
1

2
((qj + ipj)(qk + ipk) + (qk + ipk)(qj + ipj))

=
1

2
(qjqk + iqjpk + ipjqk − pjpk + qkqj + iqkpj + ipkqj − pkpj) = 0, and

zjz
∗
k + z∗kzj =

1

2
((qj + ipj)(qk − ipk) + (qk − ipk)(qj + ipj))

=
1

2
(qjqk − iqjpk + ipjqk + pjpk + qkqj + iqkpj − ipkqj + pkpj) = 2δj,k1.

Define

rj :=
1

2
z∗j zj and r⊥j :=

1

2
zjz
∗
j for j = 1, ...,m.

Then rj is a projection since r2
j = 1

4(z∗j zj)(z
∗
j zj) = 1

4(2 − zjz
∗
j )z
∗
j zj = 1

4

(
2z∗j zj − zj(z∗j )2zj

)
=

1
2z
∗
j zj = rj as (z∗j )2 = 0 and it is clear that r∗j = rj . Similarly, r⊥j is a projection and rj and r⊥j are

mutually orthogonal (as the notation already suggests) since z2
j = (z∗j )2 = 0.

Now, using zjz
∗
k + z∗kzj = 2δj,k1 and z2

j = (z∗j )2 = 0, we have

zjrj = r⊥j zj = zj and rjzj = zjr
⊥
j = 0.

Furthermore, for all j 6= k,

rkzj =
1

2
z∗kzkzj = −1

2
z∗kzjzk =

1

2
zjz
∗
kzk = zkrk and similarly zjr

⊥
k = r⊥k zj .
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In the same vein, the set {r1, ...rm, r
⊥
1 , ..., r

⊥
m} is a set of commuting projections.

For any set of m real numbers {µ1, ..., µm} ⊆ R and any β > 0 (β in interpreted as the inverse
temperature), we define the free Hamiltonian h and Gibbs state σβ by

h =
m∑
j=1

µjrj and σβ =
1

Tr(e−βh)
e−βh.

Since r1, ..., rm are commuting projections, we note that e−βh =
∏m
j=1 e

−βµjrj =
∏m
j=1

(
e−βµjrj + r⊥j

)
where in the last equality we used functional calculus and the fact that the spectrum of rj is {0, 1}.
Hence,

∆σβ (zk) =

 m∏
j=1

(
e−βµjrj + r⊥j

) zk
 m∏
j=1

(
eβµjrj + r⊥j

)
=
(
e−βµkrk + r⊥k

)∏
j 6=k

(
e−βµjrj + r⊥j

) zk
∏
j 6=k

(
eβµjrj + r⊥j

)(eβµkrk + r⊥k

)

=
(
e−βµkrk + r⊥k

)
zk

∏
j 6=k

(
e−βµjrj + r⊥j

)∏
j 6=k

(
e−βµjrj + r⊥j

)(eβµkrk + r⊥k

)
=
(
e−βµkrk + r⊥k

)
zk

(
eβµkrk + r⊥k

)
= rkzkrk + e−βµkrkzkr

⊥
k + eβµkr⊥k zkrk + r⊥k zkr

⊥
k

= eβµkzk,

where we used that r1, ..., rm, r
⊥
1 , ..., r

⊥
m commute with each other, the third equality is because zk com-

mutes with rj and r⊥j for j 6= k, the fourth equality is the fact that
(
e−βµjrj + r⊥j

)(
eβµjrj + r⊥j

)
=

rj + r⊥j = 1 for all j and the last equality comes from zkrk = r⊥k zk = zk and rkzk = zkr
⊥
k = 0.

For each j = 1, ...,m, qjpj commutes with both qk and pk for all k 6= j by CAR and iqjpj is
self-adjoint and unitary also by CAR. Consequently, as in the previous subsection,

w := im
m∏
j=1

qjpj

is also self-adjoint and unitary. Note that w commutes with every even element in C2m. In particular,
w commutes with rj and r⊥j for all j. Therefore, ∆σβ (wzk) = eβµkwzk by a similar computation as

before and it directly follows that ∆σβ (z∗kw) = e−βµkz∗kw.

Define the operators

vj = wzj for j = 1, ...,m.

Then the set {v1, ..., vm, v
∗
1, ..., v

∗
m} satisfies properties (3) and (4) of Theorem 4.4.1 so that Lβ

defined by

Lβ(a) =
1

4

m∑
j=1

[
eβµj/2

(
v∗j [a, vj ] + [v∗j , a]vj

)
+ e−βµj/2

(
vj [a, v

∗
j ] + [vj , a]v∗j

)]
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is the generator of a QMS Φt = etLβ that satisfies the σβ-DBC by Theorem 4.4.1. The QMS Φt = etLβ

is called the finite-temperature Fermi Ornstein–Uhlenbeck semigroup. The justification of calling it
the finite-temperature Fermi Ornstein–Uhlenbeck semigroup is because in the infinite temperature
limit, that is when β → 0, we recover the infinite-temperature Fermi Ornstein–Uhlenbeck semigroup:

Proposition 7.2.1. Adopt the foregoing definitions. Then, for all a ∈ C2m,

lim
β→0

Lβ(a) = −1

4

m∑
j=1

([
vj , [v

∗
j , a]

]
+
[
v∗j , [vj , a]

])
=

1

2

m∑
j=1

(qjΓ(a)qj + pjΓ(a)pj − 2a),

where Γ : Cn → Cn is the automorphism defined by Γ(a) = waw.

Proof. By a direct computation, we obtain

lim
β→0

Lβ(a) =
1

4

m∑
j=1

(
v∗j [a, vj ] + [v∗j , a]vj + vj [a, v

∗
j ] + [vj , a]v∗j

)
=

1

4

m∑
j=1

(v∗javj − v∗j vja+ v∗javj − av∗j vj + vjav
∗
j − vjv∗ja+ vjav

∗
j − avjv∗j )

= −1

4

m∑
j=1

(vjv
∗
ja− vjav∗j − v∗javj + av∗j vj + v∗j vja− v∗javj − vjav∗j + avjv

∗
j )

= −1

4

m∑
j=1

(vj [v
∗
j , a]− [v∗j , a]vj + v∗j [vj , a]− [vj , a]v∗j )

= −1

4

m∑
j=1

([
vj , [v

∗
j , a]

]
+
[
v∗j , [vj , a]

])
.

Remember that zj = 1√
2
(pj + iqj), so that Γ(zj) = −zj . Using this and the definitions,

[vj , [v
∗
j , a]] = vjv

∗
ja− vjav∗j − v∗javj + av∗j vj

= wzjz
∗
jwa− wzjaz∗jw − z∗jwawzj + az∗jw

2zj

= Γ(zjz
∗
j )a− Γ(zjaz

∗
j )− z∗jΓ(a)zj + az∗j zj

= zjz
∗
j a− zjΓ(a)z∗j − z∗jΓ(a)zj + az∗j zj

= 2r⊥j a−
1

2
((pj + iqj)Γ(a)(pj − iqj) + (pj − iqj)Γ(a)(pj + iqj)) + 2arj

= 2r⊥j a+ 2arj −
1

2
(2pjΓ(a)pj + 2qjΓ(a)qj)

= 2r⊥j a+ 2arj − pjΓ(a)pj − qjΓ(a)qj .

By a similar computation, we also have

[v∗j , [vj , a]] = 2rja+ 2ar⊥j − pjΓ(a)pj − qjΓ(a)qj .

Hence,

−1

4

m∑
j=1

([
vj , [v

∗
j , a]

]
+
[
v∗j , [vj , a]

])
= −1

4

m∑
j=1

(
2(rj + r⊥j )a+ 2a(rj + r⊥j )− 2pjΓ(a)pj − 2qjΓ(a)qj

)
=

1

2

m∑
j=1

(qjΓ(a)qj + pjΓ(a)pj − 2a) .

69



References

[1] R. Alicki. On the detailed balance condition for non-hamiltonian systems. Reports on Mathe-
matical Physics, 10(2):249–258, 1976.
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