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Abstract 
Introduction: Potentials measured at the epicardial surface contain information regarding the 

conductive properties of the atrial tissue. The current lack of morphological categorization during atrial 

fibrillation (AF) provokes the usage of unsupervised learning methods to evaluate time series 

electrograms across the atrial surface. Analysis of regional potential morphology increases insight in 

individual tissue characteristics, possibly aiding in future selection of patients with AF benefitting from 

additional treatment with. 

Methods: single potentials (SP) are extracted from four defined regions: right atrium (RA), left atrium 

(LA), pulmonary veins (PV) and Bachmann’s bundle (BB). The methods are divided in two parts. In part 

one, the clusters are determined. Choice of algorithm, evaluation of distance metrics and evaluation 

in reduced dimensionality are performed sequentially to determine the eventual clustering setup. The 

clustering setup is repeated for different types of input data, originating from different regional 

structures (all four regions, solely LA and solely the RA) to avoid deterioration of cluster formation 

from single region(s). In the second part, the clusters are adapted to evaluate morphological 

characteristics in the included regions.  

Results: Data from a total of 23 patients was used, containing 128 files and 468588 SPs. K-means using 

the first 8 principal components was deemed the most suitable clustering method with the current 

data, identifying a total of five clusters. The clusters showed evident different morphology, mostly 

distinguishable by RS-ratio and potential duration. RA showed a predominant S to an RS-wave pattern, 

comparable to PV. Both showed similar contribution of fast and slow S-wave morphology. LA showed 

a RS to R-wave morphology. The cluster showing a slow S-wave morphology was substantially 

increased across BB compared to other regions but also when compared to other clusters in BB.  

Conclusion: Looking at spatial cluster occurrence through an RS-ratio perspective, the beforehand 

expected deviation from AF compared to sinus rhythm (SR) was not observed. The observed pattern 

during AF suggests more elaborate contribution of atrial tissue than often targeted in current daily 

practice. The methodology and defined groups of potentials facilitate evaluation of potential 

morphology at an individual level. Translation to an endocardial perspective could assist in selecting 

patients eligible for additional treatment when technologically feasible. Future research should be 

focused on including potentials containing multiple deflections and estimation of progression state of 

the atrial tissue.  
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List of abbreviations 
 

AF Atrial fibrillation 

SR Sinus rhythm 

ML Machine learning 

AI Artificial intelligence 
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SDP Short double potential 

LDP Long double potential 
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9 Introduction 

Introduction 
Atrial fibrillation (AF) is the most common cardiac arrhythmia. Lots of provoking factors for the 

development of AF have been identified. Examples are hypertension, diabetes and smoking (1, 2). The 

most important contributor to the development of AF is age. Especially ages above 65 show increased 

susceptibility to develop AF (3). Although not a directly fatal arrhythmia, its presence is associated with 

increased risk of stroke (1, 4), myocardial infarction (5, 6) , heart failure (7) and mortality (8). Current 

prevalence of AF is estimated around 9 million in Europe. However it is expected that the prevalence 

will be more than doubled by 2060 (9). The increased risk at morbidity and mortality combined with 

the expected increasing prevalence underlines the need for adequate management of AF. The ability 

to adequately treat patients with AF greatly relies on understanding the underlying 

electrophysiological mechanism of the arrhythmia.  

I. Atrial fibrillation mechanisms  
Multiple theories regarding the mechanisms for the perpetuation of AF have been proposed. Three 

major hypotheses are linked to the perpetuation in AF: rotors or ectopic foci, the presence of multiple 

simultaneously present wavelets across the atrial surface and asynchrony of the endocardium and 

epicardium facilitating possibility for reentrant circuits (10-13).  

Ablation strategies attempt to eliminate AF by targeting the arrhythmic substrate. However, no 

consensus regarding a ground truth of characteristics of arrhythmic substrate is defined. Hence, results 

of different ablation therapies are currently unsatisfactory (14, 15). A possible explanation to the 

disappointing success rates of ablation procedures might be the co-existence of multiple mechanisms. 

Besides, AF has a progressive nature due to remodeling of atrial tissue during the arrhythmia (16). The 

longer AF is present, the more the conductive properties of the cardiac tissue will deteriorate and the 

more resistant the arrhythmia becomes to therapy.  

II. Potential morphology characterization 
The co-existence of multiple mechanisms causes variability in potentials between different patients. 

The observed potential at the surface can be regarded as the sum of all activity of the underlying 

cardiac cells. Therefore, potential morphology might yield information regarding the state of the 

underlying pathophysiological mechanisms. During ablation procedures, inspection of the atrial tissue 

characteristics is performed by an endocardial approach. These electrophysiological procedures are 

limited by atrial luminal size (17). Performing thoracic surgery provides the opportunity for detailed 

investigation of the atrial surface (18).  

Konings et al. divided potentials according to the number of deflections and their respective intervals 

(19). However, other contributing factors can be used to further characterize potentials like slope, 

amplitude and RS-ratio (20, 21). Besides, characteristics cannot be regarded independently. For 

instance, a higher grade of fractionation directly resulted in reduced amplitude during sinus rhythm 

(SR) (22). 

III. Regional analysis  
Potential characteristics can differ between patients, but significant changes in morphology can be 

observed across different areas of the atrial tissue as well. During SR, significant differences in RS-ratios 

are observed when analysing single potentials (SP) (20, 21). However, distinct descriptions of 

(localized) morphologies of the atrial complexes are lacking during AF. Studies have shown an 

increased number of simultaneous waves innervating the tissue, an increased number of fractionated 

potentials, more conduction block and a slower conduction velocity with longer sustained AF (23, 24). 

During AF, the activation pattern of the myocardium is therefore expected to be more complex, with 
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more diverting potential morphology compared to SR. Analysis of SP morphology might therefore 

enhance understanding of tissue characteristics.  

IV. Clustering analysis  
Categorization regarding epicardial potential morphology during AF is yet to be been established in 

literature. The lack of consensus sparks the opportunity of adapting a unsupervised learning 

methodology to investigate the morphological structures present in electrograms observed at the 

atrial surface. Attempts have been performed using bipolar electrograms (25-27). Besides the bipolar 

nature of the electrograms, these methods are targeted towards finding the atrial substrate rather 

than describing electrogram morphology. Furthermore, current publications often use 

parameterization of the signal. Even more information might be retained in the raw signal. Hence, 

clustering of time series potentials might be of added value for describing the morphology of potentials 

occurring at the atrial surface during AF.  

V. Goal 
The goal of this thesis is to analyze the morphologies of (single) potentials occurring at the atrial 

epicardial surface during AF. The first objective is determining the observed clusters from the 

electrograms. Subsequently, the observed clusters can be utilized to evaluate patterns across the atrial 

surface. Gaining insight into individual tissue characteristic across the atrial surface might aid in 

selecting patients eligible for treatment and patients which are not. In this sense, classification of atrial 

epicardial potentials can aid as a diagnostic tool. Translation to endocardial unipolar high-resolution 

mapping in the future could reduce the threshold for diagnostic opportunities in patients. 

Thesis outline 
Chapter 1 covers the introduction to the project with the according goal to reach. Chapter 1 also 

describes the relevant background regarding the clinical and technical concepts which are passed in 

the thesis. Chapter 2 covers the methodology of the performed research. Chapter 3 covers the results 

of the thesis. Both chapter 2 and 3 are split in two parts along the way for the sake of clarity. The first 

part covers the method and results of the cluster determination. The second part of both chapters 

covers the method and results of the spatial cluster occurrence. In chapter 4, both objectives are 

merged into the discussion section and the thesis is concluded. An additional chapter (chapter 5) 

covers the appendices of the thesis.  

 

 

 

 

 

 

 

 

Note: figures supplied with an asterisks (*) after the corresponding figure number contain components 

originating from Servier Medical Art  (http://smart.servier.com/), licensed under a Creative Commons 

Attribution 3.0 Unported License (https://creativecommons.org/licenses/by/3.0/).  
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Background 
I. Cardiac anatomy 
The heart serves as the pump for the supply of blood through the body. The heart contains four 

chambers. The chambers are divided by its position on the left or right site of the heart. The upper 

chambers are referred to as the atria, whilst the bottom chambers are referred to as the ventricles. 

The left and right side of the heart are separated by a septum. Remaining closure of the chambers is 

achieved through four valves. The valves between the atria and the ventricles are specified as the 

atrioventricular valves: the mitral and the tricuspid valve. The valves between the ventricles and their 

corresponding arteries are called the semilunar valves: the aortic and the pulmonary valve. An 

overview of the valves is shown on the left side of the Figure 1. The tricuspid valve separates the right 

atrium from the right ventricle. From the right ventricle, the blood is pumped through the pulmonary 

valve into the pulmonary artery. The left atrium is separated from the left ventricle by the mitral valve. 

The left ventricle pumps the blood towards the rest of the body through the aorta, passing the aortic 

valve.  

Cardiac tissue contracts in a coordinated way to permit movement of the blood through the heart 

chambers. Movement into the right direction is facilitated by the cardiac valves, which all function as 

unidirectional valves. This is shown at the right site of the Figure 1. In the phase 1, the left and right 

atrium are filled with blood originating from the lungs and the rest of the body, respectively. After 

filling of the atria, cardiac tissue contracts. The contractile function of the cardiac tissue increases the 

pressure in the atria. Once the pressure in the atria surpasses the pressure in the ventricles, the 

atrioventricular valves open to allow flow of blood through the ventricles (shown in phase 2 and 3). 

Once the ventricles are filled, contraction of ventricular tissue is initiated. The atrioventricular valves 

close and semilunar valves open, forcing the blood to flow through either the pulmonary artery or the 

aorta (as shown in phase 4). This is also referred to as systolic phase of the cardiac cycle. Phase 1 to 3 

represent the diastolic phase.     

 

Figure 1*: Valvular anatomy in the heart. The figure on the left the valvular positions from a frontal view. The encircled 
component shows a transversal view of valvular positions. The ventral site of the patient is at the bottom of the figure. The 
figure on the right shows opening of the semilunar valves and atrioventricular valves during the different components of the 
heart cycle. The green area represents opening of the respective valves, whilst the red area represents closure of the respective 
valves. RA represents the right atrium, RV represents the right ventricle, LA represents the left atrium, LV represents the left 
ventricle, TV represents the tricuspid valve, MV represents the mitral valve, PV represents the pulmonary valve, AV represents 
the aortic valve, AVV represents the atrioventricular valves, SV represents the semilunar valves. 
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Contractile dysfunction or valvular dysfunction can both cause inadequate movement of blood, 

restricting the supply of nutrients to other parts of the body. Furthermore, both factors have 

substantial interplay. Valvular dysfunction can cause eventual contractile dysfunction. For example, 

valvular dysfunction has been associated with increased risk of AF (28, 29). Vice versa, contractile 

dysfunction can cause eventual valvular dysfunction. The reduced (ventricular) contractile dysfunction 

can cause ineffective closure of the valve. Mitral valve regurgitation is a common complication 

following reduced contractile dysfunction due to myocardial infarction. Hence, both components are 

vital for adequate delivery of oxygen and nutrients.  

II. Electrophysiology 

A. Conduction system  

Valvular function is a mostly passive mechanism, its opening and closure is coordinated by respective 

pressure differences between the spaces it is separating. However, the contractile ( orpump) function 

of the heart is a highly controlled mechanism consisting of a segment generating pulses which are 

transported through conductive paths across the cardiac tissue. Regular conduction starts in the 

sinoatrial node (SAN), located superiorly in the right atrium (RA). The pulses travel across the atrial 

tissue towards the atrioventricular node (AVN). The left atrium (LA) is connected to the RA through a 

specialized cardiac structure called Bachmann’s bundle (BB) (30). Cardiac cells are electrically coupled 

through gap junctions. Innervation of a single cell of the heart will therefore result in innervation of all 

tissue. Hence cardiac tissue behaves as a functional syncytium. Atrioventricular valves are anchored 

using a fibrotic skeleton. Besides the help in permitting flow of blood in the preferred direction, the 

fibrotic skeleton also provides electric isolation between the atria and the ventricles of the cardiac 

system (31). The sole passage between the two structures is the AVN. Upon arrival at the AVN from 

the atria, the propagation is delayed, allowing the ventricles to be filled during atrial contraction 

without counteraction from ventricular contractile activity. The ventricular conduction system ensures 

high-speed conduction to allow simultaneous contraction of all ventricular tissue. The systems consists 

of the His bundle after which the impulses are separated into a left and a right ventricular bundle. Both 

bundles debouch in Purkinje fibers, innervating surrounding (ventricular) myocardial tissue, the 

conductive pathways across the heart are displayed in Figure 2.  

 

Figure 2*: Cardiac conduction system, the different structures are color-coded. 
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B. The action potential  

Inactivated cardiac cells contain a negative transmembrane potential. Activation of a cardiac cell is 

achieved when the increase of intracellular electric charge causes the transmembrane potential to 

surpass a certain threshold. Increase of intracellular electric charge can be achieved by influx of ions 

through a neighboring cardiac cell. Activation of a cardiomyocyte, resulting in a temporary change of 

transmembrane potential, is called the action potential. The action potential is generated by timed 

opening and closing of ion channels (Na+ , Ca2+ and K+) across the membrane, divided into five phases. 

Phase 4, also called the resting state, represents the inactivated cell. Once activated, rapid opening of 

Na+ channels results in steep increase of the transmembrane potential (phase 0). In phase 1, K+ 

channels open causing outflow of potassium. This is shown by a reduction of the transmembrane 

potential. Once the Ca2+ channels open, the transmembrane potential is stabilized. This is referred to 

as phase 2 (or the plateau phase). In the last phase of the action potential, the flow of potassium out 

of the cell causes the transmembrane potential to returns to its original value. Once a cardiac cell is 

activated, additional activations are ineffective in producing a new action potential (phase 0 to 2). This 

period is declared as the effective refractory period. At the end of the plateau phase, it is possible for 

a new stimulus to initiate a new action potential. However, if a new action potential is initialized before 

reaching the resting potential, the new action potential will be smaller in amplitude. This period is also 

called the relative refractory period. An overview is provided in Figure 3. 

 

Figure 3: Action potential, divided into the predefined phases. Figure adapted from (32). 

C. Atrial fibrillation 

The automaticity of the SAN generates action potentials which are transported through the cardiac 

tissue as specified earlier. Heart rhythm originating from the SAN has the appurtenant name: SR. AF is 

characterized by chaotic activity of the atria of the heart. Pulses are no longer originating from the 

SAN. Another focus or multiple foci can cause the innervation across the atria, characterized by beat-

to-beat changes. Different timing of waves arriving at the AVN causes variability in intervals between 

ventricular beats. The chaotic atrial activity causes disappearance of the p-wave on the 

electrocardiogram (ECG). The ECG is further characterized by variation in ventricular beat intervals, as 

shown in Figure 4.    
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Figure 4: ECG recordings of SR (upper panel) and AF (lower panel). 

AF is thought to be an extensive interplay between a trigger and a substrate necessary to perpetuate 

the arrhythmia. First episodes of AF are thought to be results from atrial extrasystolic beats. However, 

AF has a progressive nature due to contractile, electrical and structural remodeling of the atrial tissue 

arises during AF (16). Altered cellular Ca2+ handling can be thought to play a major role in remodeling 

of the atrial tissue. The altered Ca2+ concentrations shortens the effective refractory period, eventually 

leading to shorter cycle lengths and increased susceptibility to reentrant circuits (33). Furthermore, 

decreased Ca2+ concentrations cause decrease of contractile function of the atrial tissue. This is 

accompanied by degeneration of the contractile elements (sarcomeres), eventually leading to atrial 

tissue stretch Ca2+ (34). Atrial stretch creates space for structural remodeling with loss of cellular 

coupling (connexin proteins) and fibrosis (35, 36).  Although electrical remodeling is shown to be 

recovering after up to years of sustained arrhythmic episodes, structural remodeling does not appear 

to share these recovering properties (37). Therefore, with sustained AF, the arrhythmia transforms 

from trigger induced to substrate mediated overtime. The longer AF is sustained, the more resistant it 

becomes to therapy (38). To differentiate between patients with different stages of remodeled tissue, 

AF is currently categorized based on time from the first recorded episode (39). Paroxysmal AF (PAF) is 

described as AF terminating within 7 days, spontaneously or by intervention.  Persistent AF (PeAF) is 

described as continuous AF, sustained for more than 7 days. PAF becomes long-standing persistent AF 

(LSPAF) when AF is sustained for longer than 12 months. When the goal of restoring to SR is no longer 

pursued, AF is referred to as permanent AF (PerAF). 

Recent reports regarding AF epidemiology report a 31% higher incidence compared to a decade ago, 

accompanied by a 33% increase in prevalence over the past 20 years (40). The observed increase in 

suffering from AF is expected to increase in the upcoming decades as well (9, 40). Age is one of the 

most prominent risk factor for the development of AF. Furthermore, prevalence of longer sustained 

AF is higher at increased age (41-43). Coherent with increasing lifetime expectancy, it is expected that 

AF will contribute to become an even greater healthcare burden in the future.  

III. Cardiac tissue mapping  

A. Bipolar and unipolar mapping 

Electrodes are capable of measuring the extracellular current when placed on the cardiac surface. A 

configuration of multiple electrodes simultaneously capturing activity along the surface of the cardiac 

tissue to allow identification of spatio-temporal characteristics, is referred to as cardiac mapping. 

Cardiac mapping is usually performed in a unipolar or bipolar fashion. To derive a potential over time, 

two measurement points are always required. In bipolar measurements, the potential is derived 

between two closely spaced electrodes. In unipolar measurements, one electrode captures activity at 



 

 

15 Background 

the site of interest, while the other electrode is positioned remotely. The remote electrode functions 

as an indifferent electrode.  

Both methods have their respective advantages and disadvantages. In unipolar electrograms, the 

global activation of the underlying cardiac tissue is recorded. The gained advantages are direction-

independent electrograms and reduced requirement for intimate contact to record the electrograms. 

However, unipolar electrograms are sensitive to remote activation. Ventricular activity interferes the 

electrograms recorded from local atrial tissue activity (known as far-field activity). In bipolar 

electrograms, the close proximity of the electrodes causes far-field activity to be simultaneously 

present on both of the recording electrodes. The subtraction causes effective cancellation of far field 

interference. Furthermore, other sources of noise causes further contamination of unipolar 

electrograms (44), which can be effectively reduced using bipolar recordings. Usage of bipolar 

electrograms does introduce direction dependency and the increased requirement for substantial 

contact. The potential determination and direction dependency are visualized in Figure 5.  

Both methods show their own assets in cardiac tissue mapping and provide complementary 

information. However, the effective cancellation of noise causes endocardial electrophysiological 

procedures to be performed mainly using bipolar electrograms (45).  

 

Figure 5: Direction dependency when using bipolar potentials. The electrode configuration is shown in the top right. The solid 
line represents the left electrode, the dotted line represents the right electrode. The bipolar electrodes are calculated by 
subtracting the right from the left electrode. The labelled black dots indicate measurement sites. Number 1 shows the 
temporal alignment of the two unipolar electrodes. Number 2 shows the resulting bipolar electrogram. When the wave enters 
from a transversal plane to the electrode configuration, the deflection will not be registered using bipolar measurement 
(measurement B and D). When the wave enters from a plane parallel to the electrode configuration, the bipolar electrogram 
polarity depends on the origination site of the wave (see measurement A and B). Using unipolar electrograms, measurement 
on any of the indicated locations will result in the same recorded electrogram.  
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B. Potential morphology  

A propagating action potential causes changes in the charge of the extracellular space. In front of the 

propagating wave, the intracellular potential is more negative with respect to the extracellular 

potential, leading to a negative transmembrane potential. This is followed by influx of current through 

the intracellular gap junctions. The resulting increase in transmembrane potential causes influx of 

current from the extracellular space. In this way, a propagating wave can be regarded as a propagating 

bipole (45, 46). The potential in the extracellular space is positive in front and negative behind the 

propagating action bipole. Hence, an increase in the recorded potential voltage will appear when the 

wavefront is approaching the electrode (R-wave) and a decrease in potential voltage will be produced 

when the wavefront is leaving the electrode (S-wave). The activation of the tissue underneath the 

electrode is clearly visible by a steep deflection from the R-wave to the S-wave, refered to as the local 

activation time (LAT). Summation of all activity from the cardiomyocytes (all bipoles) generates the 

observed potential (21). An example is displayed in the left panel of Figure 6.  

In accordance with the theory of the generation of the deflection, different R-wave and S-wave can be 

observed based on site where the wavefront is initialized. During SR, origination will be from the SAN. 

Hence, a S-wave pattern is to be expected in potentials recorded near the SAN. At sites where the 

wavefront terminates, a R-wave pattern can be expected (21). However, the potential can be further 

described by the amplitude and the slope (47). As mentioned, the potential is generated by the sum 

of all underlying bipoles. The amplitude is dependent on the volume of activated tissue. Low voltage 

amplitude regions are regions showing little electrical activity. These sites are regarded as potential 

arrhythmogenic substrate and therefore these regions are often targeted in ablation strategies, 

especially in PAF (48). Furthermore, areas of slow conduction show lower slopes and amplitudes (49). 

The delayed slope is the result of a slower propagation wave. The reduced amplitude results from the 

lowered amount of tissue activated synchronously. 

Previously described potentials are applicable if all cardiac tissue is innervated in a synchronous 

matter. Remodeling of atrial tissue decreases the conductive abilities, causing asynchronous activation 

of different groups of myocardial tissue underneath the electrode. The asynchronous activation is 

represented in the electrogram by a potential showing multiple deflections. The deflections have been 

categorized by Konings et al. (19) based on the number of deflections and their respective intervals: 

SP, short double potentials (SDP, two deflections, interval < 15 ms), long double potentials (LDP, two 

deflections, interval ≥ 15 ms) and fractionated potentials (FP, more than two defection). Examples of 

the different types of potentials is displayed in Figure 6.  

 

Figure 6: Types of unipolar potentials. The vertical dotted lines represent the LATs. The potential with the steepest deflection 
is refered to as the primary deflection (red dotted lines). The other deflections are refered to as the secondary deflections (blue 
dotted lines). 
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IV. Unsupervised learning 
Machine learning (ML) falls under the elaborate field of artificial intelligence (AI). AI refers to systems 

mimicking problem-solving and autonomous decision making analogous to the human mind. ML 

attempts to learn models by learning from a set of input data, without the need of explicit 

programming of the model. Two major branches of ML are supervised and unsupervised ML.  

In supervised learning, a set of decision rules is constructed based on a set of training data, supplied 

with labels. The performance of the eventual decision rules can be evaluated through a set of test data. 

The newly formed decision rules are applied to predict new labels of the test data. Comparison of the 

predicted labels to the true labels results in an estimation of the error. The model can be improved 

iteratively to minimize the error of the created model. Supervised ML algorithms can be of added value 

in medicine for increasing diagnostic and prognostic abilities. Examples from multiple fields have 

shown promising results from the usage of supervised ML methods, aiding in early or improved 

diagnosis (50, 51). Furthermore, the growing computational capabilities give rise to the necessity of 

(partly) automatic interpretation of data. Applicable fields of interest could be automatic sleep staging 

using polysomnographic measurements and automatic arrhythmia detection from the ECG (52, 53).  

In unsupervised learning, the data is not accompanied by predefined labels. Hence, the model cannot 

be evaluated through comparison of the predicted labels with the true labels. Similarity between 

samples in the datasets are explored to find patterns in the given input data. Unsupervised learning is 

mostly fitted for clustering analysis or detection of anomalies. Although fields of applications are less 

obvious than supervised ML, unsupervised ML methods can be adopted to evaluate patterns in yet to 

be defined subgroups. A highly suitable topic is genetics (54).  
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Methods  
I. Study population 
Data of epicardial mapping procedures during open heart surgery are collected. Motives for open heart 

surgery amongst included data were: coronary artery disease (resulting in coronary artery bypass 

grafting, or CABG, surgery), mitral valve disease (MVD) and aortic valve disease (AVD). Data is 

originates from the Halt & Reverse study and the QUASAR study (55, 56). Approval for the studies has 

been granted by the local medical ethical committee of Rotterdam : METC: 2014-393 and 2010-054, 

respectively. Written informed consent was collected for all participants.  

Patient characteristics were retrieved through medical records. Patient characteristics were: age, BMI, 

hypertension, diabetes mellitus, dyslipidemia, AF subtype, type of surgery and usage of anti-

arrhythmic drugs. One additional type of AF is not described in the clinically handled categorization. 

For patients in SR without contradictory indications, an attempt to induce AF was performed trough 

bipolar epicardial pacing. Contradictory indications for the induction of AF were: Wolff-Parkinson-

White syndrome, decreased left ventricular function (ejection fraction <40%), presence of cardiac 

assist devices, usage of inotropic agents and either kidney or liver failure. In case of successful 

induction within a patient without prior history of AF, it was indicated as acute atrial fibrillation (AAF). 

II. Mapping procedure 
Mapping was performed in the perioperative setting. Surface ECG lead I was extracted by placing 

electrodes on both shoulders. Mapping was performed before the patient was connected to 

extracorporeal circulation, patients were under general anesthesia. Atrial potentials are recorded 

using a 24 by 8 array (192 electrodes) or 16 by 8 array (128 electrodes) of unipolar electrodes, both 

with an inter-electrode distance of 2 mm. To perform unipolar measurements, a steel wire was 

connected to the subcutaneous tissue of the thoracic cavity. The reference electrode consisted of a 

temporal bipolar electrode connected to the RA free wall (18, 57). Multiple regions were recorded, as 

shown in the Figure 7. The number of measurements varies depending on atrial size. A description of 

anatomical landmarks serving as reference for mapping positions is described by Kik et al. (57). All 

positions were recorded for 5 seconds during SR and for 10 seconds during AF. Mapping the entire 

surface was deemed preferential to omission of areas. Hence, possible small overlap between adjacent 

recordings was accepted. If applicable, an attempt to induce AF was performed. Epicardial pacing from 

the RA appendage was performed starting with 2 ms pulses at 250 beats per minute (BPM). BPM was 

increased with 50 when induction failed. In case of failed attempt at 400 BPM or loss of capture 

appears, induction of AF will be terminated (55, 56). Cardioversion will be performed in case of 

sustained AF after induction. 

Recordings were amplified using a gain of 1000, filtered with a bandpass filter (0.5-400 Hz), sampled 

with a sample rate of 1 kHz and were converted to digital signals using a 16 bit analog-to-digital 

converter.  

III. Data retrieval 
Data was analyzed using semi-automatic software in Python 3. Ventricular activity was assesed based 

on the surface ECG. An atrial deflection was set automatically when the negative slope was at least 

10% of the steepest slope in the electrogram and had an amplitude of at least two times the signal-to-

noise ratio of the signal. The minimal time between two deflections was set to 2 ms. Deflections were 

inspected visually for verification. The set refractory period to distinguish between different primary 

atrial deflections differed between 40 ms and 50 ms. Deflections were therefore addressed to a 

potential if falling within the refractory period of another deflection. In potentials with multiple 
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deflections, the deflection with the steepest slope was addressed as the primary deflection. The other 

potentials were regarded as secondary deflections.    

Data created by Rasmus was retracted using Python 3. Subsequent analysis and visualization of data 

was performed in the same environment.  

  

 

Figure 7: Atrial surface and mapped regions. Number of recordings on the atrial surface is depends on the atrial surface size. 
LA: left atrium, RA: right atrium, BB: Bachman’s bundle, PV: pulmonary veins, VCS: superior caval vein, ICV: inferior caval vein. 

IV. Single potentials – cluster determination (I) 
SPs are potentials containing a single deflection. To capture the raw signal containing the deflection, 

windows are created in which de deflection is centered. Given the used settings for refractory periods 

(40 ms to 50 ms), windows of 100 ms are created around the deflection of the SP. These 100 ms 

segments are the input for cluster formation. Clustering using time series data uses the different time 

stamps as features for clustering. Therefore, the length of the input signals will determine the 

dimensionality of the feature space. In this case, the feature space will contain 100 dimensions.  

Deflections occurring close to the start or the end of a recording can result in the inability to create 

100 ms windows. The reduced window size possibly contains less information regarding the course of 

the potential compared to other potentials in the dataset. Besides, electrograms of unequal length will 

limit the comparative possibilities regarding clustering. Therefore, deflections from which 100 ms 

windows cannot be established, were excluded. 

Usage of unipolar measurements introduces far field activity in the measurements. Attempts have 

been made to eliminate the contribution of the ventricular activity to the electrogram using template 

matching and subtraction (58), adaptive filtering (59) and independent component analysis (60). 

However, no adequate method  for effective cancelation of ventricular activity is currently available. 

To maintain reliability in extracted electrograms, solely electrograms containing no contamination 

from ventricular activity were used. Created windows around the identified deflections overlapping 

with ventricular windows were excluded. An example is shown in the Figure 8. The overlap with 

ventricular activity caused exclusion of 17 atrial windows in this example. The surface ECG is used to 

identify ventricular complexes. The ventricular windows are retrieved from Rasmus, using the Pan-

Tompkins algorithm (61).   
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Figure 8: Exclusion of atrial complexes contaminated with ventricular activity. The blue areas show the ventricular activity as 
determined by the Rasmus software. The top panel shows the surface ECG. The panel below shows the output of the Pan-
Tompkins algorithm. The blue dots represent found peaks of ventricular activity. The bottom two panels show the electrogram 
from a specific electrode of the array. The red asterisk indicate the detected deflections. In the bottom panel, it can be observed 
that a total of 17 found complexes were excluded based on contamination with ventricular activity (the excluded windows are 
displayed as the red windows in the bottom panel). 

Given the aim is to evaluate morphological structures, only relative differences in the electrogram 

voltages are informative to perform clustering upon. Besides, different measurements can be scaled 

to different extents. Normalizing the values in the electrogram eliminates the possible presence of 

scaling bias.   

To perform clustering, several choices for the creation of clusters can be considered: different 

algorithms, different distance measures and different ways to reduce feature space or parameterize 

data, see Figure 9. The different steps are discussed in the next section(s). The steps are performed in 

a sequential manner. First, the algorithm for clustering will be chosen. Subsequently, evaluation of 

different distance measures is performed. Lastly, differences of reduction of dimensionality will be 

evaluated to validate consistency. By performing the sequential steps, the most suitable clustering 

method for the current application will be determined.  

Clustering outcome depends on the input data provided to the algorithm. All regions share the same 

characteristics with respect to the generation of potentials. Nevertheless, anatomical variations in 

different atrial tissues might alter the observed potentials at the surface of different areas. Hence, the 

clustering results are evaluated for different structures to ensure consensus of the eventual chosen 

clusters. The following different input possibilities are explored: all atrial regions with equal 
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distribution over the four regions, all single potentials observed at the RA, all single potentials observed 

at the LA.  

 

Figure 9: Sequential setup for creation of clusters. 

A. Clustering algorithms 

Centroid based (k-means) 

In centroid based clustering algorithms, the center of the data points within a cluster is also regarded 

as the center of that cluster. The most commonly used centroid-based clustering algorithm is the k-

means algorithm (62). In k-means, the samples are divided into N clusters. The mean of that cluster 

(for every dimension) is denoted by µ, also referred to as the centroid. Initial means can be randomly 

generated in the feature space (although more sophisticated initialization methods are currently 

available as well). The following steps are then repeatedly performed until a stopping criterion is 

reached: 

i. Assign every point in the feature space to the nearest centroid. 

ii. Calculate the new centroids based on the new distribution of the data.  

The rationale of k-means is to minimize the within-cluster sum-of-squares (WCSS), meaning that the 

distances to the centers of a cluster should be minimized (63), as shown in equation 1.  

 
min

𝐶
∑ ∑ ‖𝑥𝑖 −  𝜇𝑛‖2

𝑥𝑖 ∈ 𝐶𝑛

𝑁

𝑛=1

 Eq. 1 

In which C represent the clusters, N represents the number of clusters, xi the samples and µn the mean 

of the corresponding cluster. To perform k-means, the number of clusters should be predefined. The 

number of clusters can be investigated by exploiting the performance of the algorithm for a different 

number of clusters. This method is described in ‘Cluster evaluation’.  

The algorithm to perform k-means clustering was available in the scikit-learn Toolbox in Python (64). 

The number of clusters varied between 2 and 10. Initialization was performed using kmeans++ (65). 

Initialization was repeated 10 times. The best iteration in terms of inertia values, is displayed in the 

graphs. The maximum number of iterations for a single (updating the centroids) was set at 300.  
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Distribution based (GMM) 

In distribution based clustering, observations which are presumed to belong to the same distribution 
are clustered together. A commonly utilized clustering algorithm is Gaussian mixture models (GMM) 
(66). In GMM, the data is fitted into N Gaussian densities. In higher dimensional spaces, the Gaussian 
distributions are described by a collection of parameters, as shown in equation 2. 
 

 𝜆𝑖 =  {𝑎𝑖, 𝜇𝑖 ,  ∑𝑖  }       𝑖 = {1,2, … , 𝑁} Eq. 2 

Where ai represents the weight of the distribution, µi the mean vector and ∑i represents the 

covariance matrix. The GMM model is described by the following equations: 

 
𝑝(𝑥 | 𝜆) =  ∑ 𝑎𝑖 𝑓(𝑥 | 𝜇𝑖  , ∑𝑖  )

𝑁

𝑖=1

 Eq. 3 

 
𝑓(𝑥 | 𝜇𝑖   , ∑𝑖   ) =  

1

(2𝜋)𝐾/2|∑𝑖|1/2
 𝑒

(−
1
2

 (𝑥− 𝜇𝑖)𝑇 ∑ (𝑥− 𝜇𝑖)−1
𝑖 )

 Eq. 4 

In which x represents a K-dimensional data vector. The data is captured in N Gaussian distribution 

functions from which the parameters (λi) have to be estimated. To estimate the parameters for the 

Gaussian distributions, iterative usage of expectation-maximization is utilized (67). Subsequently, a 

weight is appointed to every estimated distribution. Contradictory to k-means clustering, which is a 

hard clustering algorithm, GMM produces soft clustering. In hard clustering algorithms, samples are 

completely assigned to a cluster. In soft clustering, a probability of a sample belonging to each of the 

defined clusters is considered. When al parameters are of the estimated probabilities are final, new 

data points can be assigned to one of the distributions (or clusters) using Bayes’ theorem, as shown in 

equation 5. 

 
𝑝(𝐶𝑖 | 𝑥) =  

𝑝(𝐶𝑖)𝑝(𝑥 |𝐶𝑖) 

∑ 𝑝(𝑁
𝑗=1 𝐶𝑗) 𝑝 (𝑥|𝐶𝑗)

=  
𝑎𝑖 𝑓(𝑥 |𝜇𝑖 , ∑𝑖) 

∑ 𝑎𝑗 𝑓(𝑥 | 𝜇𝑖  ∑𝑖)𝑁
𝑗=1

 Eq. 5 

The new sample will be assigned to the cluster with the highest posterior probability. Likewise centroid 

based clustering, the number of clusters in the data should be predefined. Determination of the 

number of clusters can be investigated by varying the number of clusters.  

The algorithm to perform GMM clustering was available in the scikit-learn Toolbox in Python (64). 

Variation in number of clusters is consistent with k-means. Initialization was performed using regular 

k-means and was performed once. Maximum number of iterations (using the expectation-

maximization algorithm) is set at 100. The GMM algorithm covers four types of covariance possibilities, 

altering the possibilities of the formed cluster shapes. The four types in case of two-dimensional data 

are described below:  

i. Spherical: Each distribution is only described by its variance, resulting in circular-shaped 

contours. 

ii. Diagonal: Each distribution yields its own diagonal covariance matrix. The contours can vary, 

but are orientated along one of the coordinate axis. 

iii. Tied: The same covariance matrix is shared. However, the position of the distribution can 

differ. The contours for the different distributions will be similar. 

iv. Full: Each distribution yields its own covariance matrix. The contours of the different 

distributions will be varying.    
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Figure 10: Different covariance options for the GMM algorithm.  

The described settings for GMM clustering have been combined with all possible covariance options 

supplied by the algorithm.  

Density based (DBSCAN) 

In distribution based clustering, high density of samples in the feature space are regarded as belonging 

to the same cluster. One of the most commonly used density based algorithm is density-bases spatial 

clustering of applications with noise (DBSCAN) (68). The algorithm relies on two hyperparameters: 

epsilon and number of neighbors. Using the two hyperparameters, three type of points can be 

described: 

i. Core points: A sample with more than the minimum number of neighbors within distance 

epsilon. 

ii. Border point: A sample with less than the minimum number of neighbors within distance 

epsilon, but in within epsilon distance of a core point.  

iii. Noise point: A sample with less than the minimum number of neighbors within distance 

epsilon and without a core point within epsilon distance.  

From all samples, core points can be identified. Subsequently, all samples belonging to the same 

cluster can be identified. A remaining core point yet to be addressed to a cluster is then assigned to a 

new cluster. The process will be repeated until all samples in the dataset are visited. The number of 

clusters found will be a result of the chosen hyperparameters. Hence, the number of clusters is not 

predefined for this algorithm.  

Likewise the other algorithms, the DBSCAN algorithm was available in the scikit-learn Toolbox in 

Python (64). The performance of the DBSCAN algorithm greatly relies on the chosen values for epsilon 

and minimum number of neighbors. An automated way to determine the value of these 

hyperparameters is lacking. In datasets of substantial size, Sander et al. (69) recommended using a 

value for the minimum number of neighbors of two times the dimensionality of the data. Bigger 

datasets are likely to contain more noise. Increasing the number of neighbors will make noise less likely 

to be appointed to one of the clusters. In case of the previously described windowing settings, the 

number of neighbors will be chosen at 200. Using the minimum number of neighbors, the average 
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distance to the k-nearest neighbors can be determined. This average can be graphically presented in 

ascending order. The optimal value for epsilon is then represented by the point of maximum (positive) 

curvature of the graph (70). 

An example of the functioning of the three algorithms on 2D datasets is shown in Figure 11. K-means 

is the simplest, but an effective way to create clusters of the data. However, it can be sensitive to 

outliers and to its initialization.  It can be observed that GMM will reach good performance in case of 

clusters with a specific (Gaussian) distribution. The varying covariance in all dimensions can be 

captured to a higher extent than when using k-means. DBSCAN can take complex shapes, but is 

dependent on the spatial densities in the entire feature space.  

 

Figure 11: The performance of different with different types of 2D datasets. The colored dots represent different clusters. 
The black dots (solely present in DBSCAN algorithm) represent noise data points. 

B. Distance measures 

The similarity between samples is usually evaluated by distances. There are several ways to evaluate 

the distances between two samples in the feature space. In this case, the distances between values of 

two potentials. In case of time series data, the evaluation of the distance can be performed in a lock-

step or elastic manner. In case of lock-step distances, a one-to-one comparison at the same time 



 

 

26 Methods 

instance is made between two samples. A constraint of this method is that both sequences have to be 

equally long. Using elastic measures, a one-to-one or one-to-many approach can be achieved. Usage 

of dynamic measures gives rise to possibility of comparing sequences of different lengths. 

Lock-step measures can regard Euclidian and Manhattan distances. Given the absence of Manhattan 

distance as a metric in the scikit-toolbox, Euclidian distance is used as a distance metric in lock-step 

measures. Across many elastic distance measures, dynamic time warping (DTW) is one of the most 

commonly used time measures. It was originally used for the recognition of speech (71, 72). DTW 

attempts to find a path to  optimally align two sequences, satisfying multiple conditions. If we consider 

two sequences x, with length n and sequence y, with length m. Path z with length N  is described as 

the alignment path if satisfying the following conditions (71, 73): 

i. Boundary condition: The start and end point of the chosen path must correspond with the 

first and last point of both sequences 

 𝑧(1) = (1,1), 𝑧(𝑁) = (𝑛, 𝑚) Eq. 6 

ii. Monotonicity condition: Time ordering is preserved by constraining every new element in the 

appointed path to have a indices values equal or greater than the previous element for both 

sequences: 

 𝑥1  ≤  𝑥2  ≤ ⋯  ≤  𝑥𝑛 , 𝑦1  ≤  𝑦2  ≤ ⋯  ≤  𝑦𝑚 Eq. 7 

iii. Step size condition: Long time shifts are prevented by restricting the jumps solely to the 

adjacent points. If we consider the starting point in the path: 

 𝑧(1) =  (1,1) , 𝑧(2) = {(2,1), (2,2), (1,2)} Eq. 8 

To find the optimal alignment path, a cost function is applied to the local cost matrix. The local cost 

matrix (Mlocal), contains distances between all combinations of the elements of both sequences, as 

displayed in equation 9. Mlocal will therefore have an n by m shape. The alignment path with the lowest 

cost is chosen as the optimal path.  

Where p represents the lp norm. An lp norm of 2 was used in the current setting (Euclidian distance). 

In reality, a substantial number of paths should be investigated to determine the optimal path. The 

resulting computational complexity is reduced by an algorithmic approach. This approach translates 

to several components. Firstly, the local cost matrix (Mlocal) is constructed as displayed in equation 9. 

Subsequently, Mlocal  is used to initialize the first row and column of the accumulated cost matrix (Macc) 

as displayed in equations 10-12: 

 

The remaining elements of Macc are filled elementwise using the following rule: 

 
𝑀𝑙𝑜𝑐𝑎𝑙(𝑖, 𝑗) =  (|𝑥𝑖 − 𝑦𝑗|

𝑝
 )

1
𝑝

      𝑖 = {1,2, … , 𝑛},      𝑗 = {1,2, … , 𝑚} Eq. 9 

 𝑀𝑎𝑐𝑐(1,1) =  0      Eq. 10 

 
𝑀𝑎𝑐𝑐(𝑖, 1) =  ∑ 𝑀𝑙𝑜𝑐𝑎𝑙(𝑥𝑖, 𝑦1)

𝑖

𝑘=2
      𝑖 = {1,2, … , 𝑛} Eq. 11 

 
𝑀𝑎𝑐𝑐(1, 𝑗) =  ∑ 𝑀𝑙𝑜𝑐𝑎𝑙(𝑥1, 𝑦𝑗)

𝑗

𝑘=2
      𝑗 = {1,2, … , 𝑚} Eq. 12 
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Lastly, the optimal path is determined by tracking back Macc. Starting at Macc(n,m), the elements of the 

eventual alignment path z will follow the direction of the minimum values of the adjacent points 

(likewise the step size condition) whilst the boundary condition and the monotonicity condition are 

preserved. The process is repeated until reaching Macc(1,1). The eventual alignment path is used to 

calculate the distance between the sequences. An example is shown in Figure 12. It shows that the 

first sequence returns more quickly to its iso-electric baseline after the deflection compared to the 

second sequence. Hence, the last point of the second sequence will be closest to the iso-electric 

segment of that potential. Hence, this point will be used as comparison with many points of the first 

sequence.  

 

Figure 12: Illustration of DTW. Instead of having time locked comparisons, a single spot on the first electrogram will be 
compared to many points on the other electrogram. The most suitable point of comparison is then used for distance 
calculation. The figure on the left shows the time-lock comparison. The figure on the right shows the compared points using 
DTW. 

An addition to original DTW is soft-DTW (74). Soft-DTW introduces regularization to the original DTW 

by introducing a soft-minimum function, parameterized by ɣ instead, instead of a regular minimum 

function. Increasing ɣ will result in increased smoothening of the signal. This will prevent the alignment 

of remote points in original sequences (horizontal or vertical lines in the alignment matrix). An example 

of usage of soft-DTW is shown in Figure 13 or the same potentials as shown in Figure 12. Increasing ɣ 

will result in increased smoothening of the eventual alignment path. Centering of the deflection causes 

the path to be aligned at that point, regardless of ɣ. However, the upslope before and after the 

deflection can differ between the potentials. The curvature in comparison is smoothened by the 

increase in ɣ.  

To evaluate whether a different similarity measure influences the outcome of the clustering 

performance, lock-step measure is compared with elastic measures. The elastic measures will consist 

of DTW and soft-DTW (using ɣ = 0.5). 

 

 𝑀𝑎𝑐𝑐(𝑖, 𝑗) = 𝑀𝑙𝑜𝑐𝑎𝑙(𝑖, 𝑗) + 𝑚𝑖𝑛{𝑀𝑎𝑐𝑐(𝑖 − 1, 𝑗 − 1), 𝑀𝑎𝑐𝑐(𝑖 − 1, 𝑗), 𝑀𝑎𝑐𝑐(𝑖, 𝑗 − 1)}     Eq. 13 
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Figure 13 The usage of soft-DTW. The values for ɣ are increasing from left to right (A: 0, B: 0.25, C: 0.5, D: 0.75 and E: 1). A 
higher value of ɣ will restrict the possibility of comparing a point on the first electrogram with a more distant point on the 
other electrogram. Note that usage of lock-step distances would create a diagonal line in the shown figures. 

C. Dimensionality reduction 

Clustering time series data can, depending on the sample frequency and the recording time, result in 

high feature space dimensionality. Using the Euclidian distance, increasing the number of dimensions 

will result in convergence of the distances between points to a constant value (75-77). With this, the 

ability to form clusters diminishes. Therefore, it is important to show that the observed clusters from 

the 100 ms segments are consistently found in lower dimensional space. An example of how 

introduction of new dimensions can alter the found distances is descibed below: 

Imagine time series data of length K. The length of the time series data determines the dimensionality 

of the feature space: 

 𝑥 = 𝑥1, 𝑥2 … 𝑥𝐾 Eq. 14 

 𝑥 ∈  ℝ𝐾 Eq. 15 

Using the Euclidian distance, the distance between two points (v and u) is calculated by: 

 𝑑(𝑣, 𝑢) =  √(𝑣1 −  𝑢1)2 + (𝑣2 −  𝑢2)2 + ⋯ +  (𝑣𝐾 −  𝑢𝐾)2 Eq. 16 

Where d represents the distance. The problem is as follows: two separate groups exist in the database, 

which are represented by the blue and the orange markers. When the feature space is one dimensional 

(or one parameter), the distance between the centers of the groups is relatively low (in this case, d = 

2). When another parameter is addedto increase the feature space to two dimensions, the second 

parameter yields greater distances than the first parameter (d = 19). Using the Euclidian distance, it 

can be observed that the distance between the centroids will converge to the parameter with the 

largest distance.  

 𝑣, 𝑢 ∈  ℝ1 → 𝑑(𝑣, 𝑢) =  √(𝑣𝑥 − 𝑢𝑥)2 =  √(4 −  2)2 = 2 Eq. 17 
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𝑣, 𝑢 ∈  ℝ2 → 𝑑(𝑣, 𝑢) =  √(𝑣𝑥 − 𝑢𝑥)2 + (𝑣𝑦 − 𝑢𝑦)

2
        

=  √(4 −  2)2  + (20 −  1)2 = 19.1 

Eq. 18 

 

It shows that addition of a dimension in this case (with a substantially higher difference) causes the 

differences to converge to the value of the dimension with the highest difference. Applying the same 

to three groups (addition of the green markers), but we make the distances in the third dimension 

greater than the other two dimensions (d = 99), the same pattern occurs. The distance from the blue 

cluster to the green cluster is increased for the first dimension or x-axis (d = 6) to give a clearer 

overview. Equation 19 and 20 show the result when two points, v from the blue cluster and w from 

the green cluster, are compared:  

 
𝑣, 𝑤 ∈  ℝ2 → 𝑑(𝑣, 𝑤) =  √(𝑣𝑥 − 𝑤𝑥)2 + (𝑣𝑦 − 𝑤𝑦)

2
 

=  √(8 −  2)2  +  (20 −  1)2 = 19.9 

Eq. 19 

 
𝑣, 𝑤 ∈  ℝ3 → 𝑑(𝑣, 𝑤) =  √(𝑣𝑥 −  𝑤𝑥)2 + (𝑣𝑦 −  𝑤𝑦)

2
+  (𝑣𝑧 −  𝑤𝑧)2  

=  √(8 −  2)2  +  (20 −  1)2 + (100 −  1)2 = 100.1 

Eq. 20 

 

Figure 15: Distribution of samples from the two different groups in two-dimensional (left) and three-dimensional space (right). 

Figure 14: Distribution of samples from the two different groups in one-dimensional (left) and two-dimensional space (right) . 
The figure on the left shows an additional box, this is a zoomed in version of the data points that are observed in the rest of 
the plane.  
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The distance from the blue cluster to the orange cluster will be equal to the distance in the previous 

example. Comparing the addition of the third dimension repeatedly shows that the distances will 

converge to the dimension with the highest distance (in this case the third parameter or the z-

dimension). It is not possible to visualize this pattern in higher dimensions. However, with the addition 

of dimensions, the chance of occurrence of the described phenomenon increases. Normalization of 

the parameters could help to reduce this phenomenon, but the distance will still converge to the 

dimension with the highest distance difference. Increasing dimensionality will therefore always 

increase the chance of encountering the curse of dimensionality. 

Although the created clusters will be visualized for evaluation, it should be verified whether lowering 

the number of dimensions will not alter the resulting clusters.  

Window size reduction 

One way to show consistent results of clustering is to change the size of the window around the 

primary deflection. Firstly, this is done by taking 20 ms before and after the primary deflection. The 

dimensionality of the dataset will be reduced to 40 dimensions. If the clustering is consistent with the 

clustering from the longer time windows, it indicates absence of the curse of dimensionality in the long 

electrogram segment analysis.  

Afterwards, the 50 ms before and 20 ms after the primary potential will be investigated. This 

contributes to the confirmation of absence of the curse of dimensionality. However, it might serve an 

additional purpose. Given that contraction of the atrial tissue is expected to follow the electrical 

activity (deflection), it can be expected that the course of the potential following the deflection is less 

reliable. Hence, analyzing a shorter segment of the end of the potential might yield different results. 

The different window sizes are visualized in the Figure 16. 

 
Figure 16: Different used window sizes for the evaluation of clusters. Shifting of individual lines (by 1 ms) is performed for 
sake of clarity.  

PCA 

Another way to reduce the dimensionality of the dataset is by performing principal component analysis 

(PCA). In the former two methods, sequential observations formed the features utilized to cluster the 

data. It can be argued that usage of sequential data point will contain a great amount of redundant 

information. In PCA, new axis (or variables) are defined which are uncorrelated, called the principal 

components. This maximizing the variance whilst the dimensionality of the dataset is reduced (78). For 

PCA, the data should be standardized for all features (all time points). Description of the extraction of 

principal components is discussed in this section.  

Consider the data to have the following structure, described as matrix B: 
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𝐵 =  [

𝑥1,1 ⋯ 𝑥1,𝑛

⋮ ⋱ ⋮
𝑥𝑚,1 ⋯ 𝑥𝑚,𝑛

] Eq. 21 

Matrix B has an m by n shape, in which m represents the total number of potentials in the dataset and 

n represents the length of a single time series signal. The average �̅�𝑖 per column of matrix B is 

calculated, resulting in a row vector. By multiplying the row vector with a column vector filled with 

ones, matrix 𝐵 is obtained. 𝐵 will have the same shape as B, however, the columns of 𝐵 are filled with 

the average of the corresponding columns in B. Subsequently, 𝐵 is subtracted from B to form matrix 

C. Matrix C contains all values from matrix B in which the mean per time stamp is subtracted.  

 
�̅�𝑖 =  

1

𝑚
  ∑ 𝑥𝑗,𝑖

𝑚

𝑗=1

𝑖 = {1,2 … , 𝑛} Eq. 22 

 
�̅� =  [

1
⋮
1

] [�̅�1 … �̅�𝑛] 
Eq. 23 

 𝐶 = 𝐵 − �̅� Eq. 24 

From matrix C, the covariance matrix D can be constructed.  It can be calculated in a compactly using 

the matrix configuration, as shown in equation 25. 

 
𝐷 =  

1

𝑛 − 1
 𝐶𝑇𝐶 

Eq. 25 

In which CT represents the transposed matrix C. The eigenvectors and eigenvalues of covariance matrix 

D represent the directions of the new feature space and the magnitude of each direction, respectively. 

The eigenvectors can be calculated by equation 26 and 27.  

 𝐷𝜈 =  𝜆𝜈 Eq. 26 

 det(𝐷 −  𝜆𝐼) = 0 Eq. 27 

In which �⃗� represents the eigenvectors and λ represent the corresponding eigenvalues. The unit matrix 

is represented by I. Once the eigenvectors are retracted, the eigenvalues can be calculated using 

equation 28.  

 (𝐷 −  𝜆𝑖)�⃗�𝑖  = 0      𝑖 = {1,2 … , 𝑁𝑒𝑖𝑔} Eq. 28 

The total number of eigenvectors is represented by Neig. The eigenvectors are sorted by decreasing 

eigenvalues. Eigenvectors with higher eigenvalues capture the most variance of the dataset. The usual 

cutoff value for demining the number of principal components is the number of components explaining 

95% of the variance. The number of eigenvectors which contain 95% of the variance is calculated by: 

 
𝑅 =  

∑ 𝜆𝑖
𝑘
𝑖=1

∑ 𝜆𝑖
𝑁𝑒𝑖𝑔

𝑖=1

  𝑘 = {1,2, … , 𝑁𝑒𝑖𝑔} Eq. 29 

In which R represents the explained variance ratio. Lastly, the original data is transformed to the new 

feature space, using matrix E. Matrix E contains the eigenvectors (or principal components) of the k 
highest eigenvalues as columns (therefore having an n by k shape). When performing PCA on a 

collection of different univariate time series, the resulting eigenvectors can be regarded as temporal 

fundamental functions. The original potentials are projected onto the new axis and represent a linear 
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combination of the retracted principal components. Transformation to the new feature space using 

the k determined principal components is displayed in equation 31.  

 

𝐸 =  [

�⃗�1,1 ⋯ �⃗�𝑘,1

⋮ ⋱ ⋮
�⃗�1,𝑛 ⋯ �⃗�𝑘,𝑛

] Eq. 30 

 𝐹 = 𝐸𝑇𝐶𝑇 Eq. 31 

The new feature space is defined by performing PCA on the dataset with equal distribution across all 

regions. New groups of data have to be transformed to the feature space in the same manner. In this 

case, this will contain scaling based on the standardization using the previously determined 

standardization components. Subsequently, the data is projected onto the new feature space and 

dedicated to a cluster.  

Currently used parameters 

Deflections can also be parameterized instead of using the entire time series sequence. By 

parameterizing the data, dimensionality is reduced. Parameters describing the potential morphology 

can be explained by how the potential is generated on a cellular level, as discussed in  the ‘Background’ 

section. Amplitude, slope and RS-ratio are the parameters used to describe SPs, as displayed in Figure 

17. They are calculated using equation 32 to 34 and can be retracted using the Rasmus software. A 

represents the amplitude, S represents the slope and RS represents the RS-ratio. In order to calculate 

the RS-ratio, the baseline voltage should be calculated. The baseline voltage is defined as the median 

value between 70 ms (70 samles) and 30 ms (30 samples) after the LAT by the Rasmus software. LAT 

is defined as the point of steepest slope in the deflection. 

 

Figure 17: Recorded single potential. The R and S-peaks are visualized. The grey dashed lined represents a hypothetical 
baseline value.  

 𝐴 = 𝑉1 − 𝑉2 Eq. 32 

 
𝑆 =  

𝑉1 − 𝑉2

𝑡1 − 𝑡2
 

Eq. 33 

 

𝑅𝑆 =  {

1 − 𝑅𝑆(𝑛)      𝑓𝑜𝑟 𝑅𝑆(𝑛) ≤ 1
1

𝑅𝑆(𝑛)
− 1       𝑓𝑜𝑟 𝑅𝑆(𝑛) > 1

 

Eq. 34 
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Likewise clustering the time series data, distances between points in the dataset will converge to the 

dimension with the highest values. For example, the RS-ratio is already restricted to a range of [-1,1], 

whilst the amplitudes and slopes can take much higher values. Without additional rescaling of data, 

the amplitude parameter will dominate the distances in the feature space. Hence, the data should be 

rescaled to be able to cluster based on the three proposed variables. To evaluate the clustering results, 

three setups are regarded: 

i. Clustering based using unscaled features. 

ii. Clustering based on robust range scaling. 

iii. Clustering based on MaxMin scaling. 

MaxMin scaling rescales the data to have a range of [0-1]. Robust range scaling removes the median 

from the data and ranges the data between the first and third quartile range. Therefore, this method 

is more robust against outliers compared to using unscaled features. However, major difference in 

distances between parameters can still be present. If a potential lacked one of the three parameters, 

the potential was not included in the clustering method based on the described parameters. 

D. Cluster evaluation 

To select an appropriate setting for the included algorithms, the clusters are evaluated by different 

scores for different a range of clusters. Number of clusters ranging from 2 to 10 were evaluated. For 

k-means, the silhouette score and the elbow method are adopted. For GMM, the silhouette score was 

evaluated, accompanied by the Bayesian information criterion (BIC) and the Akaike information 

criterion (AIC). Not only the number of clusters, but also the type of covariance will be evaluated. No 

additional cluster evaluations were performed for DBSCAN, given the outcome is a direct result of the 

value for the chosen hyperparameters. 

Silhouette 

The silhouette is a way to compare the distances within a cluster to the distances to another cluster 

(79). The metric can be calculated using equation 35. 

 
𝑠(𝑥𝑖) =  

𝑏(𝑥𝑖) − 𝑎(𝑥𝑖)

𝑚𝑎𝑥 {𝑎(𝑥𝑖), 𝑏(𝑥𝑖)}
 Eq. 35 

Where s(xi) represents the silhouette score of the sample, a(xi) represents the average distance of 

sample xi to other samples in the same cluster, b(xi) is the average distance to the samples in the 

nearest neighboring cluster. The silhouette score is calculated for every sample in the dataset. The 

average silhouette score for all samples represents the total silhouette score. The silhouette score can 

vary between [-1,1]. A higher score represents a better separation of clusters. With the silhouette 

score, a local maximum or plateau in the evaluated number of clusters is searched for.  

Elbow method 

The elbow methods uses the WCSS as a metric (see equation 1) (80). This value is minimalized during 

creation of clusters with k-means. Addition of clusters will result in reduction of the WCSS. However, 

addition of excessive clusters will not significantly reduce WCSS. This  ‘bend’ can be regarded as an 

indicator for selection of the most appropriate number of clusters.  

BIC/AIC 

Either BIC and AIC are methods of model selection methods under maximum likelihood estimations 

(81, 82). They can be used in supervised learning to motivate a model choice without specific need for 

a separate test set. However, they can also be applied to unsupervised learning problems to find the 

most suitable model amongst a selection of models. In this case, choosing the optimal number of 
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clusters. Both evaluation metrics compensate for the complexity of the model by penalizing models 

containing a high number of estimated parameters. More estimated parameters will result in a higher 

scores for both evaluation metrics score, effectively preventing overfitting of the model on the 

acquired data. Both are commonly adopted in analyzing the number of clusters in with a GMM model. 

The metrics are calculated using the equations 36 to 38: 

 𝐴𝐼𝐶 = 2𝑘 −  2 ln(�̂�) Eq. 36 

 𝐵𝐼𝐶 = 𝑘 ln(𝑛) − 2 ln(�̂�) Eq. 37 

 �̂� = 𝑝(𝑥 | 𝜃, 𝑀) Eq. 38 

In which k represents the number of parameters estimated by the model. The sample size of the data 

is represented by n, x represents the observed data, 𝜃 represents the total set of estimated 

parameters, which depends on the number of distributions fitted by the model. Not solely the number 

of clusters can be evaluated through this metric, also the different settings for covariance types can be 

assessed in order to find the most suitable model. Both evaluation metrics represent the ability of the 

model to predict the observed data. Another way of understanding �̂� is that it is the probability of 

obtaining the data which you have, supposing the model being tested was a given. Intuitively, a lower 

value for either AIC or BIC represents a better model. Hence, AIC and BIC values are attempted to be 

minimized.  

E. Cluster visualization 

The formed clusters should be analyzed to validate adequate cluster formation. This is performed by 

creating heatmaps of all potentials falling into that cluster. The advantage when using SPs is the 

possibility of aligning the potentials around the deflection. Therefore, the main structure of the 

potentials in a cluster can be extracted. For every time step, a histogram containing 100 bins is created. 

Subsequently, the histogram is normalized to create a heatmap with consistent characteristics. The 

global structure of the potential in a cluster is shown by the dotted white line. This line is constructed 

by plotting the mean of all potentials per time step. Figure 18 shows an example of a heatmap which 

is created. The potentials are originating from all four included regions. Two characteristics are 

desirable when clusters are evaluated by the heatmaps. First, the (mean) morphological structures of 

all clusters should be varying. Secondly, the distribution (red in the heatmap) should be focused around 

the mean morphological structures as much as possible. The low dispersion would indicate high 

similarity between the potentials falling in the same cluster.  

 

Figure 18: A representation of the creation of the heatmaps. A normalized histogram is made for each time step. The figure 
on the right is the heatmap result of the figure on the left. The figure on the left is enlarged in the time axis for clarity. The 
vertical pink stripes indicate the time steps. A histogram is produced for every time step. 
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F. Cluster covariance  

When looking at SPs, the covariance between different potentials can be utilized to evaluate similarity 
between time series data. The covariance ranges between -1 and 1. In the current circumstances, a 
higher value of the covariance represents higher similarity of the electrograms. It could be expected 
that the values for the covariance are higher within the clusters compared to the coefficients between 
clusters. This can be visualized by creating color-coded recurrence matrices, as performed in bipolar 
measurements by Ng et al. (83). Ng et al. performed this on bipolar endocardial measurements. 
Furthermore, they adapted the maximum cross-correlation rather than the covariance. Given all 
potentials are aligned at the deflection, it is expected that the cross-correlation is maximal when there 
is no time shift between the potentials. Hence, instead of the cross-correlation, the covariance is 
adapted. Given the exponentially growing number of calculations is necessary to create the recurrence 
plots, random samples of 2000 potentials across all clusters have been evaluated. The possible range 
of covariance values displayed in the recurrence matrix is 0 to 1. To evaluate patterns in the observed 
clusters, ratio of the within cluster and the between cluster covariances are determined.  
 

V. Single potentials – spatial cluster occurrence (II) 

A. Cluster occurrence 

Retrieved mapping data is divided into four regions, as previously described: RA, LA, pulmonary veins 
(PV) and BB. Morphology of SPs are categorized into one of the clusters according to the outcome of 
the cluster determination methodology. Occurring morphologies are expressed as a percentage of the 
total number of SPs present to maintain a general outcome measure over all ranges of identified SPs. 
Distribution of clusters is analyzed per file. The data is visualized using scatterplots. Furthermore, 
currently used parameters for description of SPs (amplitude, RS-ratio and duration) are supplied of the 
respective potentials. Since the number of samples is far higher compared to the usage of percentages, 
violin are utilized to visualize the distributions of the currently used parameters instead of scatterplots.  
 

B. Statistical analysis  

Data is checked for normality using Lilliefors test. In case of normally distributed data, mean and 95% 

confidence interval will be provided. In case of skewed data, medians with interquartile range (IQR) 

will be presented. Given data might differ between patients and also within patient regions, data files 

are considered independent. The regional comparison will be performed by one-way ANOVA 

parameteric test if distributed normally. Appropriate post-hoc analysis will be performed based on 

Levene’s statistic. In case of skewed distribution, nonparametric Kruskall-Wallis test will be applied. In 

case of significant differences, post-hoc analysis using Dunn’s test will be performed. Significance level 

will be adjusted to the number of included regions (n = 4) or the number of clusters to be compared 

(n = 5). 
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Results 
A total number of 128 files was used, originating from 23 patients. Patient characteristics retrieved 

through medical records are displayed in Table 1. 

Table 1: Baseline characteristics of included data (n = 23). Values are presented as median [IQR] or absolute value 
(percentage). 

Demographic characteristics 

 Age 

 Male sex 

71.0 [65.5|70.1] 
21 (91.30) 

AF subtype 

 No history (AAF) 

 AF history 
o PAF 
o PeAF 
o LSPAF 
o PerAF 

13 (56.52) 
10 (43.48) 
4 (17.39) 
2 (8.70) 

4 (17.39) 
0 (0.00) 

Cardiovascular risk factors 

 BMI 

 Hypertension 

 Dyslipidemia 

 Diabetes Mellitus 

28.1 [25.35|31.20] 
15 (65.21) 
12 (52.17) 
6 (23.09) 

Underlying disease 

 CABG 

 AVD 

 MVD 

 CABG + MVD 

 CABG + AVD 

19 (82.61) 
1 (4.35) 
1 (4.35) 
1 (4.35) 
1 (4.35) 

Anti-arrhythmic drugs 

 Class I 

 Class II 

 Class III 

 Class IV 

 Digoxin 

0 (0.00) 
17 (73.91) 

2 (8.70) 
0 (0.00) 

3 (13.04) 

 

I. Single potentials – cluster determination (I) 

A. Clustering algorithms 

Centroid based (k-means) 

Adapting k-means to the data, a local maximum in the silhouette score is observed at a number of four 

clusters. Similarly, a total of four clusters appears to be the point of maximum using the elbow method. 

The graph scores and corresponding outcome clusters are shown in Figure 19. Usage of four clusters 

shows four distinct different morphologies when looking at the main structures across the heatmaps. 

Besides, distribution of potentials within the cluster appears to be narrow. Densities appear to be 

consolidated across the main structure of the cluster. The first cluster is represented to a lesser extent 

compared to the other three clusters (9.6%, 27.6%, 25.6% and 37.1%, following  Figure 19 from top to 

bottom). Although the potentials are different in morphology, the first cluster shows a morphology 
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not meeting the prior expectation of single potentials. The cluster lacks iso-electric segments before 

and after the deflection.  

 

Figure 19: Results using k-means clustering for a varying number of clusters. Usage of four clusters appears to be most suitable 
number of clusters using this method. The left side of the figure shows the silhouette score in the upper panel and the inertia 
(elbow method) in the lower panel. The right site of the figure shows the formed clusters. 

Distribution based (GMM) 

When adapting GMM to the potentials, the different possible constrictions for covariance type are 

evaluated. An overview is given in Figure 20. For all covariance types, the BIC and AIC do not show a 

preferential number of clusters for the given range. Similarly, the silhouette scores show no distinct 

preference in the number of clusters to choose with the full, tied and diagonal covariance options. 

When using spherical covariance type of the Gaussian distributions, a preferential number of four 

clusters appears from the silhouette scores. Although no local optimum is observed when advancing 

from full covariance type to diagonal covariance type, silhouette scores across all number of clusters 

increases. An increase in silhouette score using identical input data indicates better separation of the 

potentials into different groups. Since either no desired number of clusters or four clusters is 

recommended using the scores, four clusters are taken to create the heatmap representation for 

comparison. Description of this heatmaps is divided in different components.  

Full covariance 

Using full covariance, the mean morphological structures across different clusters are similar. 

Furthermore, densities in clusters are highly scattered over the entire possible range of potentials. 

Potentials falling under the same group therefore appear to have high variance in morphologies. The 

heatmaps of the clusters are explanatory to the observed low silhouette scores (blue graph in Figure 

20).  

Tied covariance 

Compared to usage of full covariance, silhouette scores show a minor increase (orange graph in Figure 

20), indicating better cluster separation of the different clusters. The morphological structures of the 
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first and second cluster are similar. The second cluster contains a relatively low number of potentials 

compared to the first cluster (66.2% and 5.7% of all potentials). It would be expected that the two 

formed clusters would have formed a single clusters. Furthermore, the third and fourth cluster show 

a distorted pattern with lacking relevant general structure from a electrophysiological perspective.  

Diagonal covariance 

Constraining to diagonal covariance starts showing a different morphology in all separate clusters. 

Consolidation around the mean structures of the clusters increases as well. Both beneficial 

characteristics are observed as a substantial increase in silhouette scores across all possible number of 

clusters (green graph in Figure 20). Some clusters appear to have mixing of components. The third 

cluster shows mixing of components around a single potential with a RS-ratio of 0, combined with 

consolidation of potentials starting at the left bottom and right top corner. The morphology of these 

potentials resembles the potentials observed in the cluster without iso-electric segment prior and 

following the deflection when adapting k-means.  

Spherical covariance 

Spherical covariance is the only type showing preferential number of clusters using silhouette scores, 

which is four. The silhouette score at four clusters is especially higher compared to using diagonal 

covariance type (red graph in Figure 20). Analyzing the heatmaps using spherical covariance type, 

different morphological structures can be recognized. The morphological structures resemble the 

clusters formed by k-means. K-means assigns labels according to its closest centroid. All points with 

the same distance to a point forms a circular structure. Hence, it is expected that adaption of spherical 

covariance will be most similar to usage of k-means. The scattering of potentials clustered together 

decreases. However, inspecting the density borders, a relatively high proportion of discontinuities is 

observed.  
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Figure 20: Overview of the clusters formed by means of the GMM algorithm. The left side of the figure shows the silhouette 
score in the top panel. The lower panel shows the BIC and AIC score, the y-axis is split in two parts. The graphs are color-coded 
by the type of covariance used. The right side of the figure shows the heatmaps using the different covariance types.  

Density based (DBSCAN) 

Evaluating the distance to the 200 closest neighbors shows the point of maximum curvature at distance 

of 0.75, see Figure 21. DBSCAN was therefore adapted using 200 as the number of neighbors and an 

epsilon of 0.75. Using DBSCAN, all the potentials forming the noise are grouped together. The 

identified noise is shown in the heatmap at the top of a column. No morphologically different clusters 

could be identified using the initial settings. Lowering the number of neighbors or increasing epsilon 

eases creation of different clusters. In both cases, a noise cluster and a cluster containing the far 

majority of all potentials are created with the same general structure. Increasing clustering ease did 

not improve clustering ability. Furthermore, potentials grouped in the same cluster are highly 

scattered.  

 

Figure 21: The panel on the left shows the average distance to the 200 closest neighbours ranked for all samples. The panel 
on the right shows the DBSCAN results using a various values for epsilon and number of neighbours. From left to right: ε = 
0.75 with neighbours = 200, ε = 1 with neighbours = 200  and ε = 1 with neighbours = 100 (four clusters with each approximately 
100 potentials are not shown in the figure, the low number of potentials causes a lack a generally recognizable structure).  
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Choice of algorithm 

Using DBSCAN under different circumstances, no adequate clustering of potentials was achieved. K-

means showed a preferential cluster number of four. The resulting clusters showed different 

morphological structures combined with consolidation of all potentials around the mean structure the 

assigned group. Usage of GMM reaches a similar result compared to k-means once the covariance 

types are further restricted to spherical distribution shapes. However, k-means showed a slightly 

higher silhouette score, more continuity along the density borders of the heatmaps and is 

computationally less intensive compared to GMM using spherical covariance. Hence, k-means is 

adapted as the algorithm for clustering task.  

B. Distance measures 

Figure 22 shows the results of using different distance measures. Using DTW, morphological structures 
do not coincide with the clusters resulting from a lock-step measure. General structures are possibly 
altered due to increased scattering prior (indicated with the red circles at the right bottom of the 
heatmap) or after (indicated with yellow circle at the right bottom of the heatmap) the deflection. The 
deflection is centered in all potentials. It is therefore expected that these time points will be compared 
to the same time points of another deflection. However, the upslopes (R-waves) will all be compared 
between potentials since these are the most similar structures in potentials. An example is shown 
Figure 12 in the corresponding ‘Methods’ section. The same goes when returning to the iso-electric 
segment after the S-wave in the third cluster. This behavior provokes scattering of the distribution in 
the heatmap. 

Using soft-DTW, the regularization of the DTW method causes the return of different morphological 

structures as observed with the lock-step measure. The second cluster shows a mixing phenomenon 

of two types of potentials (as earlier described in the algorithm choice).  

 

Figure 22: Results from clustering using lock-step and elastic distance measures. From left to right, the columns represent the 
results of clustering with locks-step measures, DTW (ɣ = 0.0) and soft-DTW (ɣ = 0.5). 
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Choice of distance measure 

Usage of an elastic distance measure does not increase clustering capability and possibly even hampers 

adequate clustering ability. Furthermore, elastic distance measures are far more computationally 

intensive compared to the usage of lock-step measures. Hence, the lock-step measure is chosen as 

distance measure for further clustering purposes.    

C. Dimensionality reduction 

Segment size reduction 

40 ms 

Using a window size of 40 ms, usage of three clusters appears to be most suitable. Usage of four 

clusters could be considered as well, since this is shown to be preferential when analyzing longer 

segments. The values appear consistent with the curvature of the graph using the elbow method. The 

heatmaps using a three cluster-approach shows three morphological structures also present when 

analyzing 100 ms segments. Using a four-cluster approach, clusters have the same morphological 

structures as observed using the 100 ms analysis. Hence, clustering is deemed consistent when 

lowering the segments to a window size of 40 ms. 

 

Figure 23: Overview of results with reduced segment size as input (40 ms). The left panel shows the evaluation scores 
(silhouette score and elbow method). The right panel shows the results of clustering using a three and a four-cluster approach. 

70 ms  

Using a window size of 70 ms, no preferential number of clusters could be identified using the 

evaluation scores. The elbow method does not give an indication of a possible suitable number of 

clusters as well. The heatmaps using a four-cluster approach shows clusters with varying morphology. 

The formed clusters appear comparable to the clusters formed using 100 ms segments. Although the 

same number of clusters is not observed as preferential in this shorter segment size, the results when 

adapting the same number of clusters is the same. Hence, altering the window size around the 

deflection, either reducing the duration after the potential or prior and after the potential results in 

consistent clustering results. 
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Figure 24: Overview of results with reduced segment size as input (70 ms). The left panel shows the evaluation scores 
(silhouette score and elbow method). The right panel shows the results using a four-cluster approach. 

 

Figure 25: Overview of results with reduced dimensionality by PCA (using the first 8 principal components). The left panel 
shows the evaluation scores (silhouette score and elbow method). The right panel shows the results of clustering using a  four-
cluster approach. 
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PCA 

A number of 8 principal components was consistently required to capture over 95% of the variance in 

the data. The principal components and their respective contribution to the explained variance are 

displayed in Figure 26, the principal components are not displayed on the same scale to enhance the 

morphology. The principal components do not show a potential morphology which can be explained 

by the current principles of electrophysiology, which was not also expected beforehand. The linear 

combination of principle components creates potentials with  interpretable information. However, the 

newly defined axes can be used for clustering. When using the first 8 principal components for 

clustering of potentials, a number of four clusters is identified as the preferential number of clusters. 

The clustering results are shown in Figure 25. The created clusters are almost identical to the ones 

resulting from the using 100 ms time series data.  

 

 

Figure 26: Principal components (eigenvectors of covariance matrix D in the ‘Methods’ section) with the respective explained 
variance (or eigenvalue of covariance matrix D in the ‘Methods’ section). The right panel shows the cumulative explained 
variance by the principal components. EV represents explained variance, PC represents principal component.  
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Currently used parameters 

One of the files in the dataset had a value for the RS-ratio of 0 for all potentials. The data from this 

specific file was not included in clustering based on currently used parameters. The distributions of the 

clusters are displayed in Figure 27. In the unscaled data, the range of values was not equal across the 

different parameters. Robust range scaling reduced the range of parameter options. Finally, MinMax 

scaling ranged the values from equalized the possible ranges of all parameters (between 0 and 1). The 

amplitudes show a skewed pattern with decreasing frequency at higher values of the amplitude. Slopes 

display a shape similar to the amplitude spectrum, but with decreasing frequency at lower values of 

the slope. The RS-ratio shows a bimodal distribution. An increase in frequency of potentials showing 

an R-wave pattern is observed. S-wave patterns are even higher represented in the included data. A 

relatively low proportion of potentials showing a RS-pattern.  

Using the unscaled data and data scaled using robust range scaling, no obvious preferential number of 

clusters can be identified from consensus between the silhouette score and the elbow method (see 

Figure 28). The only preferential number of clusters that might be considered, is 7. Using MinMax 

scaling, either a total of four or a total of six clusters can be considered based on the provided scores. 

The results are shown in the heatmaps of Figure 29. For comparison with k-means, heatmaps using 

four clusters are created with every scaling.  

All methods adopting a number of clusters above four, irrespective of the performed scaling, resulted 

in similarity of potentials grouped in the same cluster. When a four-cluster approach is adopted, usage 

of unscaled data and usage of robust range matching resulted in no distinction in mean morphology 

across clusters. Discrepancy in ranges of possible values of different input parameters possibly results 

in domination of a single parameter. Usage of MinMax scaling resulted in more diversity in morphology 

across different clusters. However, overlapping morphology is still present. The diversity amongst 

clusters remains less satisfactory compared to the results of time series data clustering.  
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Figure 27: Parameter distribution of included potentials. From left to right: unscaled data, robust range scaling, MinMax 
scaling. 

 

Figure 28: Overview of evaluation scores with different scaling for the currently used parameters. From left to right: unscaled 
data, robust range scaling, MinMax scaling. 

Choice of dimensionality reduction 

Reducing segment size results in consistent clustering. Hence a smaller segment size could be adopted. 

However, reducing segment size will still contain redundant information. Usage of PCA reduces the 

dimensionality even further and decreases the extent of redundant information compared to clusters 

formed using time series data (100 ms segments). Usage of the current parameters did not result in 

clustering results as observed using time series data. Although the goal was to prove that results of 

100 ms electrogram clustering is not suffering from the curse of dimensionality, usage of PCA appears 
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to be an even more suitable option. Therefore, PCA using the first 8 principal components is adopted 

as dimensionality reduction in the clustering method.  

 

Figure 29: Overview using currently used parameters. Left: four cluster using k-means on time series data, A: four cluster with 
unscaled data, B: four cluster with robust range scaling, C: four cluster with MinMax scaling, D: seven clusters using unscaled 
data, E: seven clusters using robust range scaling and F: six clusters using MinMax scaling. 

D. Cluster consistency  

The results using all regions in equal proportions are already used in the prior sections. A total of 

160000 potentials was used for the analysis. The number of potentials from other regions are displayed 

in Table 2. The clustering method performed from the previous section is utilized (k-means on using 

the first 8 principal components). Solely comparison between all regions, RA and LA are described. 
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Table 2: Included data to perform clustering based on different regional input. 

 Npotentials Nfiles Npatients 

All regions 160000 128 23 
RA 224055 63 16 
LA 149819 32 18 

Right atrium 

Using the proposed clustering method on all potentials retrieved from the RA, results are analogous 

to the results from combining all regions. The preferential number of clusters is determined at four. 

The results of the clustering are presented in the left panel of Figure 30. The general structures of the 

clusters are identical to the ones resulting from analysis of all regions.  

Left atrium 

Usage of potentials solely from LA results in local maximum of the silhouette score at a number of five 

cluster, contradictory to the clustering results of using all regions and solely the RA. Results of usage 

for five clusters is shown in the right panel of Figure 30. All clusters show a different morphology. The 

general structures from the clusters using a four-cluster approach with RA and a combination of all 

region data are also present amongst the clusters formed with the five-cluster approach from LA. An 

additional cluster is formed, shown in the top panel of the column of cluster figures.  

 

Figure 30: Silhouette scores and elbow method using k-means with input data only originating from the right atrium (left 
panel) and the left atrium (right panel). 

Consensus between different input regions 

Using different input data did not result in consistent number of cluster to choose. An overview of the 

heatmap results using a four and five-cluster approach is displayed in Figure 31. When four clusters 

instead of five clusters is adapted for input data originating from LA, the cluster without iso-electric 

segments is lacking. This cluster is present when adapting four clusters to RA data and data from all 

regions (indicated by the yellow circle at the right bottom of the cluster). The first cluster using LA data 

shows slightly increased density at the diagonal running from the left bottom corner to the right top 
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corner. This structure is corresponding with the separate cluster that is formed when using other input 

data.  

When five clusters are formed with LA data, the increased density around the previously described 

diagonal disappears. Furthermore, the cluster without iso-electric segments appears (indicated by the 

red circle at the right bottom of the cluster). For input data from all regions and RA, a cluster with a 

morphology different from other clusters is formed. The newly formed cluster follows the morphology 

already present when using LA data as input with a four-cluster approach. The resulting general 

structures for the clusters for different input data are displayed in Figure 32.   

One type of input data raises consideration of using a five-cluster morphology. Applying this strategy 

to the other types of input data, a new morphological structure is formed with increased consolidation 

of potentials around the general structure. Applying a five-cluster approach will therefore be most 

suitable. Further increasing the number of clusters does not result in creation of new morphological 

clusters. Usage of a five-cluster approach is therefore deemed optimal for clustering the SPs across the 

atrial epicardium. An overview of the results of clustering results using six clusters is displayed in 

Appendix I: Additional clustering results. The RA and the LA are the most prominent structures, hence 

these structures are explored as different input types. The same can be adopted to the remaining 

included regions: BB and the PV area. The results for these regions are displayed in Appendix I: 

Additional clustering results. 

 

Figure 31: Results using a four and five-cluster approach for different regional inputs. 
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Figure 32: Overview using a four and five-cluster approach for different types of input data. A four-cluster approach shows no 
consensus in cluster structures. Applying a five-cluster approach shows consistent formation of clusters, irrespective of the 
input data. 

E. Cluster covariance 

For the acquired clusters, mean covariance between potentials are 0.58, 0.68, 0.66 and 0.82 and 0.73, 
respectively. When comparison between clusters is added, it can be observed that the covariances are 
effectively lower. An overview of the within cluster coefficients and the between cluster covariance is 
displayed in Table 3. The corresponding recurrence matrices within and between regions are shown in 
Figure 33. The range of the recurrence matrix is restricted between 0 and 1, since showing more detail 
in similar potentials is preferred. It can be observed that the first cluster is predominantly different 
from all other clusters. Although the covariances show similarity between some clusters (as seen 
between the second and the fifth cluster), it is significantly lower than the mean covariances reached 
within the clusters. The average within cluster covariance is 0.69. The between cluster covariance in 
the samples was 0.30. When looking for individual clusters, the covariances are relatively higher within 
clusters compared to comparison with other clusters (within-to-between cluster covariance ratio 
ranging from 31.96% to 105.31%).  
 
The results confirm the presence of a pattern within the identified clusters.  Potentials which are 
clustered together appear to be more similar compared to potentials from different clusters.  
 
Table 3: Overview of within and between cluster covariance.  

Cluster 1 2 3 4 5 

1 0.58 0.10 0.09 -0.33 0.01 
2 0.10 0.68 0.56 0.55 0.63 
3 0.09 0.56 0.66 0.50 0.37 
4 -0.33 0.55 0.50 0.82 0.56 
5 0.01 0.63 0.37 0.56 0.73 

Within-between 
ratio (%) 

105.31 31.96 42.12 61.21 45.92 
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Figure 33: Covariance within and between clustered potentials, displayed by a recurrence matrix. Negative values of the 
recurrence matrix are clipped at a value of 0. The top panel shows the covariance of potentials within the same cluster for the 
first and second cluster. The middle panel does the same for the third and fourth cluster. The left site lower panel shows the 
covariance of potentials within the same cluster for the fifth cluster. The right site shows the overview of the covariances 
within a cluster but also between different clusters. 
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II. Single potentials – spatial cluster occurrence (II) 
For all subgroups in both the regional and the cluster analysis, normal distribution could not be 

assumed. Analysis was performed using non-parametric tests. An overview of the occurrence of the 

different clusters across different regions is given in Table 4. Values are displayed as median with IQR. 

Hereafter, the clusters will be referred to with the names appointed in Figure 34.   

 

Figure 34: General structures of clusters with new indications. 

Table 4: Overview of mean occurrence percentage across different regions and clusters. Values are displayed as median and 
interquartile range. 

 

A. Cluster occurrence 

Cluster occurrence from a regional perspective 

An overview of the distribution of the relative occurrences for the four predefined regions is shown in 

Figure 35.   

Cluster A, B and D had significantly higher occurrence across the RA compared to cluster C and E (p < 

0.001). Furthermore, cluster E was significantly higher represented across the RA compared to cluster 

C (p < 0.05). The overall pattern shows mainly potentials with a S-wave morphology. Potentials showing 

an R-wave morphology are less commonly encountered. At LA, cluster C was significantly lower 

represented compared to cluster A, D and E (p < 0.001). Cluster E and D were also relatively more 

common across LA compared to cluster B (p < 0.05 and p < 0.001, respectively). S-wave morphology is 

more dominant across RA, LA shows more R to RS-wave morphology. The PV region shows a similar 

distribution to RA with a S-morphology occurring in a high proportion of the potentials. Cluster A and 

B show significantly more observed compared to cluster C and E (p < 0.01 for cluster A comparison and 

p < 0.001 for cluster B comparison). In BB, manifestation of B is pronounced above the other defined 

clusters (p < 0.05, p < 0.01, p < 0.001 and p < 0.001 for cluster A , E, C and D, respectively). No other 

clusters appear to have heightened occurrence in this region.  

 RA 

(nfiles = 62) 

LA 

(nfiles = 32) 

PV 

(nfiles = 19) 

BB 

(nfiles = 16) 
RS-ratio Amplitude Slope 

Cluster A 
28.36  

[16.15|40.44] 

21.67 

[11.78|28.85] 

21.64 

[11.78|28.85] 

17.26 

[11.91|29.28] 

0.73  

[0.58|0.86] 

3.30  

[1.69|5.30] 

-0.35  

[-0.77|-0.16] 

Cluster B 
24.81 

[14.78|34.35] 

9.77  

[5.31|17.52] 

30.73 

[17.45|40.45] 

41.26 

[37.26|45.10] 

0.64  

[0.35|0.83] 

1.48 

 [0.85|2.52] 

-0.11  

[-0.20|- 0.07] 

Cluster C 
7.24 

[3.67|12.86] 

4.54  

[1.60|8.32] 

10.12 

[3.60|15.39] 

9.84 

[3.79|14.41] 

-0.51  

[-0.74|-0.23] 

0.67  

[0.45|1.01] 

-0.09 

[-0.14|- 0.07] 

Cluster D 
22.71 

[16.71|28.58] 

32.87 

[24.11|39.57] 

17.31 

[15.10|24.16] 

14.18 

[12.39|16.86] 

0.22  

[-0.07|0.43] 

4.23  

[1.91|7.10] 

-0.64  

[-1.52|- 0.23] 

Cluster E 
13.86 

[7.42|20.25] 

24.26 

[12.73|32.99] 

9.53 

[4.33|16.34] 

15.97 

[12.84|18.57] 

-0.57  

[-0.77|-0.33] 

2.48  

[1.18|5.11] 

-0.30  

[-0.90|- 0.12] 
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Regional occurrence from a cluster perspective 

An overview of the distribution of the relative occurrences for the four predefined regions is shown in 

Figure 36.   

Not all clusters show a preferential occurrence site. Cluster A occurs equally across the defined regions. 

However, Cluster B shows distinct preferential regional occurrence. The cluster is least represented 

across LA compared to the three other regions (p < 0.01, p < 0.01 and p < 0.001 compared with RA, PV 

and BB, respectively). Furthermore,  BB area appears as preferential site with increased occurrence 

compared to RA (p < 0.01). Cluster C shows, likewise cluster A, no preferential site of manifestation. 

Manifestation of cluster D is increased in the LA region. The percentage of potentials falling in this 

cluster at LA is significantly higher compared to RA (p < 0.01), PV area (p < 0.01) and BB (p < 0.001). 

This high occurrence rate might be explanatory for a preferential number of five clusters based on the 

silhouette scores in the cluster generation. Furthermore, cluster D is significantly higher represented 

across RA compared to BB (p < 0.001). Cluster E is increased in LA compared to RA and the PV area (p 

< 0.01 and p < 0.001, respectively). 
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Figure 35: Regional analysis of cluster occurrence. Significant differences are displayed at the top of the figure ( * = p < 0.05, ** = p < 0.01, *** p < 0.001). 

 

Figure 36: Cluster analysis with occurrence across the different regions. Significant differences are displayed at the top of the figure ( * = p < 0.05, ** = p < 0.01, *** p < 0.001). 
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B. Cluster characteristics 

The violin plots of the currently used parameters per cluster are shown in the Figure 37. The presence 

of outliers can cause the difficulty in analyzing the underlying distributions. Hence, the y-axis for the 

violin plots of the amplitude and slope parameter have been clipped based on visual inspection. The 

high number of data caused significant differences between all clusters for all the described 

parameters. However, not all differences should be regarded as clinically relevant.  

Cluster C did not show a known distinct morphology. The potential itself did not represent the 

maximum and minimum of the electrogram range when normalized. The values of for the currently 

used parameters could therefore be inaccurate using the current software and cannot be compared 

to the values of the other clusters.  

Cluster A and B show an S-pattern, as expected. Cluster D shows a distribution more focused across 

the spectrum of an Rs to an rS pattern. Cluster R shows increased density at potentials with an R-wave 

pattern. Cluster A , D and E show relatively higher amplitudes compared to cluster B. Especially cluster 

D shows increased amplitude. The results for the amplitude are unanimous with the observed patterns 

across the slopes of the potentials in the clusters. Cluster B shows a flattened slope compared to cluster 

A, D and E. Of all clusters, cluster D shows potentials with the steepest slopes.  

 

Figure 37: Violin plots of distributions of the currently used parameters per cluster. The color coding of the clusters corresponds 
to the scatterplot figure across different clusters as shown before. The colored marks represent median values with 
interquartile ranges. 
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Discussion 
I. Cluster formation 

A. Algorithm consideration 

Clusters were formed using the k-means algorithm. DBSCAN did not appear to be an adequate 

clustering algorithm for the current data. Explanatory could be the normalization of the potentials. 

Normalization causes mapping (most of) the potential to the same range around the deflection, with 

a value of 1 around the R-peak and a value of 0 around the S-peak. DBSCAN is a density based clustering 

algorithm. The value of all potentials in the dimensions across this features (time instances) are similar, 

reducing the variance in the high dimensional space. This causes clusters density to be increased along 

these dimensions. The unequal density could hamper the efficacy of the clustering algorithm using the 

current parameters for the DBSCAN algorithm. Notable is that potentials falling in the noise show a 

heatmap that, if compared to using k-means, shows a pattern most resembling the cluster without iso-

electric segment (or cluster C). Amongst these potentials in the noise, the deflection in the potential 

might not yield the total range of the potential after normalization. The general structure of the noise 

becomes more similar to cluster C with increasing value of epsilon. The finding supports the probability 

of hampered clustering ability due to normalization of potentials. Regarding GMM, only the usage of 

GMM with a spherical covariance restriction reaches a performance close to the usage of the k-means 

algorithm. This structure is most similar to the k-means algorithm in terms of decision boundaries. 

Other covariance restrictions reduced clustering ability. The findings underlines the choice for the 

usage of k-means as the most appropriate clustering algorithm for the current problem amongst the 

included algorithms.   

B. Evaluation metrics 

Using k-means, the number of clusters is defined based on the silhouette score and the elbow method. 

A silhouette score of 0 is achieved when the eventual clusters are indifferent. The closer the silhouette 

score is to 1, the better the clusters are separated. The observed silhouette scores might therefore not 

be satisfactorily high. This could be due to the usage of high dimensional data. Increasing dimensions 

or features will increase the variety in the dataset. When the dimensions are reduced, distinctly higher 

silhouette scores are reported. This is notable when performing clustering based on the parameters of 

the ‘currently used parameters’ section. Although the reported scores are significantly higher, this did 

not result in satisfactory clustering results upon visualization. The currently used dimensionality 

reduction (using the first 8 principal components) does report similar silhouette scores. As mentioned, 

PCA defines new axis in the feature space to reduce dimensionality whilst retaining variance. Hence, 

the silhouette scores are not expected to be substantially increased.  

C. Cluster evaluation 

Each of the five eventual clusters displayed a different structure. Four of the clusters showed an 

evident morphology (cluster A, B, D and E). One cluster shows an obvious R-wave pattern (cluster E). 

Potentials falling in this cluster could be located at sites of wave termination. One cluster shows a 

distinct RS-pattern (cluster D). Two clusters show a predominant S-pattern (cluster A and cluster B). 

The main difference between the two clusters appears to be in the duration of the potential. Unlike 

cluster B, cluster A shows an S-wave, followed by a quick return to the iso-electric segment. 

Conspicuous is the cluster showing no iso-electric segments (cluster C). It is expected that the 

deflection is the component of the electrogram with either the highest or lowest voltages. This does 

not seem to be the case in this cluster. The cluster might contain potentials showing a morphology not 

to be explained by the electrophysiological characteristics of the cardiac tissue. Segments with 

ventricular activity overlap are excluded. Contribution of ventricular activity is therefore ruled out. 
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Baseline drift of the electrode during measurement might contribute to the observed morphological 

structure. Cluster C appears to be represented to a lesser extent compared to other clusters. 

Furthermore, the covariance of the potentials in this cluster compared to potentials from other 

clusters was consistently low (see Figure 33), establishing the distinct different morphology compared 

to other clusters.  

II. Epicardial cluster occurrence  
During SR, the wave front is initiated in superiorly in the RA. The expected pattern across RA would be 

an S to an RS pattern across the right atrium. BB is located in proximity to the SAN between the RA 

appendage and the superior vena cava (84), connecting RA and LA. Hence a predominant S-wave 

pattern is expected as well. The wavefronts are expected to be terminated primarily in LA or the PV 

area. These regions would be categorized by relatively more R-wave morphology compared to BB and 

the RA region. Van Schie et al. (21) and Ye et al. (20) confirmed these patterns of RS-ratio distribution 

across the atrial tissue during SR.  

During AF, the morphological pattern across the atrial surface is expected to change. Focal activation 

from the PV are significantly contributing in the initialization of AF (85). Although initial focusses can 

be concentrated to specific regions, sustaining AF causes decline of the atrial tissue conductivity. 

Hence, differences in driver distribution are observed across the atrial surface in more advanced stages 

of AF (86-88). When regarding the cluster through the perspective of RS-ratios, the PV region does 

show increased S-wave morphology. However, the LA tissue shows no distinct differential pattern 

when compared to RS-ratio histograms during SR (20, 21). The S-wave morphology was expected to 

be more prominent in this region. Not only is an R-wave and RS-wave morphology more present 

compared to the other clusters, the morphologies are also most prominently expressed in this region 

compared to the other region. The same goes for the RA region. A S-wave and RS-wave morphology is 

still the most encountered morphological structure. BB still showed prominent S-wave morphology. 

Hence, the observed pattern does therefore not fully match the on beforehand expected pattern.  

Although both cluster A and B show a S-wave morphology, both waves are different from a 

electrophysiological perspective. The heatmaps raised suspicion on increase of the potential duration 

compared to cluster A, D and E. Potentials in cluster B showed a distinct flattened slope, compared to 

the other clusters. The reduction is accompanied by a reduction in amplitude. An S-wave pattern with 

increased duration and reduced amplitude could be fitting the characteristics of focal activity. Cluster 

B appears heightened in BB, the PV area and RA. Focal activity from RA could partially contain SAN 

activity. Focal activity from the PV area is, as described, a known site of focal impulses during AF (85). 

However, BB shows a surprisingly high occurrence of cluster B. From a regional perspective, the 

occurrence of cluster B compared to the other clusters is far more prominent in BB compared to other 

regions. BB is a myocardial structure with parallel fiber orientation. Animal models showed increased 

conduction velocity along the fiber direction compared to other atrial structures (89-92). However, BB 

has also shown anisotropic behavior (89, 93). Given the high proportion of AAF patients, the conductive 

properties of the bundle are expected to be intact and potentials conducting along the longitudinal 

axis are not expected to be elongated. The observed increase in slowly conducting S-wave morphology 

in BB could therefore be the result of innervation from other sites rather than the longitudinal axis of 

the fibers during AF. The absence of a clear R-wave suggest initiation in close proximity to the bundle 

itself. The structures capable of innervation near BB could come from the roof of either atrium. 

However, a major proportion foci would be expected to still cause innervation proximally along the 

longitudinal fiber axis. Another myocardial structure near BB capable of innervation from a transversal 

site to the fiber orientation is the intra-atrial septum. This structure cannot be evaluated from an 

epicardial perspective. Yet, studies using a endocardial approach have appointed the septum to 
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contain substantial arrhtyhmogenic substrate (86, 87, 94). With septal innervation however, the wave 

front would approaching BB would be expected to show an R-wave component. The general structure 

of the cluster is lacking this morphology.  

A single origin causing the observed pattern at BB is difficult to appoint. However, when analyzing 

density boundaries along the heatmaps of cluster A, B, D and E, cluster B also shows the least 

condensation around the general structure. Multiple sources possibly contribute to pattern observed 

at BB, including LA and RA roofs and the intra-atrial septum.  

III. Limitations 

A. Choice of clustering setup 

K-means was determined to be the most suitable algorithm for the current problem. However, when 

inspecting the heatmaps from the respective clusters, it can be thought that potentials will be on the 

border in between two clusters. As mentioned, k-means is an algorithm performing hard clustering. 

Detailed deviations in potentials on the border of two clusters can cause very similar potentials to fall 

into different clusters. The concept is elaborated in Appendix II: Soft clustering . 

The usage of soft clustering provides opportunity to use a constraint on the posterior probability for a 

potential to be assigned to a cluster. A certain degree of certainty can be applied to the probability for 

a potential to be assigned to a cluster. This way, the clusters will be better defined when compared to 

the currently used method. The main downside will be the inability to cluster a proportion of the 

potentials. One soft clustering algorithm already encountered is GMM. The usage of spherical 

covariance approaches the performance of the usage of k-means clustering. However, as mentioned 

before, the borders of the heatmaps using the GMM algorithm show more discontinuity compared to 

using k-means. Fuzzy c-means is the soft clustering equivalent of k-means (95, 96). Exploration of this 

algorithm might increase the distinction between clusters. The higher the constraint of a potential to 

have a certainty to belong to an individual cluster, the better the cluster boundaries are expected to 

be defined. Furthermore, it might be more applicable for characterizing potentials containing a greater 

proportion of noise in the signal. 

B. Atrial fibrillation subtypes 

No distinction is made between the different subtypes of AF. Data from different AF subtypes were 

included, however AAF was the predominant type of AF across the included patients (56.52%). As 

mentioned, the atrial tissue remodels overtime during AF (16). Different studies already investigated 

epicardial tissue properties between different subtypes of AF. Comparing LSPAF with AAF, LSPAF 

showed an increased number of simultaneous wave fronts activating the tissue, accompanied by 

higher proportion of conduction block (23, 24). Furthermore, de Groot et al. (97) showed increased 

amount of breakthrough waves at the epicardial surface LSPAF compared to AAF. A wave originating 

from the endocardium layer was characterized by a small R-wave followed by a relatively superior S-

wave, focally originating at the epicardial surface. These findings affirm the possibility of observing 

morphological changes at the epicardial surface for different subtypes of AF. The unequal contribution 

of different types of AF across the data might limit the generalizability of the results.  

C. Single potentials  

The sole usage of SPs is a limitation of the current study. Although SPs are expected to be a 

considerable proportion of the data, potentials containing multiple deflections are not analyzed in this 

thesis. FPs might occur at sites of most abnormal conduction. Sole usage of SPs might show a distorted 

pattern of the actual tissue characteristics. In line with the previous limitation, further progressed 

stages of AF show a higher proportion of FPs along the epicardial surface during rapid pacing when 
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mapped in animal subjects overtime (98, 99). The proportion of SPs can become even less 

representative of the tissue characteristics in further advanced stages of AF. The substantial proportion 

of AAF patients might enhance adequate representation of the cardiac tissue when solely using SPs. 

IV. Clinical implications 
Using the currently identified clusters, SPs can be used to evaluate potential morphology at an 

individual level. The degradation of conductive properties of the atrial tissue are not sufficiently 

classified using the current categorization. AF subtype is determined based on the first recorded 

episode. However, detection of the first episode can be highly variable across different patients. 

Especially in patients with asymptomatic AF, the first recorded episode is discovered incidentally. 

Remodeling of the atrial tissue could already be present for a substantial period. Asymptomatic atrial 

fibrillation is reported in 15-30% of the patients (100). Hence, the current classification scheme is not 

optimal in determining the tissue damage severity across patients. Usage of the individualized 

potential morphology could aid in describing the individual tissue characteristics and mediate in 

estimation of progression state of AF.  

Lastly, the methodology of this study could have implications in future electrophysiological 

procedures. Electrophysiological ablational strategies for AF are primarily focused on the modulation 

of the LA arrhyrhmogenic substrate (101). Standardized ablational strategies are effective in early 

stages of AF (102). However, equivalent strategies are not sufficient in terminating further sustained 

types of AF, with lacking standardized additional treatment options (103, 104). Patient eligible for 

treatment should be selected based on progression state of the atrial tissue and spatial distribution of 

potential drivers. The current findings indicate possible contribution of a broader proportion of atrial 

tissue than the LA alone. Individual assessment of tissue characteristics can be contributing to select 

patients suitable for treatment. The current methodology is adapted to data from an epicardial 

perspective. Although presently not yet performed in clinical practice, possible advancement of 

technology might introduce the possibility of high-resolution endocardial mapping. Translation to 

endocardial mapping could introduce patient treatment election at acceptable invasiveness.  

V. Future perspectives 
The future perspectives of this thesis are widespread. The research can be regarded as the basis for a 

future research options. Future directions are aimed to further describe the characteristics of atrial 

tissue at an individual level.  

A. Atrial fibrillation subtype analysis 

The majority of the database covered patients with AAF (56.52% of the patients and 62.50% of the 

files). The other subtypes of AF were relatively low represented: PAF (17.39% of the patients with 

20.31% of the files), PeAF (8.70% of the patients with 1.55% of the files), LSPAF (17.39% of the patients 

with 15.63% of the files) and PerAF (0% of the patient with 0% of the files). Furthermore, files included 

from patients with PeAF were only originating from the LA. The shortage of available data from the 

individual subtypes of AF complicates the possibility of comparison. However, as discussed prior, 

different morphological structures could be expected between different AF subtypes. Data from all 

included regions was available from patients with PAF and LSPAF. The adaption of the clusters to these 

subtypes are supplied in Appendix III: Atrial fibrillation subtype , however no statistical analysis was 

performed. Once a more extensive spreads of data of different AF subtypes becomes available, the 

current methodology could be adapted to perform analysis of the different subtypes. The observations 

from subtypes analysis could be a foundation for estimation of progression state based on the 

observed epicardial morphologic patterns.   
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B. Description of fractionated potentials 

Application of current methodology  

Following the limitation on the sole usage of SPs, description of potentials with multiple deflections 

could be valuable to further characterize the atrial tissue. Clustering potentials with multiple 

deflections will be complicated using the current methods. Using SPs, the morphological structures 

can be compared by normalization of the potentials and alignment around the deflection. When 

additional deflections are added, the spectrum of options drastically increases. The different timing 

between the deflections will hamper the comparative the ability between two potentials given the 

deflections will not be aligned. Although not applicable in SP clustering, usage of elastic distance 

measure like DTW could mediate in improving alignment for clustering ability in spare cases. When the 

secondary deflections of the potential are located on the same site of the primary deflection, the 

alignment might be improved. If not, the monotonicity condition (see ‘Distance measures’ section) will 

hamper alignment to the corresponding component of the to be compared potential.  

Furthermore, normalization causes the potential to be mapped to the range of the deflection in most 

cases. The contribution of the amplitude in the cluster determination therefore becomes negligible. 

The introduction of multiple deflections will cause the relative amplitude of the two potentials to 

become a factor in the clustering process.  

Visualizing the created clusters is a vital concept in unsupervised learning. Although the evaluation 

metrics are suitable to find an adequate number of clusters, the clusters itself should be carefully 

inspected to ensure adequate performance. The high-dimensionality hampers usual scatterplot 

techniques to visualize the clusters. The usage of SPs allows the creation of heatmaps to visualize the 

created clusters. With the addition of multiple deflections, general structures of potentials cannot be 

visualized using the proposed heatmaps.  

Fractionated potential categorization 

For the purpose of clustering FPs, other options than using the time-domain could be considered. 

Evaluation of individual potentials interferes with the usage common techniques in the frequency-

domain. The spectral resolution is related to the length of the analyzed signal and the used sample 

frequency. Decreasing the segment length reduces the spectral resolution. Usage of 100 ms segments 

with a sample frequency of 1 kHz will result in an analysis of spectral components in steps of 10 Hz. 

The usage of wavelets creates different levels of temporal and spatial resolution. It should be 

investigated whether the spectral resolution hampers the analysis of the spectral content of the signal. 

However, if analysis of the spectral features is feasible, visualization of adequate clustering 

performance will still be problematic.  

Another consideration would be using the currently described results. A SP is the result of a 

propagating wave causing simultaneous activation of the cardiac tissue underneath the unipolar 

electrode. A FP is the result of the asynchronous activation of isolated groups of myocardial tissue, 

containing a component of temporal separation, spatial separation or both (105). The eventual 

potential should be the result of superimposing the resulting potential of multiple groups of myocardial 

tissue, each creating their SP. The results from clustering the SPs could therefore be used to model 

FPs. 

The general structures from the cluster analysis in SPs can be regarded as the basis functions to build 

the FPs. The influence of temporal and spatial variation should be taken into account for the basis 

functions. Temporal variation would cause the deflections to be shifted in time at the site of the FP. 

Scaling and shifting along the temporary axis of the basis functions should therefore be allowed. The 

amplitude of the recorded potential is a tradeoff between group size and distance to the electrode. 
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The greater the myocardial group size, the larger the amplitude. The amplitude decreases with 

distance from the source (106). Therefore, scaling the amplitude of the basic functions covers the 

influence of group size and spatial variation. The occurring FP should be described by the relative 

contribution of different basis functions and their respective timing, scaling in time and scaling in 

amplitude.  

A method similar to the proposed strategy is performed by Houben et al. (107) to define FPs. The FPs 

were set up by a variations of time-shifted and amplitude-scaled combinations of mathematically 

defined SPs. However, the method was utilized for detection from atrial electrograms with the ultimate 

goal of real-time unipolar mapping rather than morphological analysis. The description of the 

individual basis function contribution might help to characterize the genesis of FPs. A potential method 

for evaluation is the usage of matching pursuit (108). Matching pursuit approximates the observed 

signal (FP) by a weighted combination of elements from a predefined library. Individual components 

of the library are appointed a coefficient. A higher coefficient effectively increases the amplitude. 

Therefore, the library could consist of the basis functions, scaled along the temporary axis.  

Conclusion 
K-means with PCA-reduced dimensionality (8 principal components) was deemed the most suitable 

clustering algorithm. Performing the clustering on SPs across the atrial surface during AF resulted in a 

total of 5 clusters, mostly distinguishable by RS-ratio and respective duration of the potential. Regional 

occurrence of the different clusters through the scope of RS-wave morphology showed patterns not 

evidently different from described RS-wave morphologies during SR. BB showed evidently increased 

occurrence clusters containing a low-amplitude, slowly-conducing S-wave morphology. Both indicate 

the possible broader contribution of atrial tissue components than solely the LA, which is mostly 

targeted during electrophysiological procedures. Further research regarding the description of 

potentials consisting of multiple deflections and analysis of patients with different AF subtypes could 

aid in further understanding of tissue deterioration through the course of AF. Both encourage 

understanding of the (individualized) tissue characteristics to help in selecting eligible patients for 

treatment and better indications of AF progression state.  
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Appendices 
I. Appendix I: Additional clustering results  

A. PV and BB clustering 

The evaluation metrics for the PV region and BB are displayed in Figure 38. The PV region shows a 

preferential cluster number of four, as shown by the local maximum in the silhouette score and the 

point of maximum curvature in the graph using the elbow method. The observed pattern is in line with 

the clustering results from all regions and RA data. The evaluation metrics using solely potentials from 

BB show no evident number of clusters. From the elbow method, it could be argued that the point of 

maximum curvature is at four clusters at well. This number of clusters is not obvious when looking at 

the silhouette scores. In correspondence with clustering based on input data from other regions, the 

formed clusters using a four and five-cluster approach are visualized.  

The results of the aforementioned approaches are shows in Figure 39. Using a four-cluster approach, 

the PV region shows the previously observed cluster without iso-electric segment  

(indicated by the yellow dots at the right bottom) and lacks the cluster with a RS-ratio of 0 (indicated 

by the red dots at the right bottom). Last mentioned appears when adapting a five-cluster approach 

based on potentials from the PV region. The observed pattern in clustering outcome is similar to the 

observed pattern using a potentials solely originating from the RA. Using BB potentials, a four-cluster 

approach shows clusters with mean structures corresponding with the results from a four-cluster 

approach with data from all regions. However, the result of a five-cluster approach does not show the 

occurrence of the expected cluster (with RS-ratio of 0). Instead, a cluster similar to the already present 

cluster appears (the second and fifth cluster). 

 

Figure 38: Silhouette score and elbow method for both the PV region (left) and BB (right). 
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Figure 39: Results using a four and five-cluster approach for different regional inputs. 

B. Increased cluster results 

The results of increasing the number of clusters with data from all regions is displayed in Figure 40. 

When increasing from a four to a five-cluster approach, a new morphological structure appears 

(indicated with the red dot at the right bottom of the heatmap). Although a substantially lower 

silhouette score is observed using a four-cluster compared to a five-cluster approach in data originating 

from all regions, the different morphological cluster combined with the preferential five-cluster 

approach from LA data indicates the usage of five clusters to be preferential. Increasing to a six-cluster 

approach creates clusters with the same morphological structure (indicated with the yellow dots at 

the right bottom of the heatmaps). Increase from a number of five to six clusters is therefore 

undesirable.  
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Figure 40: Increasing from a four to a six-cluster approach results (data originating from all regions). 
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II. Appendix II: Soft clustering application 
The previous results of the usage of GMM with spherical covariance type are displayed below (Figure 

41, panel A), followed by the distribution of the probabilities (using the four-culster approach on 

160000 potentials from all regions, Figure 41, panel B). The far majority of potentials showed a high 

probability to belong to one of the defined clusters (97.57%) of the included potentials. However, there 

are also potentials present from which the posterior probability distribution is not evident. To show 

the morphologies of potentials with a less evident cluster to assign, three groups are visualized in 

heatmaps based on the probability to the most likely cluster: 0-50%, 50-75% and 75-95%. The 

heatmaps are displayed in Figure 41, panel C. In the group with a probability between 0-50%, solely 8 

potentials were identified, resulting in the inability to create an adequate heatmap. Although the 

number low number of potentials in the heatmaps causes scattered heatmaps, all groups show a 

general morphology approaching a potential with a RS-ratio of zero.   

When comparing this to the originally identified clusters (Figure 41, panel A), the same general 

morphological structure is not observed. The inability to adequately define the most suitable cluster 

can be impeded. The confusion matrices in Figure 41, panel D show the cluster with the highest 

probability for the individual groups. Color coding is relative to the total number of potentials. The y-

axis shows the cluster with the highest probability and the x-axis shows the cluster with the second 

highest probability. The confusion matrix of all potentials with a probability below 95% is shown in 

Figure 41, panel E. The color bar provided in Figure 41 panel E, does not match with the color coding 

in Figure 41 panel D. 

When less evident potentials are grouped in the first or second cluster, the probability of the potential 

to fall under the third or fourth and vice versa. Crossover probability between the first and second 

cluster and  between the third and fourth cluster is less prominent. When observing the original 

cluster, this is coherent with the general structures observed. The inability to inadequately cluster 

potentials with a morphology not occurring in the original clustering structures is highlighted by the 

decreased probabilities using a soft clustering algorithm.  
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Figure 41: Overview of soft-clustering application. Panel A shows the results of GMM with spherical covariance for 4 clusters. 
Panel B shows the distribution of highest and second highest probabilities of the included clusters. Panel C shows the heatmaps 
of potentials falling in groups of lowered probability to be assigned to a cluster (from left to right: 0-50%, 50-75% and 75-
95%). Panel D shows the confusion matrices of the potentials in line with groups in panel C. Panel E shows the confusion matrix 
of all potentials with a posterior probability to the most likely cluster of <95%. 

Note that this appendix does not focus on the best clustering method, which is shown to be with k-

means. However, the appendix shows that potentials do not always need to follow the morphologic 

structures from general structure of one of the identified clusters. Applying a threshold for a minimal 

probability of a potential to belong to a certain cluster could mediate in defining the boundaries 

towards the identified mean structures in the clusters. 
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III. Appendix III: Atrial fibrillation subtype analysis  
The results from the regional analysis in patients with PAF are displayed in Figure 42: Regional analysis 

of cluster occurrence during PAF.. The corresponding results from the perspective of the five clusters 

for patients in PAF are displayed in Figure 43. Figure 44 and Figure 45 display the figures for the case 

of patients with LSPAF.  summarizes the observations from both analyses Table 5.  

Table 5: Overview of mean occurrence percentage across different regions and clusters during PAF and LSPAF. Values are 
displayed as median and interquartile range. 

 

No statistical analysis is performed. However, the patterns in patients with PAF are similar to the 

observations when analyzing all subtypes of AF. A general heightened occurrence of cluster B and a 

according decrease in the occurrence of cluster A is present at most regions compared to the situation 

in which all subtypes are used, with exception of LA. From a regional perspective, cluster B appears to 

be occurring more prominently than the other clusters in RA and the PV  region. Surprisingly, the data 

from patients with LSPAF show a pattern in cluster A and B even more resembling the pattern observed 

when analyzing all subtypes. Especially from a regional perspective, cluster B is less dominantly 

occurring with respect to the other clusters.  

For the subtype analysis, the data is originating from select group of patients. The known inter-

individual variance complicates the interpretability of the results. In order to draw conclusions of 

difference in observed per AF subtype, a larger number of patients should be included in the analysis.  

  PAF 
(npat  = 4) 

LSPAF 
(npat  = 3) 

 
RA 

(nfiles = 12) 
LA 

(nfiles = 6) 
PV 

(nfiles = 4) 
BB 

(nfiles = 4) 
RA 

(nfiles = 9) 
LA 

(nfiles = 6) 
PV 

(nfiles = 2) 
BB 

(nfiles = 3) 

Cluster A 
16.10 

[8.93|22.20] 
17.51 

[16.20|20.17] 
8.62 

[7.72|9.94] 
9.73 

[6.64|12.61] 
12.53 

[6.17|14.13] 
11.38 

[9.67|22.72] 
26.23 

[19.80|32.65] 
10.22 

[8.06|12.12] 

Cluster B 
37.52 

[26.01|48.72] 
10.84 

[4.60|18.81] 
40.72 

[34.58|50.24] 
44.36 

[40.53|49.23] 
32.61 

[29.33|35.06] 
10.13 

[9.06|11.35] 
26.58 

[21.60|31.56] 
40.59 

[35.17|47.22] 

Cluster C 
8.41 

[6.32|11.67] 
4.37 

[2.00|7.60] 
21.97 

[18.29|26.48] 
13.32 

[9.39|16.05] 
14.00 

[13.04|17.15] 
10.61 

[7.86|14.26] 
14.68 

[12.40|16.96] 
12.07 

[11.77|14.61] 

Cluster D 
17.58 

[12.23|27.67] 
32.14 

[29.84|39.33] 
11.85 

[8.70|14.97] 
14.08 

[13.66|17.21] 
17.52 

[11.72|18.63] 
24.27 

[17.19|33.76] 
18.14 

[16.39|19.90] 
14.28 

[11.96|16.57] 

Cluster E 
17.25 

[11.96|21.75] 
22.25 

[13.53|29.88] 
12.86 

[6.72|18.39] 
18.30 

[15.55|18.93] 
25.81 

[22.68|32.76] 
32.61 

[20.16|44.93] 
14.38 

[8.90|19.86] 
20.22 

[19.38|21.83] 
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Figure 42: Regional analysis of cluster occurrence during PAF.  

 

Figure 43: Cluster analysis with occurrence across the different regions during PAF.  
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Figure 44: Regional analysis of cluster occurrence during LSPAF. 

 

Figure 45: Cluster analysis with occurrence across the different regions during LSPAF. 


