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Preface
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Your network is your net worth. Great thanks to Dr. Ir. N. (Niels) van Oort who provided me this
excellent opportunity for shaping me to think as a researcher and offered me significantly contribut-
ing advice to this study. Your invaluable feedback and networking always made my research more
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insightful feedback and suggestions and your technical help along with my study, for your invaluable ad-
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Supervisor Peter van Brakel for your active involvement in this research, and for helping me bridge all
the colleagues that could answer my questions, and for all the efforts to help me blend in the big family
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data scientists from Lynxx. Moreover, big thanks to OV-bureau Groningen Drenthe and Translink for
providing the precious smart card data to me.

Time spent with family and friends is worth every second. Special thanks to my family, my mother
Guang Long, my father Lei Wang, my aunt Shaofang Wang and Lingyun Long for your countless and
constant love and support without whom I could not be able to make this journey. I would like to thank
all my friends (George Weijs, Darshik Parejiya, Chen-Yen Chou, Qingyuan Zhu, etc.) and football
teammates who have made this journey more meaningful and enjoyable. Lastly, I would like to thank
my girlfriend Xinyan Zhao for your sweet love and warm accompany.
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Executive Summary
To address the increasing passenger demand in the coming years and make public transport less
crowded and delayed, insights into predicted passenger flow are needed. A wide range of studies
has used and validated that smart card data can be one of the sound bases for predicting short-term
passenger demand (Ding et al., 2016, Van Oort et al., 2015a, Zhou et al., 2016). However, it also
has several disadvantages, such as the relatively long collection time, the insufficiency to reflect the
relationship between passenger behavior and ridership. Trip planner data, which emerged as a type of
real-time transit information, could reduce the perceived waiting time of passengers and increase the
transit ridership due to the improved satisfaction. Combining these two types of data could potentially
cater to the interest of operators in matching the vehicle supply and passenger flow demand at an
operational level.

Background and Research Objectives

The proliferation of one kind of trip planner application has significantly enhanced the mobility options
for the public. It is essentially a multi-modal trip advice app that offers different choices for the details
from origin to destination. It can improve user travel experience through static (timetable, fare, map,
etc.) and real-time (delay, re-route, crowdedness, etc.) information. Correspondingly, the aggregated
information also help public transport operators to understand their service performance more and lead
to their goals.

Nevertheless, hitherto very limited researches have been carried out to combine smart card data
and trip planner data for predicting short-term bus ridership to the best of our knowledge. Moreover,
it is still unclear to what extend the trip planner data would help in such a prediction and what is the
effective method to perform. Hence, the initiative of this study is built upon the ever-increasing provision
of real-time travel information, namely the trip planner data. The reasons are bifold: first, it is common
that people schedule their trips before they realize so that the dynamic future passenger flow can be
revealed by using this kind of information; second, to combine smart card data and trip planner data
is promising as they share the same level of spatial and temporal information, i.e. they can provide
accurate information on the origin and destination of a trip at a specific time point.

Another drive of this study is to offer public transport operators a suitable method of short-term
ridership estimation. Currently, they schedule most buses a week in advance, and therefore it possibly
neglects the changes and results in some negative impacts on the passengers. Not only a reliable
short-term prediction model can help to efficiently schedule the fleet with adequate ability to avoid
crowdedness, delay, or bunching, but also it can cope with demand fluctuations during abruptions,
weather changes, events, etc. Additionally, it also benefits public transport operators to select the
appropriate bus size to cater to the demand as they usually have more than one type of bus to serve
different scales of operation. Correspondingly, the quality of service would increase and thus a higher
passenger satisfaction.

Notwithstanding, the abundance of available data challenges the traditional data mining methods.
But the emergence of machine learning with its efficiency, automation, and effectiveness facilitates the
fulfillment of this research gap. Thus, we conclude our objective is to derive the relationship between
trip planner data and the ridership of bus trips by applying machine learning algorithms to see if we can
conduct the short-term prediction with an acceptable precision at stop-level. We present the formulated
research questions below, beginning with the main question:

To what extent can trip planner data contribute to short-term bus ridership prediction and
what are the important influencing factors in trip planner data and other data in such a prediction
model?

This main research question is subdivided into five sub-questions in this study. We first explore the
existing literature to find out what are the state-of-the-art short-term ridership prediction models and

xiii



xiv 0. Executive Summary

influencing factors that internally from trip planner data and externally from other data affect the short-
term ridership prediction, with respect to spatial, temporal, and other characteristics. Then, we analyze
the trip planner data to unveil the dimensions that have been stored and the short-term prediction
models to unravel what parameters and variables stand. Next, we establish the connection between
those dimensions and unfold the correlation between observed ridership from smart card data and trip
planner data. Following, we leverage this correlation for predicting the short-term bus ridership. Finally,
we examine and determine the performance and benefits of this model.

Research Methodology

In general, this study leverages the regression problem to predict the short-term bus ridership and
we select supervised learning to accomplish this task. The regression task approximates a mapping
function from input variables to the continuous output variable(s). We iteratively explore the raw data
in order to create a well-knitted set of variables (features).

To begin with, we first describe, clean, and integrate three datasets that we have used in this study,
including trip planner data, smart card data, and automatic vehicle location data. We investigate the
temporal and spatial dimensions and discover the correlation matrices and variance-covariance matri-
ces to find the contributing variables.

Then, we choose the machine learning methods with the emphasis on interpretability in both con-
figuration and results. By results, we mean that we can derive the feature importance. The methods
include Linear Regression, K-Nearest Neighbour Regression,Gradient Boosting Decision Tree Regres-
sion, and Random Forest Regression. For several machine learning models among them, we need to
tune a few parameters to optimize their performances. Thus, we divide the whole dataset into a training
set and a test set. Following, we apply nested cross-validation in which we fine-tune the parameters in
the inner-loop by k-fold cross-validation. And we compute the robustness and accuracy of the models
via outer-loop by random permutation cross-validation. Moreover, we create a comparison between
machine learning models and the baseline models (public transport current model and public transport
current with seasonal trend). The outperformed model is used to examine the feature importance.

After data analysis, we find out that both smart card data and trip planner data are imbalanced. The
imbalance is not inherently a problem. However, we have a non-uniform preference across the ridership
domain, and the most important ranges are poorly represented, which is the crowded cases. Therefore,
we employ the sampling design to tackle this imbalanced data. We first take the natural logarithm of
the ridership to smooth the highly right-skewed distribution, and it is in line with the regression models
that work better with more symmetrical, bell-shaped distributions. Next, this transformation facilitates
the binning of continuous data into discrete one as there is less data on the right tail of the distribution.
The binning strategy with Doane’s formula helps us to resample the data by SMOTE (synthetic minority
oversampling technique) that enhances the influence and representations of the minority but interested
classes. We also practice a sensitivity analysis to determine the optimal sample designs.

Finally, we set up a set of performance metrics that consist of 𝑀𝐴𝐸, 𝑅𝑀𝑆𝐸, and 𝑅ኼ to compare
the multiple models. They measure the absolute error, the spread of the error, and goodness-of-fit,
respectively. Additionally, the main objective of the study is to discover the usefulness and utility of
trip planner data. Only get to know the performance of the model is not enough. Thus, we introduce
feature importance to the study, and we select the best model out of the omnibus to explore the feature
importance. For different models, the way of computing feature importance is dissimilar. The permu-
tation feature importance is comparably convincing. For the tree-based models, we also add the mean
decrease in impurity to measure the feature importance if they outperform. Lastly, we implement the
partial dependency plot to assess the influence of a single feature on the average prediction of the
model.

Data

We utilize the data provided jointly by 9292 and OV-bureau Groningen and Drenthe in October 2019
to validate our methodology. The case study area is suitable for researching with the feature of bus-
oriented, youth-prone, and density-divers. The bus line types are various, including inter-city, inner-city,
and rural. It could potentially offer insights into the comparison for the prediction of different line types.

Results
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First of all, Random Forest Regression outperforms than the other models with a landslide in the major-
ity of the cases (3 cases out of 4). Only one line with a different sample design that gives us a different
result, originated from its spares distribution at the less representative domain. In this particular case,
K-Nearest Neighbour Regression is the best model based on the criteria of 𝑀𝐴𝐸, 𝑅𝑀𝑆𝐸, and 𝑅ኼ, how-
ever, we have a better 𝑅ኼ from the cross-validation by applying Random Forest Regression. Due to
the sample design varies in this specific case, we consider it is much more robust to adopt Random
Forest Regression as it is less sensitive to training data.

Second, we find out that the current public transport model performs worse due to the missing
recordings of bus trips. If operators can come up with a better way to deal with this problem (other than
filling 0 or drop the recordings in this study), it could potentially elevate the performance of this model.
It is indeed efficient and effective when the ridership is low. The simple model with the weekly trend
fails in this study as it exaggerates the ridership when the same trip that was too crowded last week on
several specific sections. A future step could be adding smoother, such as the weekly trend coefficient
of the last trip or the last two trips.

Then, we explore the results from different perspectives. The actual vs. prediction plots tell us that
machine learning models generally can not only better capture the quiet trips but also outperform than
the baseline models when the trips become busy, regardless of the line. However, all models have
larger average error and bias when the actual value becomes larger, which implies the existence of
heteroscedasticity. When the actual value is low, all models can function well while Gradient Boosting
Decision Tree Regression tends to overestimate, K-Nearest Neighbour Regression tends to underes-
timate while Random Forest Regression is relatively neural.

Next, we analyze the residual plots. Residuals are differences between the predictions from the
model and the measured outputs from the validations dataset. From the residual plots, we once again
testify the existence of heteroscedastic. It is not inherently a problem but implies that the model can
be improved. As we have already transformed the target, it indicates the possible inclusion of other
significant contributing factors could solve the issue. Except for the case that has a different sample
design, all other cases show a symmetrical and balanced distribution of residuals around zero, which
means a balance in the estimation. And this specific case has the problem of the y-axis unbalanced
slightly due to the larger oversampling design.

Besides, these prediction residuals are not entirely similar distributed across the cases, in terms of
periods. In most cases, it is the evening peak that has the highest variance because it is the second-
highest commuting time. People have a non-uniform off-duty time so that the ridership is easy to
fluctuate, and therefore a higher variance of prediction error. In contrast, one line out of four has a
higher variance of residuals during the morning peak because it has a comparatively high commuting
passenger flow during the morning peak due to its line characteristics. It results in higher variance and
predictive difficulty. Concerning day type, the variance of the weekday is higher than the weekends in
every case.

Particularly, Random Forest Regression models roughly reach a balanced estimate. However, it is
another time the case that has a large oversampling strategy (by enlarging the minorities with 250%)
that has the most difference in biased prediction. The margin between overestimation and underes-
timation is as high as 30%. Even though we did not undersample, but only oversample the minority
classes by 5%. The model still tends to underestimate the actual values, and this tendency is much
more profound when we see the average of the top 5 percentile residuals.

With the outperformed model Random Forest Regression, we uncover the importance of variables
(features). Feature importance refers to a class of techniques for assigning scores to input features
to a predictive model that indicates the relative importance of each feature when making a prediction.
The most important feature is always the average number of ridership, despite the methods in this
study. Regarding trip planner data related variables, the sum of the number of trip planner requests,
the average of requests, and the variance of requests can take approximately 20% of the importance
in the ridership prediction on average. When the number of requests is low, there is a strong positive
correlation between ridership and request, between ridership and average request, and between rider-
ship and variance of the requests as revealed by the partial dependency plot. However, when it is the
high-value domain, the effect is marginal because of the fewer recordings so that the model can not
learn a meaningful prediction.

Furthermore, we investigate the performance of the Random Forest Regression model with trip
planner data that is further ahead in time. We examine the scenario with all requests, requests that are
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10, 15, 30 minutes ahead with the same configuration of the model, and the same sampling design.
This timing advance is measured by the requested travel time and the vehicle start time, namely the
margin between the time forward a travel request and the time that passengers potentially realize the
trip. The performance does not deteriorate to a great extent. Two of the four cases show us that model
with requests that are 10-minute ahead outperforms, indicating that the information stores nearest are
more valuable.

Lastly, we desire to unveil how the trip planner information could function during different times, and
during what period, the trip planner data is of the most usefulness. The reason is that people behave
differently during different times by using such a trip planner from the data analysis. We find out that
three cases out of four have the best performance with requests from 10:00 to 16:00, compared to
all requests included. Users send very few requests at night (from 22:00 to 4:00), which is around
5% of all requests. But one of the cases gives the best performance by utilizing requests from the
night. In notable contrast, the other one gives very unsatisfied results. Therefore, we conclude that
the case in which we have a different sample design can learn a meaningful result when the sample
is large enough. In other cases, it is during the evening (from 16:00 to 22:00) when Random Forest
Regression model captures less.

Conclusions and Recommendations

This research provides scientific and practical contributions respecting ridership prediction with trip
planner data. It fills the research gap where hitherto there is still no study using such kind of data
in short-term ridership prediction with machine learning methods. Furthermore, we construct more
interpretable models so that we can analyze the feature importance with the emphasis on the trip
planner data. We also utilize the data with a certain time ahead to validate the usefulness of trip
planner data in predicting the short-term bus ridership. The developed method shows that Random
Forest Regression is approximately two times better than the public transport current model with a𝑀𝐴𝐸
of around 3 at a stop-level on average. Moreover, it also presents that Random Forest Regression has
a goodness-of-fit (𝑅ኼ) from repeated random 5-fold cross-validation at almost 0.8 on average. By stop-
level, we mean at a specific stop during a trip. Lastly, the model does not deteriorate to a large extent
when it only works requests with a certain lead time.

We list the main contributions of this research as following:

• It is novel to incorporate trip planner data in short-term ridership prediction, however, solely based
on this kind of data would be inaccurate. It is useful to combine the trip planner data and the
historical ridership, derived from the smart card, to realize the ridership prediction. In this way,
we can avoid the long collection time of smart card data and able to capture the temporal and
spatial influence such that we can fulfill the ridership prediction at an operational level.

• By sampling design, the less represented data domain can be pronounced but with a necessary
compromise of the overall performance of the model.

• Regardless of the line, machine learning models generally capture not only the quite trips but also
the busy trips.

• Random Forest Regression among all six models that we have selected in this study outperforms
than others. It has the highest goodness-of-fit from repeated random 5-fold cross-validation of
every case study line and the best performance of absolute error, the spread of error in three of
the four.

• The Random Forest Regression model roughly reaches a balanced estimation, i.e. no tendency
towards over- or underestimation.

• The Random Forest Regression model does not deteriorate to a large extent when we only utilize
trip planner requests with a short time ahead. For the majority of the cases, it also does not
degrade with the requests sent from a specific period.

• The request-related features (variables) can take up 20% of the importance in short-term ridership
prediction in this study, including the number of requests, the average number of requests, and
the variance. This means that it is useful and rational to take trip planner information in ridership
prediction in the future works.
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We recommend a high-level collaboration among 9292 (trip planner company), public transport
operators, and the authorities. So that using smart card data as a sound basis and adding trip planner
data to predict the ridership can avoid the long collection time of the smart card data and also capture the
passenger behavior. This collaboration also benefits the cleaning and merging of datasets, including
stop names, route names, etc. Besides, it is beneficial that 9292 could store all provided choices such
that we can dive into the analysis of passenger behavior and reduce the overestimation. The logged
alternatives and the actual choices are similar to a huge questionnaire. Benefitting from it, we can know
how people trade-off between the fastest route or the cheapest route, how people select between the
routes that traversed specific regions or districts, how people choose the exact modality, and do they
have a preference. Those questions can be interesting, and also the results would help to personalize
the service and maximize the profit. Finally, if user type and IP tracing are applicable, we can reduce
the overestimation and distinguish the travel pattern in a user-wise.





1
Introduction

This chapter begins with the background information of the context and the relevant research at current.
This chapter also provides the background and researchmotivation, including the reveal of the research
gap and the contribution of the application. Thereafter, we present the research objective with the scope
to fill in the revealed research gap. Finally, we propose the research questions.

1.1. Background and Research Motivation
To pursue livability and mobility, one of the public transport (PT) goals of the government of the Nether-
lands is traveling in comfort by PT without hassles. However, with the anticipated 30% to 40% growth
of passenger demand in the coming twenty years, the PT network is approaching overload, bringing
the challenge of matching the transport supply and increasing travel demand (Ministry of Infrastructure
and Water Management, 2019). The underlying mismatch could not only lead to extended travel time
and decreased comfort due to crowdedness and delay in the short-term, but also result in a modal shift
in the long-term (Pel et al., 2014, Van Oort et al., 2012). This will run in the opposite direction of the
goal to make PT a viable and comfortable alternative to driving.

Fortunately, in an era with massive data resources and computing tools, solving the problem of
matching the imbalance is not entirely impossible. Researchers like Van Oort et al. (2015b) expounded
that in order to design more optimal PT networks, timetables and develop more reasonable operation
strategies, insights into predicted passenger flow is needed. Many other similar studies have reasoned
that reliable and effective ridership prediction is beneficial for both passengers and transit operators
(Ding et al., 2016, Ohler. et al., 2017, Van Oort et al., 2015). With the predicted passenger demand
information, public transit operators could allocate sufficient but not superfluous rolling stocks and in-
form passengers in advance or optimize their timetable tactically to avoid bus delay or bunching, which
results in more positive travel conditions for passengers. From the perspective of passengers, people
would like to be informed in advance about expected arrival and accurate traffic information to help
them with adjusting their mode or departure time choice to avoid the crowdedness. By predicting the
future passenger flow, it is able to reach a reliable balance between passenger travel demand and PT
supply. Accordingly, this will improve the PT service and potentially attract more ridership. Hence,
many researchers have studied the topic of demand prediction with different types of methodologies.

Conventionally, a simple 4-step model will be deployed to predict long-term transit ridership, in-
cluding trip generation, trip distribution, modal split, and trip assignment (Horowitz, 1984). The typical
prediction method in trip generation is to construct a linear or non-linear model between passenger de-
mand and contributing factors such as demographics, socio-economic factors, transit attributes, geoin-
formation, etc (Chan and Miranda-Moreno, 2013, Idris et al., 2015, Taylor et al., 2009). The advantages
of these types of models are that it is easy to be fulfilled by spreadsheets with simple rules and it only
focuses on long-term ridership prediction served for strategic and tactical level through analyzing the
pattern of travel demand. Yet, it is not able to represent multi-modality and its level of detail does not
always match the level of operation in the PT company. Most of the PT operators still do not have a
transport model that could provide valuable insights into the operational level (Van Oort et al., 2015a).
Thus, researchers began to unveil the possibilities from new massive data sources such as smart
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card data, Global Positioning System (GPS) and Mobile Phone Data (MPD) to forecast the passenger
demand.

In the field of PT, the above-mentioned new data can be retrieved from Automatic Fare Collec-
tion System (AFC), Automatic Vehicle Location System (AVL), Automatic Passenger Counting System
(APC) and all mobile related devices and applications(Van Oort et al., 2015). Van Oort et al. (2015)
show that combining the data from APC and AVL can facilitate the study into bottleneck identification,
service reliability investigation, which can be used to measure the performance of the public transit
system and accordingly elevate it. In another study, smart card data from AFC and an elasticity model
are combined to develop a short-term prediction model (Van Oort et al., 2015a). In this way, we can
observe the current demand by smart card data as origin-destination (OD) matrix and it is a sound
basis for the short-term demand prediction, which leads to a substantial improvement on the PT level
of service. However, the disadvantage of using smart card data is that it is hard to execute on an
hourly basis or shorter because the collection of smart card data needs time up to days. It needs to be
transmitted from vehicles to transit operators and then to the transportation authorities and therefore
it is hard to predict the ridership real-timely or in a shorter term. Additionally, only leveraging smart
card data to predict ridership is insufficient to reflect the relationship between passenger behavior and
ridership.

MPD, more than just containing the position of users but also their dynamic mobility information, is
another popular discussed data source and is able to help operators gain an insight into the planning
stage (Elias et al., 2016). Generate the data out of the cellular network and convert it possible to
represent the transport network that can be beneficiary. MPD generally can provide various types
of data, such as Call Detail Record (CDR), Global System for Mobile Communications (GSM), Voice
Response Unit (VRU), etc. De Regt et al. (2017) fused GSM data with smartcard data to reveal the
spatial and temporal pattern and it is able to offer insightful mobility patterns from strategical and tactical
level but since it is not real-time data, limited value is provided at an operational level. Whereas the
social media data or data following from smartphone applications (apps) often offer those real-time data
and those apps have emerged as tools for gathering and aggregating mobility information. Shaheen
et al. (2017) reasoned that understanding the role of apps in the field of mobility is important for planning
and development. For instance, social media apps data can grant knowledge on the usage of public
transport (Bregman, 2012). Sharing mobility apps, such as car-sharing (Uber, Lyft, etc.) and bike-
sharing (Mobike, OV fiets, etc.) can be used to estimate and predict the ridership in order to reveal
the demand pattern and to match the demand and supply better (Li et al., 2015c, Vogel et al., 2011,
Xu et al., 2018). These apps may vary one from another but all with the basic provision of the mobility
information about travels to its users. However, limited studies have been conducted in the field of PT,
which indicates a lack of knowledge on incorporating real-time apps data to understand the demand
pattern and its correlation with ridership at an operational level.

Trip planner apps, as one of the important PT mobility apps, is basically a multi-modal trip advice
application, providing the information from origin to destination with various options. These apps ag-
gregate knowledge from PT, walking, cycling, and other modes. Furthermore, these apps improve the
mobility of users by static (timetable, fare, map and so forth) and real-time (delay, re-route, crowded-
ness and so on) information. From the user side, it is convenient to use these trip advice to make
travel decisions like the least travel time, the least travel cost and the like. From the operator side, the
aggregated trips can help them understand the performance of their service from diverse angles and
can lead to their goals. As indicated by the previous studies, real-time transit information (RTI) apps
could reduce the waiting time of passengers, the overall travel time due to route choice and increase the
ridership of transit as increased satisfaction as a result of overall transit service and perceived personal
security (Brakewood and Watkins, 2019). Van Roosmalen (2019) attempted to predict the short-term
bus ridership by the usage of this type of data and several machine learning (ML) algorithms, but the
results can still be improved considerably and more selected features and methods can be discussed.

Given these points, the PT industry shows substantial interests in matching the vehicle supply and
passenger flow demand via short-term ridership prediction at an operational level. However, current
information on the interaction between PT usage and the future demand is provided by solely smart card
data and other demographic information. It can capture the future flow to help at strategic and tactical
levels but it is hard to predict ridership in short-term or real-time and it is neglecting the passenger
behaviors as above-mentioned, indicating the necessary incorporation of the information of real-time
dynamic demand. Furthermore, very limited studies have been conducted in the integration of smart
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Figure 1.1: A brief overview of the timeline in ridership prediction methods and data

card data and trip planner data to the best of our knowledge and we do not know how the trip planner
data could advantageously help to forecast ridership in short term and what is the suitable method to be
performed yet. With the increasing provision of real-time information to passengers by industry practice,
the dynamic future passenger flow can also be revealed by trip planner apps as it is common that people
plan their trips before acting. Those two types of data share the same level of spatial and temporal
information, which means they are able to provide detailed information on the origin and destination of
a trip at an exact timestamp. This shows the possibilities of the fusion will lead to information on the
interaction of PT supply and overall demand, including temporal and spatial dynamics. The dynamics
will enable PT operators to allocate enough vehicles for specific routes during desired periods.

In a nutshell, if it is able to predict the ridership based on the requests with certain accuracy within
an acceptable organizing time, this will benefit both PT operators and passengers. Plus, PT operators
presently schedule most buses a week in advance (Van Roosmalen, 2019). This will result in some
negative impact on the passengers. For instance, “Students at the expense of the holiday timetable,
Kas (14) from Zelhem comes to school late every day” because the PT operator made the timetable
based on the schedule of school last year (Van Sloten and Van Rooijen, 2019). Another example,
“Busy buses to Deltion Zwolle: Jos (18) has to wait for seven full buses” because of overwhelming
travels during peak hours without sufficient vehicles (Frasa, 2018). This indicates the deficit of efficiency
and dynamics. An appropriate short-term ridership prediction method would help to plan the fleet
dynamically with sufficient capacity to avoid crowdedness and the bus delay or bunching that it may
incur. Moreover, it is able to cope with the fluctuations of demand during sudden change of weather,
events, etc. Furthermore, PT operators normally have more than one type of bus to server different
operation scale and some rural dedicated lines to help residents access to major cities. When the
predicted demand is fewer, smaller sizes of buses with lower emission could be dispatched to save
costs from multi-perspectives. In turn, it will improve the level of service and bring more convenience
and comfort to passengers. Eventually, it would boost the public reputation of PT operators, attracting
more passengers to realize the PT goal as a viable alternative of driving.

1.2. Research Objective
Following from the research gap and the possible contributions, the objective of this study is formulated
as follows:

To derive the relationship between trip planner data and the ridership of bus trips by applying ma-
chine learning algorithms to see if the short-term prediction can be conducted with an acceptable pre-
cision at stop-level.

We will try to uncover the correlation between the trip planner and ridership and determine whether
this type of data can be used to predict the ridership of bus trips. We assume there should be a positive
correlation between these two types of data, namely if there are more trip requests consulted for a
particular period, it is likely to have more travelers expected to use PT during the desired travel period.
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However, the accuracy of this type should be acceptable from the perspective of PT operators in order
to be valuable. More specifically, a PT operator should be able to predict the ridership for a certain bus
trip by incorporating this type of data and know what is the importance of this type of data. Otherwise,
if there is no correlation or the correlation is not significant, it means that trip planner data is not an
effective new information source for predicting short-term bus ridership.

1.3. Research Questions
Based on the research gap, contributions of application and the research objective, the formulated
research questions are presented below, beginning with the main question:

To what extent can trip planner data contribute to short-term bus ridership prediction and
what are the important influencing factors in trip planner data and other data in such a prediction
model?

The sub-questions are formulated as followed:

1. What are the existing short-term ridership prediction models and influencing factors that internally
from trip planner data and externally from other data affect the short-term ridership prediction
according to literature?

2. What are the dimensions of analysis in the trip planner data (what data have been collected and
stored) and in short-term ridership prediction models (what parameters and variables are there)?

3. Along the above-mentioned dimensions, how does trip planner data correlate with observed rid-
ership from AFC data in the short-term?

4. How can such correlations be leveraged for short-term bus ridership prediction?

5. What is the performance and benefit of using such a prediction model?

In this sense, the aim of the study is to explore the possibilities and identify the importance of trip
planner data in the prediction of bus ridership at a stop-level. By ridership at stop-level, it means the
occupation rate on board per stop per bus trip. In order to build up a short-term prediction model at
stop-level eventually, the travel planner data of 9292 will be used. 9292 is a daily source of PT travel
information for passengers in the Netherlands, integrating all information from all transport companies
together. This trip planner data is considered as the internal environment to predict the ridership and
other datasets used are considered as the external, in terms of spatial, temporal and other characteris-
tics. Moreover, smart card data as the ground truth will be used to correlate and validate the ridership
prediction. If the correlation can be constructed, influencing factors can then be selected to investigate
based on the assessment and availability of data internally from trip planner dataset and externally from
other datasets. For instance, time of the day, the day of the week and the segment of the line, etc.
Specifically, the case study will be the bus network in Groningen and Drenthe.

The remainder of this study is organized as follows: the second chapter displays the literature review
that uncovers the state-of-art methods and influencing factors that are followed by the description of
the case study in the third chapter. The fourth chapter presents the data preliminary and features
exploration, including data description, cleaning, merging, and analysis. The fifth chapter presents the
methodology that we formulate. Then, the sixth chapter reports the application and development of
the method, and the seventh chapter compares the results and analyzes the importance of features.
The study wraps up with the eighth section where the conclusions are drawn with the discussion of the
future research direction.



2
Literature Review

This chapter describes what are the state-of-the-art methods and contributing factors in short-term rid-
ership prediction. To build a prediction model, the extensive treatment of relevant theories and findings
in the scientific literature is needed as knowing relatively more important factors and outperformed
models that testified by previous studies can facilitate the establishment and the better performance of
the prediction model. The sub research question has been answered in this chapter is:

What are the existing short-term ridership prediction models and influencing factors that internally
from trip planner data and externally from other data affect the short-term ridership prediction according
to literature?

In order to answer the question, this chapter consists of three parts, which are the exploration of
contributing factors and ML algorithms (in a relationship revelation or classification) and conclusion.
First, we identify the various contributing factor from multi perspectives. Second, we conclude the
current methods of ridership prediction models with an emphasis on ML algorithms. Finally, we draw
the conclusions of this chapter.

The search engines are Scopus and Google Scholar and the search terms are constructed using
related or broader terms as follows:

prediction* OR forecast*
AND

“public transport” OR “public transit”
AND

ridership OR “number of passengers”
With the aim of investigating the influencing factors for the bus ridership, the first searching term is

optional and therefore the literature with a * means that the target outcome is not predicted ridership in
the following summary tables. After the search, other than the type of relationship between ridership
and contributing features, the existing studied predictionmodel for transit ridership can also be classified
based on the length of the prediction horizon. The prediction horizon is hard to be defined since there
is not a universal or uniform rule for it. Researchers choose the time horizon to focus based on their
research scope and motivation. Hence, in this study, the long-term models are deemed as models
with a prediction horizon of a year. Those models are mainly used to help decide on capital-intensive
transit-oriented investments and to investigate the impact of major changes in service and environment
on a strategic and tactical level. On the other hand, the short-term model is normally with a prediction
horizon of days or hours. Thesemodels can be used by public transport operators to increase/decrease
supply (dynamic traffic management) and to timely notify travelers on possible crowding (Pereira et al.,
2015).

2.1. Influencing Factors of Bus Ridership
To know the influential factors in bus ridership is vital. We carry out a thorough investigation into the
data dimensions internally and externally in order to construct the feature set of ML later on. Current
literature studies the influential factors as follows:

5
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A consensus of the influence of time and date has been reached. Temporal factors can be diverse,
including the time of day, day, week, and month (Ding et al., 2016). The embodiment of the temporal
factors starts from a long time ago when Stopher (1992) calibrated a separate model for peak (combi-
nation on AM and PM peak), day and night for weekdays. Ding et al. (2016) found that the time of day
is associated with the periodic feature of subway ridership that subway ridership is usually high during
peak hours and maintains at a moderate level during non-peak hours. Even the feature, peak-hour,
could be different as the AM peak tends to be sharper, since work and education journeys coincide at
that time, whereas the PM peak is flatly spread due to education trips being earlier (Xue et al., 2015).
When it comes to long-term ridership prediction, seasonality can be investigated due to continuing
observations. Chiang et al. (2011) included August and October as binary predictors for explaining
seasonality. Those two months are significant in the study area and hence cause an effect on the
ridership compared to other months.

Among all temporal attributes, events and holidays can be special and influential. Karnberger and
Antoniou (2020) discovered that adding event information can improve prediction quality for a few links
significantly while others are no use. Since all events would normally have a certain location and starting
time associated with them, some people leave early to escape the rush or have to work the next day.
Ohler. et al. (2017) investigated four different types of holidays: public holidays, school holidays and
semester breaks of the local university and cultural events. To inspect those factors in a more elaborate
way, not only the day has been modeled as a binary dummy variable but also one day before and the
day starting, the day after and the day ending because the increased demand can be expected at both
the start and the end of these periods.

Aside from temporal attributes, spatial attributes are also vital. If the aim of the bus prediction is just
one route, the spatial feature is always neglected. While if the scope is at regional or stop-level, this
variable is analyzed as the building environment for the attractiveness of passengers. Different modes
of stops or stations could have different impacts on ridership. Ding et al. (2016) concluded that the bus
transfer activities around the subway station have the most potentially significant effects on the subway
ridership, and the bus transfer activities around the subway station have little effects on the subway
ridership. Chakour and Eluru (2016) have conducted a study that exhausted the infrastructure and built
environment influence on bus ridership at stop-level, which indicated that highway affects bus ridership
negatively, while the presence of public transportation around the stop has a positive and significant
effect, for instance, metro and train stations and bicycle paths. In addition, residents in urban and rural
areas could have a significant difference in mode choice andmobility preference originated from the low
density and dispersed locations of origins and destinations of rural areas (Pucher and Renne, 2005).
Moreover, parks, commercial enterprises, and residential areas, amongst others, have various effects
across the day on boardings and alightings at bus stops.

Weather can result in an impact on ridership. In the article written by Li et al. (2015b), humidity, wind
speed, rainfall, and temperature were found to be negatively correlated with bus ridership, although the
magnitude of the impact varies depending on route clusters and seasons. In another paper composed
by Tao et al. (2016), three scopes of different sizes have been studied, including system, sub-system,
and route level. However, there was essentially no significant association between changes in weather
and system-wide bus ridership but heavier rain appeared to markedly prompt bus ridership along the
busway. Furthermore, Tao et al. (2016) indicated that higher humidity depresses the bus ridership while
wind induces the increase in bus ridership in less dense areas.

The characteristics of transit and demand influence the ridership. Van Oort et al. (2015b) utilized
the data from the smartcard as the historic demand to forecast future demand by using the elasticity
model. Variables, for instance, in-vehicle time, waiting time, number of transfers are also Incorporated
as transit features. The same concept but different method can be also seen in the work done by
Gummadi and Edara (2019), where historical demand, reflected by tickets, has been used to predict
the transit ridership by the artificial neural network. Zhou et al. (2016) steered their efforts on the
inclusion of GPS location of passengers and the bus parking positions. The connection between bus
and metro, indicated by the transfers is regarded as another transit feeder service feature (Ding et al.,
2016).

Other factors, for example, socioeconomic attributes influence the occupation of vehicles as well(Li
et al., 2015a). Unemployed people tend to have less need to travel to work and a declining economy
alike(Chiang et al., 2011). The presence of alternative modes, for instance, the preference of using rail
will hinder the ridership of the bus, given the same situation (Scherer and Dziekan, 2012). And personal
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travel behavior or mode choice as a consequence of household mode choice chain could also result in
a change in the ridership (Dissanayake and Morikawa, 2010).

Table 2.1: Summary of influencing factors of ridership

Article Temporal1 Holiday2 Spatial3 Weather4 Characteristics
of transit5

Characteristics
of demand6

Socioeconomic
status7 Others

Stopher, 1992 4 4 4 4

Pucher and Rene, 2005* 4 4

Dissanayake and Morikawa, 2010* 4 4 4 Mode chain
Chiang et al., 2011 4 4 Gas price
Scherer and Dziekan, 2012 * 4 Rail bonus
Li et al., 2015a 4 4

Xue et al., 2015 4

Van Oort et al., 2015a 4 4

Li et al., 2015b* 4 4 4 4

Zhou et al., 2016 4 4

Ding et al., 2016 4 4 4 4

Tao et al., 2016* 4 4

Chakour and Eluru, 2016* 4 4 4

Ohler et al., 2017 4 4 4 4

Gummadi and Edara, 2019 4 4

Karnberger and Antoniou, 2019 4 4 4 4

1 Temporal means the factor relates to time. For example, time of the day or day of the week.
2 Holiday means the factor relates to holiday specifically. For example public holidays or school holidays.
3 Spatial means the factor relates to space, infrastructure and built environment. For example, the location of origin or destination is suited in a residential area or business
area.
4 Weather means the factor relates to the weather condition. For example, precipitation or wind velocity.
5 Characteristics of transit means the factor relates to the service of PT. For example, the PT routes or stops.
6 Characteristics of demand means the factor relates to the behavior of passengers. For example, the trip distance or travel time.
7 Socioeconomic status means the factor relates to the economic and sociological combined total measure of a passenger.
* The literature with this symbol means that the topic does not directly predict the ridership.

2.2. Machine Learning Algorithms for Bus Ridership Prediction
Predictive modeling is the problem of developing a model using historical data to make predictions on
new data where we are supposed to not have the answer (Geisser, 1993). In general, the predictive
modeling can be described as the mathematical problem in which we approximate a function 𝑓(𝑥) from
input variables (𝑥) to output variables (𝑦). Typically, we can leverage regression and classification to a
ridership prediction problem. Both regression and classification are approximating a mapping function
𝑓(𝑥) from input variables (𝑥), but the fundamental difference lies in the type of the output variables (𝑦)
(Loh, 2011). In a classification problem, the output variables (𝑦) are discrete class labels, e.g. a range
of ridership or whether the ridership is beyond capacity or not. In contrast, the output variables are
continuous quantities in a regression problem, for instance, the exact number of ridership on board.

The development of manifold payment systems upon various aspects of the public transport system
enriches the abundance of available data but meanwhile challenges the traditional data mining meth-
ods, such as regression, classification, clustering, etc. ML, as a data mining method, is shown to have
the capability to handle high-dimensional, high-volume and multivariate data in a complex and dynamic
system, and is able to identify the patterns in the data and the relevant influential factors (Tang et al.,
2020).

Recently, there has been a considerable increase in the number of studies in the analysis of public
transport data using ML. For instance, Yamaguchi et al. (2019) utilized probe data of buses to predict
the bus delay with various methods, including linear regression (LR), artificial neural network (ANN),
support vector regression (SVR), random forest (RF), and gradient boosting decision tree (GBDT). In
addition, Tang et al. (2020) also applied the GBDT algorithm to estimate the alighting stop for general
bus trips in an open AFC system which only has the boarding stop information. At the same time, how
to exploit various data sources to predict ridership is also an interesting topic that has been studied.

This study takes the study from Van Roosmalen (2019) as a benchmark, focusing on presenting a
clearer research methodology and elevating the results. Van Roosmalen (2019) compared five different
ML models, including LR, DT, RF, NN and SVR with three-month AFC data and trip planner data. By
validating the result on trips of one route during the morning peak, Van Roosmalen (2019) drew the
conclusion that RF predicted the number of people boarding most accurate. However, the proposed
methods on first predicting the number of people boarding and alighting were unsuccessful and the
selection of features could be given more thoughts. Moreover, some features could be added such
as holidays, crowdedness levels on board, etc. The comparison of scenarios could be more in-depth,
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such as peak and off-peak hours, lines with many and few people, city line and rural line, etc.
The ML algorithms in this study are to discover the relationship between ridership and other con-

tributing factors. To this end, regression and classification should be the main functionality of the
method.

To predict the ridership, it can be modeled by using a time series analysis, which only considers the
historical pattern but not other external factors. The simplest relationship is a linear one where it in-
cludes a desired traffic parameter and a set of variables. The most common model is the ARMAmodel,
consisting of the autoregressive (AR) and the moving average (MA) model. This type of model applies
MA to eliminate the past error and uses AR to perform a regression over the previous observations.
However, given the ridership of PT is not stationary, it is more likely to build an ARIMA (autoregressive
integrated moving average) model to consider the trends in the data. The typical ARIMA should have
three components, containing an autoregressive lag, a moving average lag and the difference in the
order(Chiang et al., 2011, Gummadi and Edara, 2019, Ohler. et al., 2017, Zhou et al., 2016).

A decision tree is a highly flexible ML algorithm, which can be used. This kind of tree-like method
segments the data into layers or regions by a certain rule, learned by training data. The prediction
is given by calculating, for instance, the mean of training data in the regions that it belongs to. Those
regions are named leaves of the tree. One of the ways to enhance the algorithm is by boosting (Freund
et al., 1999). Boosting refers to a general approach that yields accurate prediction rule by incorporating
rules of thumb. The combined methodology is called gradient boosting decision tree (GBDT) which
can be seen in several papers (Ding et al., 2016, Karnberger and Antoniou, 2020). An example of the
decision tree is shown in Fig. 2.1.

Figure 2.1: Example of decision tree (Shin, 2015)

A reduction in variation should lead to better predictability. Karnberger and Antoniou (2020) first
presented a preliminary on the spatial-temporal influential factors to get knowledge on the importance
by simulating the decision tree with the aim to reduce the variance. They also mention that the inference
is important as it is concerned with understanding the relationship between variables. For example,
How much does Y change when X changes? GBDT package is able to retrieve the importance of
influential factors and then they forward them to the visualization on the network to know the inference.
The same methodology can be identified in Ding et al. (2016).

There are methods that can map the non-linear input space into a linear one and can be regarded
as dimension reduction methods. For example, SVM is used for classification as well as for regression.
For classification, the machines determine a hyperplane based on historical data and try to separate
two classes as well as possible (Ohler. et al., 2017). For regression, it is done by finding an area that
is as small as possible while holds all historical data. Kernel is the key to the application of SVM. It is
capable of mapping non-linear data into higher dimensional spaces that we can find a hyper-layer to
make the samples linear. The kernel functions are used to describe the kernels that can reduce the
complexity of finding the mapping function. Hence, kernel functions are seen as the inner product of
the transformed space. Some of the most commonly used kernel functions are Linear, Polynomial, and
Radial Basis Functions (RBF includes Gaussian). In the field of the metro, Wang et al. (2018) applied
a combined online SVM model (overall online model and partial online model) to forecast the 5-min
ridership of the metro. An example of SVM is shown in Fig. 2.2.

Other than SVM, Principal Component Analysis (PCA) is another popularly used method for dimen-
sion reduction. Rather than creating a hyper-layer like SVM, PCA maps the input data onto a new
set of axes, which is a coordinate transformation. The new set of axes is called the principal axes or
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Figure 2.2: Example of support vector machine (Cortes and Vapnik, 1995)

components. Those components combine input variables in a specific way, and by such, it drops the
least important variables while still retaining the most valuable parts of all of the variables and those
created integrated variables are independent of each other. But till this point, bus ridership prediction
with PCA has not been read by the author, although it has been discussed in the field of road traffic,
for example by using it to identify loop detector fault detection (Jin et al., 2008). An example of PCA is
shown in Fig. 2.3.

Figure 2.3: Example of principal component analysis (Wold et al., 1987)

Regardless of the different architectures and operations of neural networks, they all share some
common features. A neural network is composed of several nodes, which are the processing elements
or called neurons to represent a human brain like system (Chiang et al., 2011). These nodes take
data as sources and then compute the output dependently via some ways on the values of the inputs,
applying an internal transfer function. The nodes are connected with weighted links and typically the
relationship between output and its corresponding inputs is non-linear. The weights are adjusted to
minimize the deviation of the output through training historical data while it is a black box procedure
and therefore it is not able to be reconstructed and deduced how the network comes to its conclusions
(Ohler. et al., 2017). Naturally, a structure of the neural network is as Fig. 2.4 shows, including three
types of layers, namely the input layer, hidden layer, and output layer.
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Figure 2.4: Example of neural network (Bre et al., 2018)

Table 2.2: Summary of machine learning methods for ridership prediction

Article ANN1 ARIMA DT GBDT LR SVR RF Others

Jin et al., 2008* Principal Component
Analysis

Chiang et al., 2011 4 4 4

Xue et al., 2015 4 Interactive Multiple Model
Ding et al., 2016 4

Zhou et al., 2016 4

Ohler et al., 2017 4 4 4

Wang et al., 2018 4
Suport Vector Machine
Combined Online Model

Gummadi and Edara, 2019 4 4

Karnberger and Antoniou, 2019 4

Van Roosmalen, 2019 4 4 4 4 4

Yamaguchi et al., 2019* 4 4 4 4 4

Tang et al., 2020* 4
1 Abbreviation of methods has been adopted, details refer to the list of acronyms and glossaries.
* The literature with this symbol means that the topic does not directly predict the PT ridership.
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2.3. Conclusion
We present a summary of the literature review in Table. 2.3. From the literature review, it can be seen
that the variables used in the different studies differ a lot. Depending on the time, location and level of
temporal and spatial aggregation, the impact of variables differs. The used spatial and temporal level is
generally chosen so that the input variables fluctuate. The long-term, intermediate-term and short-term
are also defined based on the horizon that researchers want to focus on. Long-term demand forecasting
models use variables that only change slowly over time. Intermediate-term demand forecasting models
use variables that change per month or season. Short-term demand forecasting models use variables
that change with the time unit used in the forecasting method, such as lagged demand, the occurrences
of event and weather.

The different variables can be categorized in the following groups: temporal, demand characteris-
tics, weather, event, holidays, transit characteristics, other mode characteristics, spatial/built environ-
ment, socio-economic and socio-psychological. The first six of these groups can be useful to predict
short term demand. Variables form the last four groups vary mostly only in the long-term. Depending
on the location, time and aggregation level, different variables are used. Even when the influencing
factors are known it matters how they are used as input in the model. For instance, it is possible to use
relative values, moving averages or it could be useful to divide the variable in multiple dummy variables.
Moreover, Table 2.1 also reports that researchers begin to use revealed preference more frequently,
namely smart card data, AVL data and AFC data. This is due to collecting stated preference data can
be time and money consuming. Normally, the stated preference is revealed by panel data or survey
and it takes months or years to build up a complete and detailed dataset. In contrast, the revealed
preference data can be retrieved much faster even could be real-time. With the advantageous feature
of short-term and real-time, it can provide more insights into the tactical and operational levels of transit
management.

Besides, regarding the ridership prediction with ML, there are a lot of different models that have
been applied but there is no such a model that works best in every scenario as we can see from Table.
2.2 (Raschka, 2015). Depending on the motivation of the researcher, some studies dive into the more
accurate prediction results while others try to explore the importance of features. Remarkably, almost
no article hitherto has investigated the relationship between trip planner data and ridership, except for
Van Roosmalen (2019). Even Van Roosmalen (2019) has not presented promising results with the
methodology he formulated. Moreover, it focuses too many variables and too broad scope in the first
place which shows a lack of well-knitted data analysis before performing the ML models. Finally, Van
Roosmalen (2019) predicts the boarding and alighting passengers separately which would possibly
introduce errors twice.

Table 2.4: Summary of interpretable machine learning model (Molnar, 2019)

Algorithm Linear1 Monotone2 Interaction3 Task
Linear Regression Yes Yes No Regression
Logistic Regression No Yes No Classification

Decision Trees No Some Yes Classification
Regression

RuleFit Yes No Yes Classification
Regression

Naive Bayes No Yes No Classification

K-Nearest Neighbors No No No Classification
Regression

1 Linear means the relationship between features and targeted variable is linear or not.
2 Monotone represents the relationship goes in the same direction or not.
3 Interaction describes the connections among features to predict the target outcome
and this can improve predictive performance.

A table of interpretable ML models is shown in Table. 2.4 (Molnar, 2019). In this table, linear
means the relationship between features and the targeted variable is linear and monotone means the
relationship goes in the same direction (e.g. an increase in the feature always leads to an increase of
the targeted variable). Moreover, interaction stands for the connections among features to predict the
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target outcome and this can improve predictive performance. However, too complex interactions would
lead to less interpretability. In most of the cases, the decision trees are monotone, however, some
decision trees are not monotone. Monotonic classification problems refer to classification problems
that are required to be monotonic with respect to the attribute values. Decision trees should be ideally
monotonic, regardless of whether or not the training set is monotonic. Ben-David (1995) explains that
information-theoretic top-down induction decision tree algorithms that use entropy as the criterion for
attribute selection may produce non-monotonic decision trees. Since then, we have witnessed the
increasing amount of literature that enhance the monotonicity of decision tree, for example applying
an induction approach to generate monotonic decision trees from sets of examples which may not be
monotonic or consistent (Lee et al., 2003) or to adjust the probability estimated in the leaf nodes in
case of a monotonicity violation (Van De Kamp et al., 2009).

This study intents to find out to what extend that trip planner data can facilitate short-term ridership
prediction and we will apply the ML algorithms to bridge this research gap, in which the interpretation
of features is vital and necessary. Thus, this study mainly refers to the ML methods that have more
abilities in feature interpretation as suggested in Table 2.4. In this way, the property of “black box” is
avoided and we can get to know the importance of features, especially trip planner data. Moreover, we
will also construct a baseline model to establish the comparison, which is the model that PT operators
are currently using. It estimates the ridership of this week based on the same trip of last week.





3
Case Study

Following the literature review, this chapter describes the case study in the following way. First, we
introduce the case study area of Groningen and Drenthe, especially the bus network and types of bus
service. This provides background knowledge, in terms of spatial and geographical. Then, we present
the general introduction for the trip planner that is selected for researching. Finally, we illustrate the
time scope of this study and the case study lines.

3.1. Background and Bus Network of Groningen and Drenthe
To understand the development of the PT service network and make the study comparable to other
studies with different spatial scope, an introduction of the overall demand and supply characteristics is
needed.

Groningen and Drenthe, two provinces adjacent to each other, are suited in the northeast of the
Netherlands. Groningen is the seventh-largest province of the Netherlands with a population of 583,990
and a total area of 2,960 kmኼ and Drenthe is the ninth largest with 492,167 residents and 2,680 kmኼ

large as 2019 Central Bureau for Statistics (CBS) reported1. Groningen consists of 23 municipalities
where the city of Groningen as the largest city covers around 40 % of the province population. Drenthe
has 12 municipalities and its large cities - Emmen, Assen and Hoogeveen- contain more than 40 %
of the province population as well. This indicates that those two provinces have a relatively denser
population and their residents favor living in the urban cities more, which in turn shows the demand for
PT. Figure 3.1 shows the number of residents per municipality based on the same data from CBS. It
can be seen from the figure that densely populated cities are limited and clustered in certain corridors
that spread from Groningen city, mainly towards south or east, namely Assen-Hoogeveen, Emmen and
Midden-Groningen-Oldambt.

Surprisingly, these dense areas have no trams or light rails that can provide a substantial supply for
the travel demand due to historical issues. Bus is the only mode connecting cities, towns or villages
for these two provinces and it is vital to the daily life of residents, living in those two provinces. By
providing a more reliable bus service, the overall living condition can be correspondingly elevated. The
complete bus network of Groningen and Drenthe is shown in Fig A.1 (Appendix).

The service provided by Qbuzz (the only bus operator in region Groningen and Drenthe) and OV
(PT) bureau Groningen Drenthe can be broadly defined into four kinds, including intercity bus, city bus,
neighborhood bus and others. The inter-city bus is operated on a regional level and is divided into two
types, namely Q-link and Qliner as shown in Fig 3.2 (although the year of the map in Fig 3.2 is 2020 and
the case study time is 2019, there is almost no change on this inter-city bus map). Q-link on the left side
of Fig 3.2 consists of 8 lines with one line - line 12 - from Emmen to Emmen South that is not shown on
the figure while Qliner has 6 lines is presented on the right side of Fig 3.2. Except for line 15 of Q-link
that connects Groningen central station and Zernike Campus (a major working area) and line 12 above-
mentioned, all other lines are linking large residential and working areas in provinces Groningen and
Drenthe directly. These lines serve as the backbone of the commuters, students and are essential for
the daily life of their passengers. Hence, these Q-link lines have a relatively high speed with fewer stops
1Bevolkingsontwikkeling; regio per maand, 2019.
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Figure 3.1: Number of residents per municipality in Groningen and Drenthe

along the line with a frequency of 10 minutes and even less during peak hours. Moreover, these lines
would use dedicated lines (e.g. emergency lines) to gain priorities if traffic congestion happens. Qliner
is another comfortable, fast and direct line, sharing a lot of commons with Q-link, but with longer routes.
Normally, they would traverse between big cities and towns in provinces Groningen and Drenthe at a
decent speed. From the Q-link and Qliner networks, it can be seen that Groningen as the biggest city
can be regarded as a hub, connecting other big cities and its neighboring towns.

Most buses in Groningen and Drenthe are city buses and this is the second type of bus operated
in that region. Those buses not only run in cities such as Groningen, Assen, Emmen, Hoogeveen,
Meppel, and Veendam but also run in villages or towns. These city bus lines have to stop many times
along the route to cover the train stations, shopping centers, hospitals, and living and working areas.
Generally, most of the cities have a frequency of twice an hour and some busier routes could have
more frequencies. In contrast, if it is operated in villages or towns, the frequency could be decreased
to once or twice per hour during weekdays and much less during weekends.

The third type of bus is buurtbus in Dutch, which means the neighborhood bus in English. Those
buses are organized locally and driven by volunteers. Other types of buses, including night bus, hub
taxi, and bell bus are operated under specific conditions that are left out of scope.

3.2. Background of Trip Planner 9292
The 9292 journey planner is an interactive trip planner, established in 1992, the Netherlands. However,
it is not the only trip planner that a traveler can use in the country due to the market competition with NS
(the biggest train service operator), Google Maps, ANWB and, etc. These kinds of trip planners have
less difference in functions and interfaces but have one common goal that is to provide integrated travel
information to its users. Traveler can choose use or do not use such an application before traveling
and can also choose any of the trip planners when they plan the trips according to their habits and
preferences. The penetration rate of trip planner and the market competition of 9292 are regarded as

2https://www.qbuzz.nl/gd/reis-plannen/soortenbussen
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Figure 3.2: Q-link and Qliner network2

the limitations of this study. Because we only analyze the trip planner data from 9292, although it is
representative, it is still partial. This could underestimate the importance and contribution of trip planner
data in ridership prediction.

However, 9292 is notably the biggest one and with the largest market share of approximately 46% 3.
Every day, it has 600,000 active devices with 4 to 5 requests per device on average, resulting in around
3 million requests per day 4. It is more local in the Netherlands with the PT information of all modes
and more detailed in bus, metro, tram, light rails, which matches the interest of this study. A traveler
can access such a trip planner by mobile phone and tablet with this app installed or a web browser.
An interface of the 9292 mobile app is shown in the left part of Fig. 3.3 where the trip planner requires
its users to select origin, destination and intermediate stop based on his/her willingness. Moreover, a
user could choose the desired departure time or arrival time in a one-minute basis plus the access and
egress mode, namely walking or cycling. In addition, 9292 allows its users to choose additional options,
for example, desiring traveling with a specific mode desired or exclude one explicitly and choose to have
more buffer transfer time, less walking, or travel with certain disabilities during the journey.

With the filled-in information, the planner searches in the database for the transport supply and
then provides the suitable and possibly multi-modal trip alternatives as shown in the lower left part of
Fig. 3.3. The alternatives contain the information of departure time, arrival time, trip duration, fare and
involved mode(s) based on user preference. The first alternative is always with the least travel time and
has been recorded into the database. The recorded data, regardless of the departure or arrival time
chosen, will always be saved as the departure time, i.e. the arrival time will be converted as departure
time. Moreover, if a user selects one of the alternatives and dives into details, 9292 will show the map
with the route marked as shown in the right part of Fig. 3.3. Suppose a specific section of the route has
been selected, the planner will narrow down the scope to that section. Furthermore, it also brings the
delay, disruptions or the cancellation information of a trip, which means real-time travel information.

Real-time transit information provided by trip planner facilitate the travel of passengers and the un-
derstanding of travel patterns of operators, however, the need of travel information and the importance
of that information differs at a different stage of a trip and differs along with the purpose of using such
a trip planner and the characteristics of users. For instance, frequent travelers - 5+ trips per week -
use trip planner 2.5 times greater than that of infrequent travelers - <1 trip per week (Yeboah et al.,
2019). Mulley et al. (2017) concluded that age has a strong impact on the usage of the trip planner,
for example, people older than 50 years old would prefer printed timetables. From this regard, the

3The market share comes from independent research by 9292, which the company regularly has carried out by Newcom Re-
search: https://www.newcom.nl/

4The statistics of the active device is another study carried out by 9292. 9292 uses Flurry for the app, measuring the number of
unique devices per day on which the app is used at least once: https://www.flurry.com/
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Figure 3.3: Example of 9292 trip planner interface

age limitation is introduced where not every traveler is using the trip planner and this limitation could
potentially hamper the importance of trip planner data. Figure 3.4 shows that the percentage of people
above 45 years old in the provinces Groningen and Drenthe. From Fig. 3.4, we can see that half of the
population of those two provinces in general are below 45 years old and it is even younger in big cities
like Groningen. Besides, bus users are much more inclined to be mobile app users, compared to train
users as the timetable is not constantly adjusted (Mulley et al., 2017). This matches the interest of this
study and potentially provide insight into the prediction of bus ridership with trip planner data.

There are several other limitations in the study, such as, users can plan their journey into parts
instead of using the “via” option and due to the fact that we can’t trace the IP address, it is hard to
know if it is a single journey with multiple legs (trips) or different journeys, which would bring in “more”
trip planner data than it should be and thus incur the overestimation of the importance of trip planner
data. Besides, due to the same privacy issue, we don’t know if it is a bunch of people traveling or just
a single person. If it is just a single person, the influence is understandable while if it is a bunch of
people, referring to the same advice given by the trip planner, an underestimation of the importance of
this type of data would be introduced.

As above-mentioned, the trip purpose will also introduce noise in the data. More often, travelers
request travel advice in advance in order to facilitate their travel, however, there could be other causes.
The motivation of a traveler for using the trip planner can be roughly summarized as:

1. To find the travel advice with the least travel time directly between origin and destination as pro-
vided by 9292.

2. To find the travel advice with the least generalized cost directly or indirectly between origin and
destination.

3. To check the travel decision that made, namely trace back to the travel plan that chosen, including
transfer time, platform, line or location, etc.
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Figure 3.4: Density of residents above 45 years old per municipality in Groningen and Drenthe

4. To check the real-time transit information, containing delays, disruptions or other unexpected
situations spontaneously or force majeure.

5. To investigate the timetable of PT. For example, get the knowledge of evenly distributed patterns
or hourly patterns.

6. To find an alternative for other modes, including private vehicles.

7. To know the disruptions in advance in order to change or even cancel their travel plan.

8. To illustrate or to look up historic journeys for declaration purposes.

9. To request a new piece of trip advice with a later departure (arrival) time due to unexpected
situations.

Hence, some trips may not be realized due to the trip purpose. Depending on the trip purpose,
the number of requests, the selected alternative and the intended departure (arrival) time for a single
journey varies. The main objective of this study is to predict the ridership on board in advance and thus
only pre-travel requests are interested. Nevertheless, it is almost impossible to differentiate different
purposes for requests and only the first trip advice is saved in the dataset. Due to this design, noises
in data are inevitable.

3.3. Time Scope Selection
The study utilizes the data from the smart card and trip planner in October (2019), namely the 1st to the
31st of October. First, this is the most recent data available when the study started. Second, on 15th
December Qbuzz changed their timetable to the new one. Accordingly, it takes time for residents in
Groningen and Drenthe to adapt to the new timetable and thus the questions for travel advice will surge,
resulting in bias for the prediction. Lastly, the payment has been changed as well with the introduction
of E-ticketing and cancellation of cash payment.
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The bus calendar of Qbuzz in Groningen and Drenthe of 2019 is shown below in Fig. 3.5. During
this October, there is an official holiday for schools and therefore influences the travel of students,
teachers and other school-related jobs from 19th to 27th in this region. Hence, we will investigate this
influence in the later chapter. Other than this week, all weekdays in October 2019 are normal days
without obvious and significant disruptions.

Figure 3.5: Bus calendar of Qbuzz in 20195

From another point of view, we look into the number of smart card transactions per month to ex-
plore the seasonal passenger flow. The line chart of the number of smart card transactions from June
to November is shown in Fig. 3.6 below. During summer (from June to August), the number of trans-
actions is below the average with little fluctuations due to holidays and summer break. The semester
usually begins in September and therefore the number surges and becomes steady from September
to November. Thus, October as in between September (the start of the term) and November can be a
decent month to be selected.

Figure 3.6: Number of smart card transactions per month from June 2019 to November 2019

5https://www.qbuzz.nl/gd/reis-plannen/busboekje-gd
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3.4. Scope of Lines
This study will utilize Qliner 300 (inter-city, fast service), Q-link 1 (within a major city, traversing a dozen
of important locations), Line 50 Groningen-Assen (city-city bus line) and Line 35 Groningen-Oldehove
(city-village bus line) to validate the methodology and perform ridership prediction, as shown in Fig.
3.7. The objective of creating such a dataset is to include different types of lines and thus represent
different characteristics of ridership (demand) and line (supply). Moreover, these three types of buses
have more traffic than others, according to the number of requests per mode shown in Fig. 3.8.

Figure 3.7: Map of case study lines

The general information of every case study line is shown in Table. 3.1 (For the complete infor-
mation of every case study line, see Table A.1 (Appendix).). This table takes the outbound line as an
example because the difference between the outbound line and the inbound line is minor, in the sense
of organization, fleet, etc. Moreover, the lines recorded in the table are the options with the highest
frequency, which will be the prediction line in the further chapter since the highest frequency option is
normally 20 times higher than other options.

Qliner 300 is an intercity line that travels between two major cities -Groningen and Emmen- in
provinces Groningen and Drenthe with only 8 stops and an average stop distance of 7335.6 meters.
The average stop distance is approximately 20 times larger than that of other lines and the seating
capacity is relatively large as the trip length is long as high as around 107 minutes. It is comfortable
and safe to provide seats for long-distance traveling passengers. During weekdays, from the first trip
to the end of the evening peak, Q-liner 300 operated in every 12 minutes and with 13 vehicles actively
serving. Moreover, during off-peak and weekend daytime, it operators in every 30 minutes. Even
amid the night, there is a headway of 60 minutes for providing essential inter-city passenger transport.
Hence, this line provides a fast inter-city service for the residents with sparse stops and a large distance
between stops.

Q-link 1 is traveling within Groningen city to cover several vital locations, including campus, working
area, two railway stations (north station and central station), and a medical center. Correspondingly, the
average stop distance is low. This design also determines that the ridership pattern of Q-link 1 should
be different from Qliner 300 in which we can expect a comparatively flat one from Q-link 1 while a bi-
modal pattern at starting and ending stop is assumed to have from Qliner 300. It serves regularly with a
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headway of 30 minutes, except for on Saturdays that it has two ways of operation. As it traverses in the
city center, the duration of weekdays is longer and hence a lower speed, compared to the weekend.
The fleet of buses is larger during the weekday to provide sufficient supply for passenger transport
demand.

Bus line 50 drives between Groningen city and the third-largest city Assen with dense stops, com-
pared to Qliner service. It is worthwhile noticing that there are three parallel lines, providing the same
inter-city service between Groningen and Assen. Bus line 50, among them, is with less frequency but
more stops. No matter the type of vehicles, line 50 has a large total capacity with a more standing
place for passengers. During weekday daytime and weekend off-peak, it has more frequency and
lower speed, especially morning peak hours for catering to the passenger demand. In contrast, during
weekday night, Saturday morning and evening, and the whole Sunday, it has less frequent service and
capacity. This design is in line with the conventional understating of passenger demand patterns to
avoid supply surplus.

Bus line 35 runs between the city Groningen and its adjacent small town Oldehove. It has the
same bus type and capacity as that of line 50. It also has a dense stop setting with a short distance
between stops to provide the necessary accessibility for citizens. The strategy of bus line 35 operation is
similar to line 50, namely more frequency during weekday peak hours and weekend daytime while less
frequency during other periods. Overall, line 35 ends earlier than other lines, particularly on Saturday.
Furthermore, there is no service on line 35 on Sundays. Thus, we can infer that the connection between
Groningen and its surrounding towns or villages is limited and less resilient than other ones.

Figure 3.8: Density of trip planner requests per mode in October 2019

3.5. Conclusion
In this chapter, we introduce the context and the background of the study, including area and time
scope. Wewill further utilize the data provided jointly by 9292 and OV-bureau Groningen and Drenthe in
October to validate our methodology. The case study area is suitable for researching with the feature of
bus-oriented, youth-prone, and density-divers. The bus line types are various, including inter-city, inner-
city, and rural. This case study could potentially offer insights into the comparison for the prediction of
different line types. The trip planner - 9292 - allows us to study with the largest trip advice database and
hence is a relatively strong representation for trip planning in the Netherlands. Next, the study chooses
October as the time scope of this study with the possible least noise. It will facilitate investigation and
analysis through the same bus trip with different temporal settings. Finally, this chapter illustrates the
scope of lines in order to build up a complete set of case studies, namely to include all types of PT
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services in the case study area. In this way, we will perform the prediction on different services with
significant dissimilar characteristics for validating the methodology.

Table 3.1: Main information on case study lines*6

Line (outbound) Qliner 300 Q-link 1 Line 50 Line 35
Number of Stops 8 19 43 38

Average Stop Distance (m) 7335.6 401.3 664 592.2
Capacity (seats+standing) 73+55/69+42/81+0 43+82 34+87/47+118/40+50 34+87/47+118/40+50
Weekday Headway (min) 12/30/60 30 16/30/60 30/60/33/60
Saturday Headway (min) 30/60 43/29 59/30/60 60
Sunday Headway (min) 30 60/30 59 No operation

* The symbol / means the line has different types of operation. For detailed information, see Table A.1 (Appendix).

6https://www.qbuzz.nl/gd/reis-plannen/busboekje-gd
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Data

Following the case study set-up in the previous chapter, this chapter analyzes the data that we use in
this study. We present the workflow of this chapter below in Fig. 4.1 in which we show which analysis
we conduct and the reason why we need to do it.

We begin by presenting the context of three datasets that we use in this study, including trip planner
data, smart card data, and AVL data. We utilize the trip planner data to explore the usefulness and
contribution to predict the short-term bus ridership. Smart card data is not only the prediction target
but also will be reasonably split into a validation set as the ground truth of this study. Also, we derive
several variables from the smart card dataset as independent variables, such as the monthly average
and the ridership last week of the predicted trip this week, etc. We refer to AVL data to map the trip
planner data and smart card data onto the desired bus trip. Then, we report the data cleaning process
of the three datasets in which we detect, remove, and correct corrupt or inaccurate records from the
raw data and build the link among the three datasets. Next, since these three data come from different
sources, we integrate these datasets into one single, unified, and clean data frame to facilitate the
analysis following.

The second section of this chapter explores the data from two aspects, separately. In the beginning,
we unravel the passenger behavior of using such a trip planner app by investigating the timing advance,
compared to the desired travel time and vehicle start time. This step enlightens the user preference and
the prediction time horizon. Moreover, we derive the distribution of the trip planner data for discovering
the interrelation among the requested, the desired, and vehicle start time of travel advice over an
average day to deepen the understanding of this user preference. Then, we uncover the influence
of temporal variables on the number of trip planner requests over an average day, for example, the
influence of holiday or the weekends. Next, we take smart card data into account to study the realized
requests over an average day. It helps us roughly understand the relationship between trip planner
and smart card data and the variance of such a realization on an average day. Furthermore, we dive
into the smart card data by first constructing the distribution of smart card data over an average day
to testify the influence of temporal variables on ridership. Finally, we develop the ridership profile of
representatively average trips to unfold the impact of spatial variables on the ridership.

The last section jointly analyzes the trip planner data and smart card data. This joint analysis starts
from two temporal scopes, day-level and stop-level, to establish a comparison. We first examine the
joint distribution of thees two data to reveal the relationship between them and its strength. Intuitively,
people would realize their trips at a day-level. However, when narrowing down to a stop-level, people
may change their minds to a different route or another travel time. Plus, there are no recordings for the
selected trip advice in the trip planner data. Then, we only focus on the stop-level as this is the level
of interest. Second, we construct the covariance matrix to measure how much two variables change
in tandem. Lastly, we introduce the correlation matrix to emphasize the normalized relationship, which
is not affected by scale. When interpreting the relationship, we give priority to the correlation related to
ridership to determine the highly correlated variables that we can put into the model.

The sub research question has been answered in this chapter is:

What are the dimensions of analysis in trip planner data (what data have been collected and stored)

25
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and in short-term ridership prediction models (what parameters and variables are there)?

Part of the sub research question has been answered in this chapter is:

Along the above-mentioned dimensions, how does trip planner data correlate with observed rider-
ship from AFC data in the short-term?
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4.1. Data Description, Cleaning and Integration
This section provides an understanding of the context of the data that we use in this study, including
trip planner data, smart card data, and AVL data. We first present the background and the structure of
the data, i.e. data description. Then, we report the cleaning process of the data to detect, remove, and
correct the data corruption and inaccurate recordings. Next, we integrate the dataset separately and
internally if needed as the same type of data could be stored individually based on their utility. Finally,
we merge all three datasets into one single, unified, and clean data frame to facilitate the analysis later
and in a desired spatial-temporal dimension.

4.1.1. Data Description
This subsection is unfolded with three parts based on the type of data, containing trip planner data,
smart card data, and AVL data. We describe the data collection process and the database structure of
each dataset.

Trip Planner Data

We present the complete data structure of the 9292 trip planner in Fig. 4.2. 9292 owns five types of data
and integrates the five datasets into the trip planner system to provide trip advice, including timetable
data, real-time data, geographic data, messages disturbances, and fare. Timetable data represents
the timetable of all PT modes in the Netherlands and it is provided by every PT operator in advance.
Real-time data contains the live information of vehicles, in terms of temporal and spatial. Geographic
data has the location information of stops and lines, generating the street map and transport network.
Messages disturbances have certain overlaps with real-time data in the way of disruptions. However,
it grants the knowledge with more time in advance and the format of plain text. The last dataset that
the trip planner posses is fare data, which can help to estimate the tick price.

Figure 4.2: Complete database structure of 9292

With the integration of the data, the journey planner 1 could provide the trip advice to its users via
different platforms and interfaces. It can be an application installed on Android or IOS or the website
of 9292 and the PT operators. Every time 9292 provides a piece of trip advice, it would be logged into
the database, maintained and organized by the business intelligence (BI) team for the commercial and
analytical usage.

This study utilizes the BI data from 9292 as the trip planner data over the whole of October, which we
show in Fig. 4.3. The database contains four parts, namely stops, modality, answer, and question. The
primary keys - links - among sub-datasets are marked with color. The link between answer and question
is established via question ID, which is a unique ID logged in the dataset. In the question dimension,
users could type in the exact address as origin or destination. However, it is not possible to know the
user type nor the exact location that passenger inquiries due to privacy issues. It is worthwhile noticing
that the way that 9292 names stop is different from that of the OV bureau, i.e. smartcard dataset.
1The term of journey planner and trip planner in this study is interchangeable.
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Figure 4.3: Database structure of 9292 business intelligence data

Smart Card Data

In 2012, the public transport sector adopted the Dutch smart card system (OV-chipkaart) as the primary
fare system in the Netherlands. Ever since only 5 % of the journeys are made with a paper ticket, and
2 % of the fares are dodged (Van Roosmalen, 2019). It means that smart card data is an accurate
recording and the objective reflection of passenger trips. However, the availability of this data is limited
and there is a certain storage time due to the privacy issue. Moreover, it is impossible to differentiate
the user type or subscription type as traveler IDs are hashed.

In this study, we regard the data from the smart card as the realized demand. It will not only be
trained in the prediction model as a variable when applicable and will also be used to validate the
result separately and independently. This means several independent variables can be derived from
this dataset to investigate the importance, such as the monthly average ridership and the ridership last
week on a certain trip.

OV bureau Groningen-Drenthe provides the smart card data of Qbuzz to this study, authorized by
Translink (responsible company for processing the transaction data). Normally, the collection cycle of
this data is large. It would be first transmitted from the physical smart card to terminals (devices on
vehicles or gates in stations) and then forwarded to local storage systems at PT company (e.g. Qbuzz).
The local storage systems would gather the data and send it to the central storage system of the PT
company. The procedure ends up with keeping the data in the central database of the national data
collecting agency, which is Translink in this study. A data structure of smart card data provided is shown
in Fig. 4.4. The smart card data is already split into trips, namely a tap-in and tap-out of a single leg of
a journey.

Note that the smart card data we used in this study does not contain the information on the type of
the smart card. Thus we can not distinguish students, subscription holders, and other travelers. It can
be a follow-up study that we will mention in the last chapter. Moreover, smart card data only has the
route ID but not the vehicle ID. It means that we have to map the ridership onto the vehicles but not
directly linked.

AVL Data

9292 provides the AVL data, which is regarded as the PT supply of this study. It helps to map the
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Figure 4.4: Database structure of smart card data

ridership and the travel requests onto the right vehicle at a desired spatial-temporal scope. The dataset
contains detailed information about all trips of Qbuzz buses at a vehicle-stop level.

The data structure of AVL is shown in Fig. 4.5. The AVL dataset has the following information:
data owner company, line planning number, journey number, operating day, sequence number, type
of mode, arrival time, departure time, user stop type, user stop code, and the Dutch coordinate of the
stop. The stop code in this data does not directly match the trip planner data in the previous section.

Figure 4.5: Database structure of AVL data

4.1.2. Data Cleaning
The subsection is unfolded with three parts based on the type of data, including trip planner data, smart
card data, and AVL data. We present the data cleaning process and the corruptions and inaccurate
recordings of each dataset. The technical implementation of the data cleaning process for each dataset
is lengthy and therefore we offer visual schematic overviews of the data cleaning and linking process
in which we show what steps we execute and how much data is filtered.

Trip Planner Data

Figure 4.6 demonstrates the cleaning process of the trip planner dataset. There are 7,841,229 answers
and 5,908,679 questions. Directly merging the answer and question datasets cause crashes of the
computer due to a shortage of memory, so developing strategies to deal with the problem is needed:
First, we drop the irrelevant columns, namely irrelevant information. Second, we remove the duplicate
data stored out for unknown reasons. In this way, the number of answers decreases to 6,048,246, and
the number of questions drops to 4,533,563. Then, we can merge the question and answer dataset
based on the unique question ID. Next, wemerge the question-answer dataset with themodality dataset
based on the modality code ID in order to differentiate the bus type.

Moreover, we merge the question-answer-mobility dataset with the stop dataset. We refer to the
stop numbers from the answer instead of from questions because users could type in Zip-code or exact
location as origin and destination. 9292 stores this type of information as a hashed number to protect
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Figure 4.6: Cleaning process of trip planner data

information security and therefore is not traceable and correspondingly inaccurate. However, several
stop names could have the same stop number. For instance, there could be a couple of stops with
the same stop name around the railway station with different platforms or around an intersection. In
this study, the focus is on the occupation rate on board, and hence those locations are regarded and
clustered into one unique stop number as the first appearance in alphabetical order. Eventually, 5,709
stops are in the dataset.

The final step of cleaning the trip planner is to select the trip advice that is asked before the trip
could be realized, which means that the requested date and time should be before the travel date and
time. The reason is bifold: first, the topic is to predict the ridership with trip planner data. If the request
is sent after the trip, it becomes meaningless. Second, it helps to filter out the trip purpose of tracing
back the journey that has been realized, which means to help filter out the same IP sending the same
requests, although not all of them. Finally, there are 3,980,888 rows of data.

Smart Card Data

Figure 4.7: Cleaning process of smart card data

Figure 4.7 presents the cleaning process for the smart card dataset. We first filter out the data that
are out of the scope. Then, we drop the irrelevant information and reformat the data to facilitate the
following study. Altogether, the cleaned smart card dataset has 2,274,195 rows of data.

AVL Data

We describe the data cleaning workflow for AVL data in Fig. 4.8. In the AVL data, each trip of the bus
from the same line of the same day is marked with a unique journey number, regardless of the same
rolling stock. This journey number is refreshed every day.
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Figure 4.8: Cleaning process of AVL data

We initially filter out the vehicle trajectories that we need. Following, we unify the stop names to
help the integration later based on the trip planner data. Then, we leave out the special trips of each
route and the comparatively infrequent route options. Normally, the highest frequency option is 20
times higher than other options.

After the cleaning, there are 3992 Qliner 300 trips (bi-directional), 2300 Q-link 1 trips, 927 bus line
50 outbound trips, 923 bus line 50 inbound trips, 912 bus line 35 trips (bi-directional). In addition, we
mark the direction of buses with the outbound as “0” while inbound as “1”.

4.1.3. Data Integration
After we describe the structure of databases and execute the cleaning process for each dataset sep-
arately, we move to build the link between them. Moreover, we also map the expected ridership from
the trip planner data and the realized ridership from the smart card onto the vehicles in this subsection.
Note that, as above-mentioned in the smart card data structure, we do not have the vehicle number
that is associated with the smart card and thus we have to link the ridership and the vehicles. Figure
4.9 reports the general integration process for the three datasets that we utilize in this study.

Figure 4.9: Integration process of trip planner, smart card and AVL data

OV-bureau and 9292 have different ways to number the stops, which passes some challenges in
this study and implies further collaboration. OV-bureau keeps a record per platform whereas 9292
aggregates these platforms to clusters. Therefore, we establish the connection via stop names. We
refer to the stop names from the interactive line map of OV-bureau as the benchmark to establish the
parallel comparison.
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Trip Planner Data and Smart Card Data

For integrating trip planner data and smart card data, we mainly deal with inaccurate recordings, cor-
ruptions, and uninterested shorter routes (infrequent options). During this process, a lot of data are
left out due to the issue “Zonegrens+number”2. This issue is originated from the financial settlement of
certain transactions and can not be traced to a specific existing stop. We recommend further treatment
from the OV-bureau side to avoid unnecessary data loss.

After integration, there are 164,379 trip planner data and 78,797 smart card data of Qliner 300,
157,484 trip planner data and 81,527 smart card data of Q-link 1, 117,525 trip planner data and 57,724
smart card data of line 50, and 43,059 trip planner data and 15,777 smart card data of line 35.

Mapping Request and Ridership onto Vehicles

Then, we map requests and ridership onto vehicles. We adopt the strategy of setting a threshold at
both ends as the gate machine could be located at the station but not on the vehicles. This threshold
is determined based on the headway of that specific line, the frequent the smaller.

Eventually, there are 3% of smart card data left out without a matching vehicle. Moreover, we lose
around 20% of trip planner data by applying the same method. It shows a big contrast, compared to
the smart card. However, 15% of data are dropped when we set the criteria that we should remove the
advice given for tomorrow. Hence, we consider this amount of data loss is acceptable.

4.1.4. Brief Summary
To summarize all the assumptions that we make during the data cleaning and integration, we provide
the list of assumptions below:

1. We refer to the interactive map from OV-bureau as the baseline to convert all the stop names
in this study into a uniform one. And these stop names are the links between trip planner data,
smart card data, and AVL data.

2. Since we are only interested in the trip requests that were asked before the desired travel time,
we filter out the requests that have requested time before the desired travel time.

3. Several stops have the same stop number, and we only save the first one appeared in the dataset
in alphabetical order.

4. When a bus line has multiple options, we only keep the frequent route into account. Q-link 1 is
an exception that we cut the feeder route, converting the longer route to the shorter one as they
have almost the same frequency. In this way, we get the best use of our data.

5. We filter out the trip advice given for tomorrow due to the impossible transport supply at night or
during weekends. This threshold is set as 5 hours.

6. We filter out the smart card transactions with “Zonegrens” issues as we can not infer the right
boarding/alighting stop from the data.

7. When we map the trip planner data and smart card data onto vehicles, we set a threshold at both
ends to measure the time difference between vehicle arrival and tap-in time at origin and between
vehicle arrival and tap-out time at destination. We set the threshold as 10 minutes for Qliner 300
and 15 minutes for all other case study lines.

4.2. Data Exploration
This section introduces the dimensions that are contained in the trip planner data and smart card data for
facilitating the selection of variables for ML. It is unfolded into two parts and begins with the exploration
of trip planner data, following the investigation of smart card data.

2Dutch word “Zonegrens” means financial zone boundary.
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4.2.1. How Informative Is Trip Planner Data?
The analysis of trip planner data begins with the study into how informative this kind of data can be.
Intuitively, people plan their trip before they realize the trip. However, some questions arouse our
interests. How much time do people plan before they realize the trip? What is the distribution of trip
requests per period, per type of the day? How many requests have been realized (namely, the relative
value between trip planner requests and smart card transactions)?

Timing Advance for Asking A Piece of Trip Advice

We begin with uncovering the knowledge of the timing advance. We calculate this advance in two
ways, namely by using the requested time compared to the desired travel time and the vehicle start
time. We focus on the latter one as the vehicle start time is when the passenger will possibly realize
the trip while comparing the desired travel time can unveil the user preference in such a trip planner
app.

It is worthwhile mentioning again that IP tracing is impossible. Therefore, there are possibilities
that a single person could contribute to many requests, which would introduce overestimation to the
results. Moreover, we are only interested in the trip requests that are not yet realized, which means
people requested travel advice before their desired travel time and the vehicle start time from the trip
planner question.

To better present the visualization and unravel the timing advance, we group the time difference in
the following order: “[0,10] minutes earlier”, “(10,30] minutes earlier”, “(30,60] minutes earlier”, “(60,120]
minutes earlier”, “(120,240] minutes earlier”, “(240,480] minutes earlier”, “more than eight hours but still
within a day” and how many day(s) earlier. The top 10 timing advance of whole lines is shown below
in Fig. 4.10. On the left is the time difference between requested time and desired time while the
difference between requested time and vehicle start time is on the right.

Figure 4.10: Timing advance of trip requests

From the figure, we can see that the range of real-time to 10 minutes for requesting trip advice
before realizing the trip is dominant in the timing advance, regardless of whether we can compare
the requested travel time with desired travel time or vehicle start time. If we compare with the desired
travel time, this margin is dramatic. It means that people generally prefer using a trip planner application
like 9292 in time instead of preparation. If we look at the timing advance by comparing vehicle start
time, it shows a descending trend along with the increase of the timing advance. Moreover, the gap
between the range of real-time to 10 minutes and the range of 10 to 30 minutes is less profound. Still,
it is partially due to the increase of the aggregation level. The figure only shows the largest 10 timing
advance groups whereas the time advance can be as long as 61 days ahead.

To illustrate the frequency of appearances, we construct the cumulative curve to investigate how
often is the timing advance of request per 10 minutes as shown in Fig. 4.11. The cumulative curve
truncates at 2 days advance as the curve becomes flat. The dotted line represents the time of one day,
equally 1440 minutes.
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Figure 4.11: Cumulative curve of the timing advance per 10 minutes

From the figure, we can see that most of the trip advice has been given within a day and can be as
high as 93.44%, compared to the desired travel time. Besides, if we calculate the timing advance by
vehicle start time, 95.91% of the trip advice is asked within a day in advance. It indicates people tend
to use such a trip planner within a day in advance.

Then, we adopt the same concept to the case study lines in order to see whether passengers behave
differently, according to the feature of the line. The resulted bar charts are shown in Fig. 4.12. In this
figure, we use abbreviations for the ticks of the x-axis where only the number of timing advances within
a day has been presented in minutes.

Figure 4.12: Timing advance per case study line

In general, we see a descending trend of the requests with the increase of the prediction lead time
in every case study line. If we compare the requested time with the desired travel time, the dominant
range is still from real-time to 10-minute advance before traveling in every case study line. However,
if we compare to vehicle start time, people would normally prefer asking the travel advice for inter-city
lines 10 to 30 minutes before. Following, it is the real-time to 10 minutes. The gap between real-time
to 10 minutes and 10 to 30 minutes is subliminal. But, if we are interested in further ahead of time,
it becomes larger. It shows that if we only utilize the data further ahead of time, we can potentially
encounter a shortage of data.
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It is intuitive that during different periods, people behave differently for using such a trip planner. We
differentiate the periods of a day and cluster it into four groups with the same time horizon of 6 hours,
namely from 4:00 to 10:00 (including morning peak), 10:00 to 16:00 (containing off-peak hours), 16:00
to 22:00 (taking evening peak into account), and 22:00 to 4:00 (considering the before sleep plans).

Figure 4.13: Comparison of timing advance per time period

Figure 4.13 shows the number of requests per period. It presents that people behave differently
in the night, compared to the other three time periods. Compared to the desired travel time, the most
preferable timing advance at night is from 8 hours to a day, which refers to the trip tomorrow. Then,
the range from 0 to 10 minutes follows it. Compared to vehicle start time, people prefer preparing from
4 hours to 8 hours in advance at night while the range of 8 hours to a day follows it. Intriguingly, the
trip purpose of the daytime, from 10:00 to 16:00, is supposed to be different from peak hours while it
does not show a different pattern. This reflects that the aim of using such a trip planner varies over the
whole day. The difference between desired travel time and vehicle start time lies in the availability of
trips.

Therefore, we conclude that people prefer checking travel information in 0 to 10 minutes of short-
time range during the daytime. In contrast, people would like to plan their trip at least 8 hours before
night. Although if we can predict the ridership further ahead of time can grant more flexibilities to transit
operators, the data analysis, unfortunately, reveals a real-time oriented usage, which implies a shortage
of data. However, if we compare to the vehicle start time, there is still ample (roughly half) data that
we can utilize if we are interested 30 minutes in advance. Therefore, we will include variables in the
following chapter, such as all trip planner requests, 10-minute ahead, 15-minute ahead, and 30-minute
ahead to investigate how the model would develop in the later chapters.

Distribution of Trip Planner Requests on An Average Day

Next, we derive the distribution of time requests over an average day and for different types of the
average day. Since 0 to 10 minutes advance are favored by travelers, we set the time aggregation
of 10 minutes. Figure 4.14 shows the distribution of time requests of all lines per 10-minute time
aggregation.

From the figure, we know that the trend of requested travel is flatter than that of the desired travel
and the vehicle start time. We notice there are spikes in the distribution of desired travel and the vehicle
start time that are always on a rounded-up minute (namely, 10, 20, 30, etc.). The reasons are trifold.
First, passengers often prefer a rounded up number as their departure time. Second, some clients (PT
operators) of 9292 provide departure time options with a quinary system (whenever meets 5 round-up).
Third, there is a timetable of the bus operation, and the departure time is usually quinary. Generally,
the distribution is a bimodal distribution with one peak during the morning peak and the other one
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Figure 4.14: Distribution of requests per 10 minutes on an average day

in the evening. Besides, we can see that both the requested and the desired travel time during the
evening peak is comparatively high due to the non-uniform off-duty time. Lastly, there are still quite a
few requests at mid-night, compared to the early morning. Notably, there is a spike around 00:00.

Table 4.1: Percentage of timing advance (compared to desired travel time) from 00:00 to 00:09 of all lines

Timing Advance Group
(minute, if not specified) (480,1440] (240,480] 1 day earlier 2 days earlier 3 days earlier

Percentage 74.389% 15.845% 5.468% 1.357% 0.688%

Generally, people plan their trip before they go to sleep, which would result in the spike. However,
bedtime spreads out among people. Hence, we take the request sent during the time aggregation
from 00:00 to 00:09 to investigate the reason. Table 4.1 reports the percentage of timing advance from
00:00 to 00:09, compared to the desired travel time in order to unveil the preference. The majority of
the people who use the trip planner during midnight (from 00:00 to 00:09) would plan their trip for the
next day, namely 8 hours to 24 hours ahead. Following the group plan between 6 to 8 hours ahead, still
can be regarded as planning the trip for tomorrow. Thus, we conclude that the spike during the night
is due to the planning for tomorrow at a rather dense and interesting mid-night time.

Then, we derive the distribution of requests per 10-minute on an average day from our case study
lines, shown in Fig. 4.15. The oscillation of requests based on vehicle start time is because the oper-
ation of the bus has a timetable, and we aggregate the requests per 10 minutes. The mismatch of the
time could lead to this oscillation. In terms of the requested time, it is obvious to see that Qliner 300
and Q-link 1 have a relatively flat trend during the daytime, compared to bus lines 50 and line 35 whose
fluctuations are much more visible. It is probably due to the frequency of Qliner 300 and Q-link 1 is
higher than other bus lines. Plus, people would like to check transit information in time. The bimodal
distribution is much more apparent in normal bus lines with two clear peaks, one in the morning and the
other one in the evening. The two peaks are significantly evident in bus line 35 that connects the city to
a town. Throughout all case study lines, it seems that the morning peak is in line with the conventional
understanding that is from 07:00 to 8:30 while the evening peak is left-shifted.

Furthermore, we explore whether different types of the day would impose an impact on the number
of requests. We distinguish the average number of requests on an averagely regular weekday, an
average day of the weekend, and an average day of the autumn holiday to see such an impact. At this
step, we only consider the timestamp from the desired travel time because this is when passengers
want to travel. Correspondingly, it reflects the behavior. Moreover, only case study lines are interested
at this stage, shown in Fig. 4.16.

Figure 4.16 presents us with the influence of the day type. In every sub-graph, the orange curve
represents the number of requests on an averagely regular working day, the green line indicates the
requests sent on an average autumn holiday, and the blue line means the number on an average day
during the weekend, respectively. In general, we see a shrinking pattern of the number on holidays,
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Figure 4.15: Distribution of requests per 10 minutes per line

compared to a regular working day. It is because students, teachers, and all other education-related
jobs have almost no demand for commuting. In contrast, the pattern during the weekend shows a
dramatic difference. Not only the number of requests drop notably, but also the peak hours are different.
Every line shows a bimodal distribution of requests on a weekday, and uniform distribution over the
daytime on the weekend, except for Q-link 1. On the contrary, Q-link 1 has an increasing trend of
requests on each type of day with the difference that the peak reaches late on the weekend. This is
due to the characteristics of the line as it is traversing within a major city and offers accessibility for
several vital locations. For an average weekday, requests for asking a home-bound off-duty trip are
dominant while a home-bound entertainment-ended trip is possibly popular during the weekend. To
conclude, the type of day can influence evidently on the number of requests, and both weekends and
holidays impose a negative effect on the number.

Relative Value between Trip Planner and Smart Card Data

The last point in this subsection is to deal with the relative value between the number of trip planner
data and smart card data, namely the realized trip. We desire to generally understand the relationship
between trip planner and smart card data and the variance of such a relationship over an average day.
The relative value is calculated as Eq. 4.1 shows:
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Figure 4.16: Distribution of requests per 10 minutes per day type per line

𝛿 =
𝑛፭፫።፩ ፩፥ፚ፧፧፞፫, ፭
𝑛፬፦ፚ፫፭ ፚ፫፝, ፭

(4.1)

where, 𝑛፭፫።፩ ፩፥ፚ፧፧፞፫, ፭ represents the number of trip planner requests during a certain span while
𝑛፬፦ፚ፫፭ ፚ፫፝, ፭ is the number of smart card data during that span, namely ridership. The 𝑡 at this subsec-
tion is set as 10 minutes.

Since the objective is to investigate the realization of the trips, we take the multiple legs of a trip
into account when it is possible as the transactions of smart card data are split into legs, although this
could bring in overestimation. We keep the temporal aggregation of 10 minutes as this is the preferred
timing advance by travelers. Again, we use the desired travel time from trip planner requests in this
subsection since it is when the passengers want to travel.

Figure 4.17 shows the relative value distribution of all lines between trip planner requests and smart
card transactions over the whole of October. The left part of Fig. 4.17 shows the entire day while the
right truncates the time before 06:00 and after 23:30, focusing on the daytime when values are at a
similar level. The left part of Fig. 4.17 shows that the recordings of the trip planner are unrealistic in the
early morning, which can be as high as more than 800 times smart card transactions because there is
almost no bus service during that period. During the daytime, the trips are realized more than in the
evening, and it becomes more and more unrealized when it is approaching night. One of the reasons
for this exaggeration in the evening could be the requests for tomorrow or future trip(s). Another reason
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Figure 4.17: Relative value per 10 minutes on an average day

could be the headway of services becomes longer during the night, and consequently, it is harder to
have a supply for the desired travel time. If we laterally compare the number of requests and the relative
value, we can draw the conclusion that when the number of requests is large, the relative value tends
to be small as more travels have been realized.

Following, we consider the relative value of case study lines in Fig. 4.18 in which we set the bound-
ary from 06:00 to 19:30. From the figure, we notice that there are eye-catching blanks in every graph.
It is possibly due to the non-operational hours. In general, the trend of Qliner 300 and Q-link 1 match
that of all lines because the number of recordings is large. The bimodal distribution is more evident in
the truncated curve of Qliner 300 and Q-link 1 due to their high frequency, but not in regular bus lines.
In contrast, the fluctuations of bus line 50 (up to 250 times) and 35 (up to 50 times) are higher during
the daytime. It shows that when the headway of a line is short, the realization of trips is correspondingly
high. Additionally, the span of magnification is lower of Q-link 1 compared to other lines because it has
constant passenger traffic as it traverses within the city.

Thus, the variance of case study lines is generally high during the night and sometimes for a specific
line during the daytime. It could incur troubles when we build the model to capture the relationship
between smart card data (ridership) and trip planner data (travel advice) because the model essentially
is to learn a rule between them. Suppose the fluctuation is huge, it will be hard to capture the rule.
However, for the majority time over the whole of the case study temporal span, it is comparably regular.
Therefore, we can expect the model performs better when the realization of trips is high.

4.2.2. Smart Card Data
In this sub-section, we analyze the smart card dataset with the aim of finding out what are the dimen-
sions in this type of data. We still keep a 10-minute aggregation level in order to make sure that it
remains consistent with trip planner data. First, we elaborate on the dataset with all lines included and
then we narrow down our scope to our case study lines. Second, we illustrate the ridership spatially by
revealing the ridership at the stop level and measure the ridership with the crowdedness level.

Temporal Influence on Ridership

We aggregate the smart card transactions per 10-minute and present the distribution per temporal
group of an average day in Fig. 4.19. In this figure, we exhaust two different cases, including the
comparison among an averagely regular working day, an average day during the weekend, and an
average day of the autumn holiday (left part) and the comparison among average days of the week
(right side).

First, we investigate the influence of the day type. Note that we exclude the working days during
the autumn holiday and average the transactions by day. However, we still include the weekend during
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Figure 4.18: Relative value per 10 minutes per line

that holiday as the impact would be negligible. From the overall distribution shown in the left part of Fig.
4.19 with blue color, we can see a bimodal distribution with two peaks. It is different from the distribution
of travel requests that shows a flat curve between morning and evening peak. The margin of requests
between peak and off-peak is not as significant as that of the smart card. We then take the autumn
holiday into account that is unique during this period when students and teachers have a week off. As
mentioned in the literature review, the influence of the holiday can be substantial, which is testified by
the left part of Fig. 4.19. During the morning peak, we see almost a five-time drop on the transactions,
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Figure 4.19: Distribution of smart card transactions per group on an average day

and it is nearly one-third of an averagely regular day during the evening peak. As for off-peak daytime
hours, the decrease is only two times. Next, we uncover the impact of ridership by day of the week as
commuters almost do not make trips during the weekend, and hence the travel purpose and pattern
should be contrasting with the weekdays. Weekday and weekend show a completely different pattern
where the weekend only has one peak in the afternoon, and the total travel demand is lower. Lastly, we
are interested in that if every day of the week has a particular influence on the validate ridership. Again,
we exclude the working day during holidays that could introduce errors. As shown in the right part of
Figure 4.19, the difference over the day of the week is not apparent. But the attributes of weekday or
weekend are obvious.

Second, we assess the impact of the temporal factors on the case study lines, shown in Fig. 4.20.
In general, we see a similar pattern of ridership over the day as the overall pattern. Distributions of
an average holiday and an average weekday have the same trend as that of Fig. 4.19. However,
distributions of an average weekend and an average weekday present a different pattern plus a lower
number of transactions. The ridership during an average weekend always starts from the middle of the
day. Also, we see every graph has many spikes with the only difference of the span. It is due to the
headway, and for Qliner 300 and Q-link 1, the headway is short, and therefore the graph tends to be
densely multi-peak while the spikes are much looser of other lines as the headway is longer.

Additionally, for Qliner 300 and bus line 50, those two inter-city lines have an identical morning
peak starting at around 7:00 and an evening peak at approximately 15:30. The number of transactions
during an average holiday is almost 5-time fewer than an averagely regular day. Interestingly, the
margin between an average holiday and an average working day is less profound of Q-link 1 with a
near 2-time decrease of the transactions. The reason could be the line connects the residential area
with working places, and it is still busy as only students and education-related jobs are having that
holiday. As for bus line 35, it does not operate on Sundays, and thus the ridership on an average day
of the weekend only represents the average value of Saturdays. From the chart, we can see that the
difference between an average weekday and an average off-duty day is the most significant of line 35
since it connects a town with Groningen, offering more functionalities in residence.

To conclude, we define the morning peak from 7:00 to 8:30, and the evening peak from 15:30 to
17:00 on a weekday. Moreover, the study takes the tap-in time to measure if a passenger boards during
peak hours or not. Regarding how to define a bus trip is during peak hours or not, we take the departure
time of a bus at the stop to match the boundary of peak-off-peak.

Spatial Influence on Ridership

Finally, we unveil the spatial dimensions that exist in the realized ridership per stop per trip during
different periods of case study lines, which are ridership profile shown in Fig. 4.21, Fig. 4.22, Fig. 4.23,
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Figure 4.20: Distribution of smart card transactions per day type per line

and Fig 4.24, respectively. In each graph, we look closely into the different periods, including weekday
peak hours, holidays, and other off-peak hours. To calculate the average number of ridership on trips,
we count the number of trips during each period and use it as the denominator for the ridership during
the corresponding period. Moreover, we also take the busiest three trips into account and add them
to the graph to show the severity of crowdedness in some extreme circumstances. The grey dot line
in each graph is the seating capacity of the most common vehicle in the fleet of that line, according
to Table. 3.1. Besides, we present the statistics on the number of trips per line during each period in
Table. 4.2. Moreover, we distinguish the outbound trip and the inbound trip and present it on the left
part and the right side, respectively.

Table 4.2: Frequency of case study lines per period

Time Period QLiner 300 Q-link 1 Line 50 Line 35
Autumn Holiday (Outbound) 310 190 155 70
Autumn Holiday (Inbound) 310 190 155 70

Weekday Peak Hours (Outbound) 324 108 126 108
Weekday Peak Hours (Inbound) 396 108 144 90
Off-Peak Hours (Outbound) 1362 852 646 278
Off-Peak Hours (Inbound) 1290 852 624 296

Total 3992 2300 1850 912
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In general, the outbound and inbound ridership per stop of each line show an asymmetric pattern,
which means that the busy common corridor is the same, no matter the direction of the line. Those
common corridors are with a railway station, a P+R stop, a working area, or a city center.

It is interesting to see that when we average the ridership by frequency, the passengers on board are
always lower than the seating capacity, even during peak hours. However, if we focus on the busiest
trips, the ridership at the busy corridor is more than the seating capacity, which indicates an unsatisfied
level of service. For Q-link 1 and line 50, the crowded trips can load as many as approximately two
times the seating capacity, showing a closed-packed state and implying safety issues. The direction of
outbound is always from Groningen city towards elsewhere. It shows that people flow out of Groningen
with a decreasing trend whereas, for inbound trips, it is the opposite.

The ridership profile of Q-liner 300 and line 50 (two inter-city lines) is similar to stairs as it either
starts from Groningen railway station (outbound) or ends at it (inbound). And this is where people board
and alight the most. When it comes to Q-link 1 or line 35, as they connect a couple of vital points in
Groningen city after they depart the railway station or when they enter the city, the pattern shows a
unimodal distribution where the peak depends on the appearance of Groningen city center. It means
a high attraction of Groningen city.

Figure 4.21: Ridership profile of Qliner 300

Figure 4.22: Ridership profile of Q-link 1

In short, the average ridership of trips on each case study line is manageable. But, it is the busy trips
during peak hours that lower the level of service. As expected, the spatial characteristic is considerable.
Around high-volume locations, there are more passengers, and Groningen, as a major city in the case
study region, attracts a sizable number of commuting passengers.
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Figure 4.23: Ridership profile of bus line 50

Figure 4.24: Ridership profile of bus line 35

4.3. The Relationship between Trip Planner Requests and Smart
Card Transactions

In this section, we explore the trip planner and smart card data collectively to unveil the relationship
between two types of data. The first subsection reveals the joint distribution of two kinds of data in
different spatial-temporal scope intending to have a quick scan of the correlation between them. Then,
the second section derives the correlation between them with all other variables enclosed. In this way,
we can select the strongly correlated variables with ridership to construct the machine learning models.

4.3.1. The Joint Distribution of Trip Planner Data and Smart Card Transactions
To unravel the relationship between trip planner data and smart card transactions, we intend to explore
the data in two temporal dimensions, including day-level and trip-level. The reasons are bifold: first,
we only have the first answer from the trip planner data, and therefore it is unlikely for a person to alter
his/her trip decision at a day-level, but it is easier to change at a trip-level. It means that the passenger
could turn to the second or other suggestion from the trip planner and thus result in bias. Second, if we
can have a general understanding of the type of relationship, for example, linear or non-linear, it can
facilitate bridging between them.

Joint Distribution at Day-Level

To begin with, we present the distribution of transactions and requests at the day-level shown below
in Fig. 4.25. From the figure, we can see that the two types of distribution have roughly the same
trend at the day-level, which means that when the requests of a line are high, the realized trips are
correspondingly high. Note that there are no buses of line 35 on Sundays, and thus there are no
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recordings. Moreover, we see a seasonal trend from the distributions where the weekdays have a high
volume while the weekends are lower. There is a decrease in number not only in passengers but also
requests from 21th to 25th when the autumn holiday takes place, which again testifies the influence
of holidays. Interestingly, we also see a spike of all lines every Friday, which shows high demand for
traveling on that day.

Figure 4.25: Distribution of transactions and requests (desired travel time) at day-level

On 18th October, there is a significant outlier of Q-link 1 requests. We try to figure out the reason by
investigating the distribution of requests on that specific day. It turns out that the number of requests
during the afternoon (from 12:00 to 18:00) is much higher compared to other normal Fridays. Besides,
there are no associative disruptions that happened in this region from the archive. Thus, we conclude
this is the influence of pre-holiday emotion and intent to include this outlier inside the dataset to test
how well the model can be to deal with such an outlier practically.

Joint Distribution at Stop-Level

Then, we narrow down our scope into stop-level that we havemapped both transaction data and request
data onto a specific vehicle trip. We directly explore the ridership of a section, instead of investigating
the ridership by inferring boarding and alighting passengers. Note that we do not aggregate any spatial-
temporal scope, and each dot represents the ridership of a section of a trip.

We derive a scatter plot at this level shown below in Fig. 4.26, where each dot represents a recording
of trip planner requests as y-axis value and smart card transaction as x-axis value. The dashed line
assumes a linear relationship between requests and transactions. If the cloud of dots is closer to the
line, it indicates a linear relationship between them. However, we can see that although both data go
in the same direction, they are scattering along the line, and there are several extreme values far from
the line. In general, there are more dots above the line, which means that the requests are larger than
the ridership, i.e. the realized trips. When the dots are approaching the high-value range, the margin
becomes larger. Therefore, we conclude that a linear relationship between them is hard to find.

Moreover, we can get a hint that both data are right-skewed, which means that we have an imbal-
anced data. It could pass challenges when we want to capture the rarest and relevant cases equally
as the majority. This kind of issue is wildly prevalent in many domains, framed within predictive tasks,
and we will provide solutions in the later chapter.

To summarize, the relationship becomes weaker if we dive into the detailed dimension. Additionally,
we discover no linear relationship between those two data at stop-level, whichmeans that a linear model
is hard to be successful.

4.3.2. Pre-processing for Machine Learning: from Covariance Matrix to Rider-
ship Prediction

In the first place, we introduce some basic knowledge of variance and covariance, which is in the text
box below.
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Figure 4.26: Distribution of transactions and requests (desired travel time) at stop-level

The variance of a variable describes how much the values are spread and deviated from its mean.
The covariance is a measure that jointly considers two variables at a time and tells the amount

of dependency between two variables. A positive covariance value means that the two variables
increase and decrease at the same time, namely when the value of the first variable is high, the
value of the second variable will be correspondingly large. While a negative covariance value
represents the opposite that the change of two variables values goes the opposite direction, namely
when the value of the first variable is high, the value of the second variable will be small. The
covariance value depends on the scale of the variable, so it is hard to analyze it. It is possible to
use the correlation coefficient that is easier to interpret. The correlation coefficient is normalized
covariance.

A covariance matrix is a matrix that summarizes the variances and covariances of a set of
vectors where the diagonal corresponds to the variance of each vector.

We list all variables considered in the variance-covariance matrix as following in Table. 4.3. The
information in Table. 4.3 includes the name of the variable, the explanation of the variable, the temporal
dimension focused, the category that the data is classified, and the unit or coding we have applied. The
inclusion of the variable section not only helps us to track the ridership and fulfills the mapping at the
stop-level but also tries to reveal the spatial importance that could influence the ridership. However,
for four case study lines, there are 204 sections coded as dummy variables3, and thus it is hard to
visualize in the following graphs. Finally, as above-mentioned, the day of the week is meaningful when
we see it as a weekday or weekend but less insightful when we dive into each day of the week.

We present the variance-covariance matrix in Fig. 4.27. The top left corner represents the variance
of ridership, which is the target we want to predict. This variance is as high as 125.42, which means that
there is a large span in the value of ridership. It correspondingly shows that the prediction is valuable.

Since we are predicting the ridership, the variables related to ridership are of most interest, and
hence the first row of the heatmap is the most important. These variables associated with the target
3One-hot encoding: when it is true, then it is coded as 1 and coded as 0 when it is the other way around.
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Table 4.3: Information of variables considered in the variance-covariance matrix

Variable Explanation Dimension Category Unit/Coding
Ridership The passengers on board Day & Stop Numerical Person

Ridership_mean The historical average
of ridership Day & Stop Numerical Person

Holiday The autumn holiday Day & Stop Categorical One-Hot Encoding
Request1 The trip requests Day & Stop Numerical Record

Request_mean The historical average
of trip requests Day & Stop Numerical Record

Request_var1 The variance of trip
requests, compared to average Day & Stop Numerical Record

Day_of_week Weekday or Weekend Day & Stop Categorical One-hot encoding
Line The case study line Day & Stop Categorical One-hot encoding

Section The section that a vehicle
traverses during a trip Stop Categorical One-hot encoding

Direction The direction of the trip Stop Categorical One-hot encoding
Period Peak or off-peak hour Stop Categorical One-hot encoding

Ridership_last_week The passengers on board
of the same trip last week Stop Numerical Person

Request_101 The trip requests that sent
10 minuets ahead Stop Numerical Record

Request_151 The trip requests that sent
15 minuets ahead Stop Numerical Record

Request_301 The trip requests that sent
30 minuets ahead Stop Numerical Record

Request_var_101
The variance of trip
requests that sent
10 minuets ahead

Stop Numerical Record

Request_var_151
The variance of trip
requests that sent
15 minuets ahead

Stop Numerical Record

Request_var_301
The variance of trip
requests that sent
30 minuets ahead

Stop Numerical Record

1: We calculate the timing advance by vehicle start time. Variables with this symbol will be put into models in pairs. For
instance, request and request_var would be a pair to see how themodel performswhenwe have all the trip planner available,
while other variables with timing advance would test how the model performs with fewer data and when the prediction is
made further ahead in time.

are also called predictor variables. A high variation in them leads to greater precision of the parameters
of a regression model. For example, we are most interested in the relationship between ridership and
request, and the variation of requests is as high as 240.12. Thus, the parameter of requests in the
regression model will have a lower variation.

The covariance between ridership and other variables matches the previous analysis. The negative
covariances are shown in holidays, lines 35 and 50 (two comparably quite lines), weekend, and off-
peak hours. Surprisingly, we also see a negative covariance in the variance of requests with at least
30 minutes ahead. This is probably due to the change of usage behavior if we are interested further
ahead in time. However, all those negative values are relatively low.

The largest three positive covariances are seen in the request, request with at least 10 minutes
ahead, and ridership last week. It confirms our assumption that the relationship between trip planner
requests and ridership is strongly positive correlated, which implies the potentials to predict the ridership
with trip planner data. Moreover, there is a good sign that all covariances of trip planner variables with
prediction lead time are strongly positive. It means that when we only utilize trip planner data with
timing advance, the travel purpose and behavior do not change dramatically.

From the variance-covariance, we know that the most influencing factors are ridership-related and
requested-related, such as the historical ridership and the number of requests. The strong relationship
facilitates the study following. However, we also notice that both line characteristics and temporal-
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Figure 4.27: Variance-covariance matrix at stop-level

related variables have unexpectedly small covariances. It implies that the influence is marginal.

4.3.3. Pre-processing for Machine Learning: from Correlation Matrix to Rider-
ship Prediction

Since the variables included in the covariance matrix are of different scales, a normalized form of
covariance will help us to examine the relationship better. We show the correlation matrix at the stop-
level in Fig. 4.28. In the visualization, we use blue color to represent a positive correlation while use
red to indicate the opposite. The deeper the color, the stronger the relationship between two variables.
In each cell, the size of the cube also shows the magnitude of the correlation. Although both depths
of color and size of cubes refer to the strength of the correlation, it is much more apparent and good-
looking to visualize in this way, compared to a heatmap without cubes. The important information
this matrix conveys mainly in the first row where we show the correlation between ridership and other
variables.

The absolute value of the variance of a variable is highest per row and therefore result in an all-
one diagonal correlation matrix. It shows that each variable always perfectly correlates with itself. The
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Figure 4.28: Correlation matrix at stop-level

matrix is symmetrical, with the same correlation is shown above the main diagonal being a mirror image
of those below the main diagonal. Several -1 values also make sense as they are the opposite, such
as the direction, the day of the week. Note that there are no zero values in the matrix. However, the
cubes are not displayed due to their small values.

First of all, the request remains one of themost influencing factors with a correlation of 0.60. Second,
we see a continuous decrease in the correlation whenwe consider the trip planner request further ahead
in time. Third, all temporal variables are following the conventional understanding that holidays, off-
peak hours, and weekends would have a negative effect while others have the counter-effect. Fourth,
the historical average of the ridership is of importance when we want to perform ridership prediction.
Furthermore, the direction of a line has almost no covariance with the ridership.

Lastly, we also consider how this correlation would develop during different periods. We present
the detailed covariance matrix visualizations in Appendix B. We can only observe the influence of
weekdays andweekends from off-peak periods because the peak hours are only onweekdays. Figures.
B.1, B.2, and B.3 show the correlation matrices during the off-peak, morning peak, and evening peak,
respectively. The correlation changes slightly when we focus on a specific period. The majority of
the positive and negative effects between ridership and other variables remain the same, and all the
conclusions we draw above are still valid for each period.
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4.4. Conclusion
In this chapter, we described, cleaned, integrated, and analyzed the datasets. We cleaned three sep-
arate datasets, including trip planner data, smart card data, and AVL data. Then, we established links
between different datasets. Afterward, we mapped the trip requests and the smart card transactions
onto the vehicle trips, which we derive from the AVL data. In this step, we set a threshold for measur-
ing the time difference between tap-in time and vehicle origin arrival time and the difference between
tap-out time and vehicle destination arrival time. This threshold is based on the headway of the line.
Then, we select the least time difference as the best matching alternative. It is worthwhile mentioning
that we directly infer the ridership of a section, which is the passengers on-board between two consec-
utive stops, instead of inferring boarding and alighting separately because we think the later way will
introduce error twice. Some data have been discarded due to the match is related to space and time.
We lost approximately 20% of trip planner data and around 3% of smart card data.

After merging, we investigated the dataset to reveal the temporal and spatial dimensions that are
existing in the dataset. We began with the requests where we found out that people prefer using such
an application for real-time most of the time. During the night (from 22:00 to 4:00), it is in contrast that
people check the trips for tomorrow with at least four to six hours in advance. All case study lines tend
to have a similar distribution of requests per 10-minute aggregation, indicating a peak off-peak pattern.
The influences of temporal variables are significant, including the day of the week and holidays. The
realized trips vary over the day. During the daytime, it tends to be more realized while it is the opposite
during the night. Then, we explore the distribution of transaction data where the temporal influence
is again significant. We also discover the impact of spatial variables from the smart card where we
learn that the level of service is sufficient on average while it is not satisfied with busy trips. The city
Groningen attracts quite many passengers, and the crowded sections are mainly in the city center of
Groningen, the railway stations, or the P+R stops in the case study region, which shows the importance
of incorporating the spatial variables in the model.

Furthermore, we unveil the relationship between trip planner data and smart card data by devel-
oping the joint distribution of them at the day-level and the stop-level and variance-covariance with all
variables considered at the stop-level. The variance of ridership is large, which implies the value of
our study. We see that there is a considerable positive correlation between requests and transactions,
which means that requests can be leverage to ridership prediction. Moreover, we understand that this
relationship weakens when we dive into more details, namely from day-level to stop-level. The cor-
relation between trip planner data and smart card data is around 0.63 at stop-level. If we carry out
the prediction further ahead in time, the correlation drops from all requests included to requests with
timing advance. All correlations of other variables are following the data preliminary above, including
the temporal attributes, the characteristics of case study lines, and period. Besides, we know that the
historical average of a trip plays an important role when we want to establish a relationship. Lastly, the
covariance between ridership and all other variables remains the same during different periods.

The data analysis passed some challenges to this study. There are also some limitations of this
study, revealed from this step. First, it would be easier to conduct such research if the OV bureau has
the same naming system with 9292 and also other PT-related companies. Second, it would be much
more meaningful if we can track the user IP and all the alternatives of a piece of trip advice. Third,
9292 is the largest trip planner company in the Netherlands. It is indeed representative. But there are
also other competitive companies, which means that only proportional trip planner data have correlated
with the smart card data. Fourth, there is no identical bus number provided, neither on the smart card
nor the trip planner and hence the mapping would introduce errors and bias into the study. Lastly, only
one-month data explored in this study, which could cause a lack of seasonal trend consideration.
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Method

In this chapter, we highlight the theoretical framework of this study, including the data used, the model
selected and deployed, and the evaluation metrics adopted. The general scheme of the method can
be described by Fig. 5.1 below:

Figure 5.1: A general overview of the method framework

Since ML has been successfully applied to a wide variety of fields, definitions for a prosperous
pipeline are born at the right moment but differs from each other based on the objective, such as regres-
sion, classification, clustering. However, for a typical ML problem, the components can be summarized
as following (Boutaba et al., 2018):

1. Understanding the problem and application domain, and setting the goal.

2. Determining the learning paradigm and set up a strong relationship between data, problem, and
the learning paradigm.

3. Collecting data, possibly without bias for building an effective ML model.

4. Processing data to clean the noisy and incomplete data and extracting features1 that act as dis-
criminators for learning and inference.

5. Choosing the ML algorithm(s) to fulfill the objective.

6. Establishing the ground truth pertains to giving a formal description to the classes of interest.

7. Gauging the performance of the ML model that describes, predicts, or evaluates the outcomes.

Chapter 1 has already executed the first step with the ridership prediction problem defined and the
goal introduced. Chapter 2 has examined state-of-the-art literature and the current learning paradigm
for predicting transit ridership. Chapter 4 has explored the data and the dimensions existing in the
data. But in this chapter, we explicitly state the type of learning and its task in section 5.1. Moreover,
the other sections of this chapter provide a theoretical background and preparation for step 3-7. Section
5.2 introduces the data for step 3. We explain step 4 in Section 5.3, focusing on how to clean the data
and the process for analyzing the dimensions in the dataset. Section 5.4 presents the selection of
models, and section 5.5 illustrates how to tune the model. The chapter wraps up with the introduction
of the performance metrics and summary.
1The term feature in this study is the combination of variables. For instance, peak hour or not is a variable, and day of the week
is a variable while passenger commute during peak hours on weekdays is a feature.
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5.1. Learning Paradigm
There are four learning paradigms in ML, namely supervised, unsupervised, semi-supervised and re-
inforcement learning. The choice of paradigm influences the following steps and should be consistent
with the objective of the research. Generally, the dataset used to build the model is often regarded as
the training data, and labels are associated with data to determine whether the data is informative with
meaningful tags. The outcome of an ML model is usually perceived as the identification of member-
ship to a class of interest (Boutaba et al., 2018). Supervised learning applies labeled training datasets
to build the model and maps an input to an output based on example input-output pairs (Russell and
Norvig, 2009). This learning method is adopted to acquire knowledge of patterns or behaviors that
exists in the training datasets. Typically, this approach is used to solve classification and regression
problems that pertain to predicting discrete or continuous desired output values, respectively. For other
paradigms, readers interested in them are referred to the work by Dey (2016).

As above-mentioned in the literature review, we can leverage regression and classification to a
ridership prediction problem, which is the objective of this study. Both regression and classification are
approximating a mapping function 𝑓(𝑥) from input variables (𝑥), but the fundamental difference lies in
the type of the output variables (𝑦) (Loh, 2011). In a classification problem, the output variables (𝑦) are
discrete class labels, e.g. a range of ridership or whether the ridership is beyond capacity or not. In
contrast, the output variables are continuous quantities in a regression problem, for instance, the exact
number of ridership on board. In this study, we aim to forecast the number of passengers on board. It
is a continuous quantity and can be deemed as a regression problem.

Alongside the type of learning, there are two ways of learning methodology: generative and dis-
criminative (Ng and Jordan, 2002). The underlying difference lies in the Bayes’ theorem as shown in
Eq. 5.1. Suppose we have two events A and B, the conditional probability is defined as:

𝑃(𝐴 ∣ 𝐵) = 𝑃(𝐵 ∣ 𝐴) × 𝑃(𝐴)
𝑃(𝐵) (5.1)

which can be also denoted as:

𝑝𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟 = 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 × 𝑝𝑟𝑖𝑜𝑟
𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒 (5.2)

The joint probability of event A and B is:

𝑃(𝐴 ∩ 𝐵) = 𝑃(𝐵 ∣ 𝐴) × 𝑃(𝐴) (5.3)
The generative model learns the joint probability distribution 𝑃(𝐴 ∩ 𝐵). It predicts the conditional

probability with the help of the Bayes Theorem. On the other hand, a discriminative model learns the
conditional probability distribution 𝑃(𝐴 ∣ 𝐵). In other words, a discriminative model learns the boundary
between classes. A generative model models the distribution of individual classes. Both of these
models were generally used in supervised learning problems, for example, the regression problem.
The aim of our study is only to regress. A discriminative model is less expensive than a generative one.
Following the generative approach to model input distribution can result in requiring too much training
to model complexities in distribution, which is unimportant. Furthermore, a discriminative model relies
more on the data itself and make fewer assumptions, compared to the interest in the data distribution
and data generating process that generative models offer.

5.2. Data Collection
Commonly, there are three main data types used as input in machine learning: categorical, ordinal and
numeric. A categorical data (also called nominal data) is one that has two or more categories, but there
is no intrinsic ordering concerning the categories. For example, the time of the day can be defined as
a categorical variable having three categories (the morning peak, the evening peak, and the off-peak),
and there is no intrinsic ordering to the categories. A purely categorical variable is one that simply
indicates where the variable belongs but no clear ordering. If the variable has a clear ordering, then
the variable is regarded as an ordinal variable (Rokach and Maimon, 2008).

An ordinal variable is much similar to a categorical variable with the difference of a clear ordering of
the variables. For instance, the crowdedness level of a vehicle with three categories (crowded, accept-
able, empty) can be an ordinal variable. In addition to being able to classify the crowdedness onboard
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into three classes, we can order the categories as crowded, acceptable, and empty to represent the
order from highest to lowest, vice versa. However, the size of the difference between categories is in-
consistent because the spacing between categories is vague. If these categories were equally spaced,
then the variable would be numerical.

A numerical variable is similar to an ordinal variable, except that the intervals between the values
of the numerical variable are equally spaced. For example, the number of trip planner requests is
measured in the number of logs and suppose we have 1, 2 and 3 logs for three different days. 3 logs
are larger than 2 logs and are larger than 1 log and the size of these intervals is the same. It is important
that our study can handle all three data types due to their possible presence or we can transform them
to facilitate the set-up of the ML models.

The aforementioned data types can be structured as vectors, and vectors constitute the most basic
entity that machine learning could encounter. A vector is a set of features with varying unites and
scales (Smola and Vishwanathan, 2008). For instance, to predict the ridership with trip planner data,
the data vector could consist of the number of trip planner request, the time of the day and the day of
the week, etc. All the data used in our study will be transformed into a compatible form with the selected
ML models as vectors. These vectors are associated with the desired individual bus trip at a specific
time, retrieved from the smart card data and other related datasets. A set of characteristics captured
by a vector will be referred to as a feature set and individual characteristics (i.e. vector elements) as
features. The target variable, ridership, is then referred to as a label.

In general and from a practical perspective, it is possible that the more data available, the better.
However, an overwhelmingly large dataset used for training the model could be less meaningful as
the usefulness of the dataset may not linearly relate to the accuracy of the model and could lead to
excessively long training time, eventually resulting in an almost impossible realization. Next, when
applying machine learning methods, it is important to avoid overfitting. Thus, splitting the dataset into
smaller instances is necessary for validating and testing the performance of the model.

In principle, one way is to split the dataset into three parts, i.e. training, validation, and testing
set. We use the first two sets for training the model and tuning the configuration for final usage. The
validation set is used for assessing the performance of the model. In other words, the training dataset
is the sample of data used to fit the model, and the validation dataset is used to evaluate a given model
so that it helps to update higher level hyperparameters. The testing set is for providing an unbiased
evaluation of a final model fit on the training dataset.

The other way is to only split the data into two instances, containing only training and testing set. In
this context, cross-validation is applicable to fine-tune the model. We introduce the concept of cross-
validation in Section 5.5. However, there is no uniform ratio but only rule-of-thumb to determine how
we would split the datasets. There are two competing concerns: with less training data, the estimation
of parameters would have larger variance. With less testing data, the performance of the model would
have greater variance. Thus, a concern with dividing data such that neither variance is too high is
needed. Technically, the splitting ratio varies with the context, and it is often a good start point with the
80/20 rule, which is also known as the Pareto Principle.

Finally, we must derive the desired variables from the collected data. All variables need to be
prepared before developing the model. These variables are created by drawing predefined sets of
variables from the raw and original data. Thus, data cleaning, reorganizing, and reformatting are vital
as raw data would cover a wide range of variables and with considerable noises. Some variables are
directly adapted from the data without major processing or hassles while some are designed to enhance
a selected factor by applying feature engineering techniques described in the next section.

5.3. Feature Engineering
From the data collection, the data we received often is not with the wanted information and can be
distributed across multiple data sources. Thus, a preparation to manually organize the data for machine
learning algorithms or models is required. A procedure will make sure that the data as input would be
in a single table with training examples in the rows and the explanatory variables in the columns. This
data representation for machine learning is called feature matrix and feature engineering is the process
to extract features from raw data by using domain knowledge with the help of data mining techniques.
Theses extracted features are for improving the performance of machine learning algorithms or models.
From some points of view, the process of feature engineering can be regarded as applied machine



56 5. Method

learning per se (Zheng and Casari, 2018).
A feature is associated with one or more independent variables and determined by which analysis

or prediction is to be done. Any attribute or variable can be a feature, as long as it is useful to the model.
The purpose of constructing a feature would be much more understandable in the context of a problem.
It is important to predictive models, and it will influence the results. The objective of feature engineering
can be trifold. First, improving the prediction performance. Second, providing faster and more efficient
predictors. Third, providing a better understanding of the underlying process that generated the data
(Guyon and Elisseeff, 2003).

The relevance class of a feature can be broadly defined as strongly relevant (i.e., the feature has
information that doesn’t exist in any other feature), relevant, weakly relevant (some information that
other features include), or irrelevant. Even if some features are irrelevant, having too many is better
than missing those that are important as some models can neglect the irrelevant features but missing
important features will lead to the potentially poor performance of the predictor.

Essentially, the iterative process of feature engineering is as follows: first, brainstorm features by
carefully looking into the problem and referring to literature; second, devise features with respect to
the problem; third, select features by using different feature importance scorings and feature selection
methods to prepare one or more points of view; lastly, evaluate the model accuracy to see if there are
unseen data yet captured. An overview of the feature engineering process is shown below in Fig. 5.2.

Figure 5.2: A general overview of the feature engineering

In our study, many articles have shown the usefulness of several contributing factors while some
variables are remained to testify, for example, trip planner request related data. For the testified factors,
we will verify the practicality as it may vary case by case. While for those emerging data sources, we
will utilize a correlation study to examine the interrelationship. Eventually, the high correlated variables
would be incorporated as features or composed into a feature based on their characteristic(s).

5.4. Model Selection
According to the literature review, there are a lot of models that can be chosen and there is no single
model that can be the best for every scenario (Raschka, 2015). Hence, it is common and wise to pick
several models for establishing a comparison. Every model has its pros and cons. Some are more
interpretable while others are able to reach high accuracy of prediction. In this study, the aim is to
unravel to what extent can the trip planner data contribute to the short-term bus ridership prediction
and what are the important influencing factors in trip planner data and other data in such a prediction
model. Thus, we will turn to more interpretable models suggested by Table. 2.4. We finally decide to
include the following models: baseline, a simple model with weekly trend considered, linear regression
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model, k-nearest regression model, random forest, and gradient boosting regression.

5.4.1. Baseline

The baseline model is the model that PT operators are using currently. In this model, the ridership
of a section of a trip this week is estimated by the ridership of last week, which is shown in Eq. 5.4
below:

𝑦።, ፭፡።፬፰፞፞፤ = 𝑦።, ፥ፚ፬፭ ፰፞፞፤ (5.4)

where, 𝑦 represents the ridership of a section of a trip and 𝑖 means a particular section of a
specific bus trip. In this study, the trip of the bus is identical throughout a single day while it will
refresh the following day.

This model has its obvious advantage, which is easy to implement. While it has many dis-
advantages: first, it fails to capture the ridership in a shorter time, and it does not have detailed
insight into the ridership. Moreover, it fails to capture the change of external factors that influence
the ridership, which would result in an unreliable result. And when the journey number is missing
or wrongly recorded, it could lead to an absent prediction or a huge error.

5.4.2. Simple Model with Weekly Trend

The simple model that we apply in this study is used as another baseline model. This model
estimates the ridership of a section of a trip this week by the ridership of last week multiply by a
weekly coefficient. This coefficient is decided by the ridership of yesterday divided by the ridership
of yesterday last week.

𝑦።, ፭፡።፬፰፞፞፤ = 𝑦።, ፥ፚ፬፭ ፰፞፞፤ ∗
𝑦።, ፲፞፬፭፞፫፝ፚ፲

𝑦።, ፲፞፬፭፞፫፝ፚ፲ ፥ፚ፬፭፰፞፞፤
(5.5)

Many of the pros and cons of the baseline model also apply to the simple model. On the good
side, the simplemodel could capture the weekly trend and could incorporate the effect of the holiday
into account.

5.4.3. Linear Regression

Linear regression is one of the most used models. The model establishes a linear relationship
between the target (dependent) variable 𝑦 and the prediction (independent) 𝑥. Hence, if there is a
linear relation between target and prediction, a satisfying result can be expected. Suppose multiple
independent variables are chosen, then the model is called multiple linear regression. The linear
regression model is shown in Eq. 5.6.

𝑦።, ፭ = 𝑎ኻ𝑥ኻ + 𝑎ኼ𝑥ኼ + ... + 𝑎፧𝑥፧ + 𝑏 (5.6)

where, 𝑡 symbolizes a certain day.
By fitting data into this model, we are able to derive the intercept and the slope of each inde-

pendent variable included. We apply ordinary least squares linear regression with the independent
variable(s). We start from the highest correlated independent variable and gradually incorporate
more by the correlation hierarchy of variables, one at a time to six maximum. The linear regression
aims to find the coefficients that are able to minimize the residual sum of squares between the
observed targets in the dataset and the targets predicted by the linear model.

5.4.4. K-nearest Regression
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The k-nearest neighbor method can be used for classification and also regression and uses
the nearest neighbors of a data point for prediction. For regression, it takes the average of the
outcome of the neighbors. The tricky parts are finding the right 𝑘 and deciding how to measure
the distance between instances, which ultimately defines the neighborhood. The right 𝑘 will be
validated by the grid search cross-validation, which will be introduced in the following section.

The k-nearest neighbor model differs from the other interpretable models because it is an
instance-based learning algorithm. It is called instance-based because it constructs hypotheses
directly from the training instances themselves (Russell and Norvig, 2009). It means that the hy-
pothesis complexity can grow with the data, and the worst case can be a list of 𝑛 training items that
result in a single new instance of 𝑂(𝑛). The advantage of applying such instance-based learning
is that it can adapt its model to previously unseen data. Moreover, when we make a prediction,
we can retrieve the 𝑘 neighbors that were used for the prediction. Since the case study instance
does not consist of hundreds or thousands of features, we can interpret a single instance with
manageable features.

5.4.5. Gradient Boosting Regression

As recommended by quite a number of literature with remarkable results, we desire to incorporate
gradient boosting in our study to predict the ridership at a stop level. Gradient boosting is a machine
learning technique for regression and classification problems, which produces a prediction model
in the form of an ensemble of weak prediction models, typically decision trees.

In this study, instead of applying decision trees, we decide to use gradient boosting decision
trees and random forest (later in the next sub-section will be introduced) to practice tree models.
These kinds of techniques are ensembles of tree models. A decision tree works as follows: it ap-
plies a step-wise method that data would be split into increasingly smaller branches. The output
value of branches is set to the mean of the output of the samples of the branch. The decision rule
adopted is based on one of the explanatory variables and it is based on the most outperformed sce-
nario according to the performance metric. Thus, the method is greedy with the aim of optimizing
the current step instead of benefiting the future tree.

Gradient boosting regression is also a greedy algorithm and builds one tree at a time. However,
each new tree included is to help to correct errors made by previously trained tree. Gradient
boosting regression tree (GBRT) regressors are additive models whose prediction 𝑦። for a given
input 𝑥። is in the following form:

�̂�። = 𝐹ፌ(𝑥።) =
ፌ

∑
፦ኻ

ℎ፦(𝑥።) (5.7)

where, ℎ፦ is the estimator called weak learners in the context of boosting. Gradient tree boost-
ing uses decision tree regressors of fixed size as weak learners. The constant 𝑀 corresponds to
the number of trees.

Similar to other boosting algorithms, the greedy algorithm is formulated as:

𝐹፦(𝑥) = 𝐹፦ዅኻ(𝑥) + ℎ፦(𝑥) (5.8)

where, the newly added tree ℎ፦ is fitted in order to minimize a sum of losses 𝐿፦, given the
previous ensemble 𝐹፦ዅኻ:

ℎ፦ = argmin
፡
𝐿፦ = argmin

፡

፧

∑
።ኻ
𝑙(𝑦። , 𝐹፦ዅኻ(𝑥።) + ℎ(𝑥።)) (5.9)

where 𝑙(𝑦። , 𝐹፦(𝑥።))is defined by the loss function. The initial model is chosen as the constant
that minimizes the lose: for a least squares loss, this is the empirical mean of the target values.
Using a first-order Taylor approximation, the value of can be approximated as follows:
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𝑙(𝑦። , 𝐹፦ዅኻ(𝑥።) + ℎ፦(𝑥።)) ≈ 𝑙(𝑦። , 𝐹፦ዅኻ(𝑥።)) + ℎ፦(𝑥።)[
𝜕𝑙(𝑦። , 𝐹(𝑥።)
𝜕𝐹(𝑥።)

]ፅፅᑞᎽᎳ (5.10)

In this equation, the quantity Ꭷ፥(፲ᑚ ,ፅ(፱ᑚ)
Ꭷፅ(፱ᑚ)

is the derivation of the loss with respect to its second
parameter, evaluated at 𝐹፦ዅኻ(𝑥). When we fit the data into the model, we compute the prediction
with the aim of minimizing ℎ፦ that is proportional to the negative gradient which is the derivation.
Therefore, at each iteration, the ℎ፦ is fitted to predict the negative gradients of the sample. And
these gradients are updated during every iteration.

GBRT is better in prediction but prone to overfitting and thus we need cross-validation to detect
if such overfitting exists. Furthermore, GBRT is much more expensive in tuning and training.

5.4.6. Random Forest Regression

Random forest regression is another extension of the decision tree. It is also an ensemble of
decision trees. Rather than fit one tree at a time, random forest fits multiple trees. Each tree
makes a prediction. By taking the average of these predictions, the final prediction of random
forest is generated. It is different from a regular decision tree that trees in random forest have
been resampled by using bootstrapping and by taking only a set of the variables into account
during each split.

Bootstrapping is a resampling method that randomly picks a sample from the dataset with re-
placement. In the random forest, the square root of the total number of predictors would normally
be the number of variables taken into account during each split. This method ensures that the
trees are more exclusive from each other and thus is more stable, which eventually results in a
better performance than decision trees. However, less interpretability than decision tree and a
much more expensive computation cost is inevitable. The number of trees should be sufficiently
large to get a good result but should not be too large to prevent large training times. If the number
of trees is large enough, a depth of 1 might also be sufficient. Setting the right minimum number
of samples in the end nodes ensures a good variance-bias trade-off.

Based on the concept of random forest regression. There are several parameters in such a
model that need to be tuned. First, we need to decide the number of trees in the forest. If the
number of observations is large, but the number of trees is too small, then some observations will
be predicted only once or even not at all. If the number of predictors is large but the number of
trees is too small, then some features can (theoretically) be missed in all subspaces used. Second,
we need to decide the maximum number of features considered for splitting a node. The number
of randomly selected features can influence the generalization error in two ways: selecting many
features increases the strength of the individual trees, whereas reducing the number of features
leads to a lower correlation among the trees increasing the strength of the forest as a whole. Third,
we need to determine the maximum depth in each decision tree. The depth of the tree meaning
length of the tree you desire. A larger tree helps you to convey more info, whereas a smaller
tree gives less precise information. So the depth should be large enough to split each node to
your desired number of observations. Fourth, we should rule the minimum number of data points
placed in a node before the node is split. It can vary between at least one sample to all of the
samples at each node. When we increase this parameter, each tree in the forest becomes more
constrained as it has to consider more samples at each node. Fifth, the minimum number of data
points allowed in a leaf node needs to be regulated. This parameter is similar to the minimum
sample split. However, this describes the minimum number of samples at the leaves, the base of
the tree. Lastly, it is the bootstrap that we mentioned above, which is a method for sampling data
points (with or without replacement).

5.5. Model Tuning
To calibrate and update the hyperparameters of models and investigate the robustness of the calibra-
tion, we follow the cross-validation procedure. Normally, we apply k-fold cross-validation that splits up
the dataset into k-partitions - 5 or 10 partitions, which is recommended as a rule of thumb (James et al.,
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2014). The way that splits the dataset is making k random and different sets of indexes of observations,
then interchangeably using them. The percentage of the full dataset that becomes the testing dataset
is ኻ

፤ , while the training dataset will be ፤ዅኻ
፤ . For each partition, a model is fitted to the current split of

training and testing datasets. An example of 5-fold cross-validation is shown below in Fig. 5.3. The full
dataset will interchangeably be split up into a testing and training dataset, which a model will be trained
upon.

Figure 5.3: The set up of cross validation (Browne, 2000)

When tuning the parameters, we use cross-validation with a search algorithm, where we put a hy-
perparameter grid - parameters that are selected before training a model. In combination with Random
Search or Grid Search, you then fit a model for each pair of different hyperparameter sets in each
cross-validation fold.

However, when we again apply k-fold cross-validation to estimate the skill of the model on new
data, it would incur information leakage and significant bias (Cawley and Talbot, 2010). Thus, we need
another strategy called nested cross-validation shown in Fig. 5.4 below. In this nested cross-validation,
we have two loops. The inner loop is basically normal k-fold cross-validation with a search function,
e.g. random search or grid search. Though the outer loop only supplies the inner loop with the training
dataset, and the test dataset in the outer loop is held back. In this way, the inner loop is for validating
the model and update the parameters and the outer loop is for testing the model with an unbiased
evaluation of the final model and therefore we can avoid bias.

For the inner loop, we will apply stratified k-fold cross-validation in which the partitions are selected
so that in each partition the number of elements of the same class is approximately equal. In stratified
sampling, suppose the population consists of 𝑁 elements and this population is divided into 𝐻 groups,
which is called strata. Each element of the population can be assigned to one, and only one, stratum.
This kind of sampling strategy outperforms than a simple random sampling from three perspectives:
first, stratified sampling can provide greater precision than a simple random sample of the same size;
second, if we perform the methodology line-wise, the size of the dataset drops, and we can still obtain
high accuracy by applying this sampling strategy; third, we ensure that the sample is representative.
By applying stratified sampling to train the model is also in line with the interest of PT operators as
they have remarkable knowledge about the normal situations of a bus trip, such as quiet region/time,
off-peak hours trip, and infrequent line, etc. But they are more interested in the crowded or unusual
scenarios which are only represented by limited data and strata sometimes. Thus, they want the model
can equally capture or treat every scenario more or less the same and one way to fulfill this objective
is by deploying stratified k-fold cross-validation to train the model.

As for the outer loop, we apply random permutation cross-validation after the fine-tuned model by
the inner loop. This method is also called shuffle split and it will randomly sample the entire dataset
during each iteration to generate a training set and a test set (Kuhn et al., 2013). The test size and
train size parameters control how large the test and training test set should be for each iteration. As
it is an iterative process and the method samples from the entire dataset during each iteration, values
selected during one iteration could be selected again during another one. If the data (population) is
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Figure 5.4: The set up of nested cross validation (Parvandeh et al., 2020)

imbalanced, then a model trained upon stratified data will compromise its accuracy when it is validated
by the random permutation cross-validation as the validation data is not stratified. This study is in favor
of shuffle split as it is closer to reality as the appearance of the target is random and is not stratified.
Moreover, the configuration of the method can be set as less demanding (for instance, the train/test
split is 80/20 and the number of iteration is 5).

5.6. Performance Metrics
A major part of our study is to assess the performance of the prediction models and compare those
performances by a set of metrics. The study uses𝑀𝐴𝐸, 𝑅𝑀𝑆𝐸 and 𝑅ኼ to determine the goodness-of-fit
at a section (stop) level, which is to measure the ridership between two consecutive stops per bus trip.

𝑀𝐴𝐸 represents the difference between the original and predicted values extracted by averaged
the absolute difference over the data set:

𝑀𝐴𝐸 = 1
𝑛

፧

∑
።ኻ
|𝑦። − �̂�።| (5.11)

where, �̂�። is the predicted value and 𝑦። is the true value for the 𝑖፭፡ record. A lower 𝑀𝐴𝐸 tells
that the predictions are close to the true values.

𝑅𝑀𝑆𝐸 is equal to the square root of the MSE (mean squared error), which is the most commonly
used metric for regression models (James et al., 2014):

𝑅𝑀𝑆𝐸 = √1𝑛

፧

∑
።ኻ
(𝑦። − �̂�።)ኼ (5.12)

A lower 𝑅𝑀𝑆𝐸 tells that the predictions are close to the true values. Because the prediction
error is squared, the 𝑅𝑀𝑆𝐸 quickly increases when there is a substantial prediction error for some
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values. The model will be fitted by minimizing the 𝑅𝑀𝑆𝐸. This study is to minimize the difference
between the ridership predicted between stops on a vehicle and the real ridership retrieved from
smart card data.

𝑅ኼ measures the proportion of variance that is explained by the model:

𝑅ኼ = 1 −
∑፧።ኻ(𝑦። − 𝑦።)ኼ
∑፧።ኻ(𝑦። − �̂�።)ኼ

(5.13)

where, �̂�። is the predicted value, 𝑦። is the true value and 𝑦 is the mean of the true values. The 𝑅ኼ
normally ranges between 0 and 1. If all the variance can be explained the 𝑅ኼ will be 1. Since the
𝑅ኼ is a proportion, it can be used to compare the results with other research because the 𝑅𝑀𝑆𝐸 is
not ideal for such comparisons as it is an absolute measure of the prediction error with units of 𝑦.
For instance, if the target unit is different in the context of ridership prediction, for one model it is
in persons while for another one it is a bunch of people, then the models are not comparable with
𝑅𝑀𝑆𝐸.

Another performance metric we need to set up is to explore the importance of features. Feature
importance refers to a class of techniques for assigning scores to input features to a predictive model
that indicates the relative importance of each feature when making a prediction (Kuhn et al., 2013).
The scores can be calculated for problems that involve predicting a numerical value, which is the same
as in our study, regression problem. If it is for predicting a class label then it is called classification.
The reason why we need to understand the feature importance scores are trifold: first, it helps us to
understand better of the dataset. The relative importance scores can shed light on the features which
are most relevant to the target. This can facilitate the interpretability and could help data gathering
and practicing. Second, it provides insights into the model. By inspecting the importance score, we
can grant the knowledge of what are the most and least important features when building up such a
prediction model. This is invaluable in our study as we want to discover the usefulness of trip planner
data. Third, the scores can help us to improve the model by selecting irrelevant features to remove
or important features to keep. The pruning process simplifies the model and speeds up the modeling
process.

For different models, the feature importance investigation is unfolded differently as it depends on
the configuration of the model. In this study, we look at three main types of feature importance in
accordance with the prediction models: model coefficients, decision tree and permutation testing.

Linear machine learning algorithms fit the model by the ordinary least squares where the prediction
is the weighted sum of the input values. The slope of variables, which is a set of coefficients, can
be regarded as a crude type of feature importance score.

For tree-based models, such as GBRT and random forest regression, the relative rank (i.e. depth)
of a feature used as a decision node in a tree can be used to assess the relative importance of that
feature with respect to the predictability of the target variable (Louppe, 2014). Variables or features
used as inputs at the top of the tree(s) contribute to the final prediction decisions of a larger fraction
of the input samples. The expected fraction of the samples that the top variables contribute can
thus be used as an estimation of the relative importance of the features. For random forest, the
prediction of the target variable is concluded by averaging the result from each tree and thus it can
reduce the variance of such an estimation. It is known as themean decrease in impurity (MDI) and
can be used for feature selection.

Despite the method is easily understandable and computationally light, it has two flaws. First, it is
computed based on the training dataset and hence does not necessarily indicate which feature con-
tributes themost to the prediction on the validation dataset. Second, it overestimates the high cardinality
features as they tend to have more unique values.
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Permutation feature importance is an alternative to the impurity-based feature importance that
does not have the above-mentioned flaws. It is a model inspection technique that can be used
for any fitted estimator when the data is tabular, such as tree-based models, KNN, etc. The per-
mutation feature importance is defined to be the decrease in a model score when a single feature
value is randomly shuffled (Breiman, 2001). It regards a feature that is important when shuffling its
values increases the model error as the model relies on the feature for the prediction while when
the feature is unimportant, the error remains unchanged because the model ignores the feature for
the prediction. Suppose that we have a trained model 𝑓, a feature matrix 𝑋, a target 𝑦 and an error
measure 𝐿(𝑦, 𝑓) (which can be 𝑅ኼ for a regression problem), the permutation feature importance
algorithm based on Fisher et al. (2018) proposed is shown as follows: first of all, we estimate the
original model error 𝑒፨፫።፠።፧ፚ፥ by 𝐿(𝑦, 𝑓(𝑋)); secondly, for each feature from 𝑗 = 1, ..., 𝑝 and for each
repetition 𝑘 = 1, ..., 𝑞, we randomly shuffle feature 𝑗 in the data 𝑋 and generate the feature matrix
𝑋፤,፣. This will break the association between feature 𝑗 and true outcome 𝑦. Then we estimate the
error 𝑒፤,፣ by 𝐿(𝑦, 𝑓(𝑋፤,፣)) based on the predictions of the permuted data. Next, we calculate the
permutation feature importance 𝐹𝐼፣ by:

𝐹𝐼፣ = 𝑒፨፫።፠።፧ፚ፥ −
1
𝑞

፪

∑
፤ኻ

𝑒፤,፣ (5.14)

However, the permutation importance can be computed either on the training set or the test (valida-
tion) set. There is no clear answer and no research hitherto addressing the question of training or test
set. The underlying difference is whether we want to know how much the model relies on each feature
for making predictions (by using training data) or how much the feature contributes to the performance
of the model on unseen data (by using test data). In our study, we use the feature importance based
on test data. The reasons are if we measure the model error (or say performance) on the same data
that our model was trained, the measurement tends to be too optimistic, which in turn indicates that
the model works better than the reality. Moreover, the permutation importance is built upon the change
of the model error. The unseen test data is more desirable as the change of error based on training
data makes us mistakenly believe that features are important. However, in reality, the model can be
overfitting, and thus the features are not important at all.

Like any other feature importance technique, permutation importance also has its pros and cons. As
it measures the change of the model error (or performance), the interactions among features are taken
into account. By permuting a feature, we destroy the original effects with other features. This means
we take into account both the main feature effect and the interaction effects on model performance.
But this is also a disadvantage, we measure not only the feature importance but the sum of feature
importance and the interaction and this could be larger. Another advantage of permutation feature
importance is that it is computationally light as it does not require the retraining of the model and the
interpretation is easy. However, as aforementioned, whether to apply the technique on training or test
set can be unclear, it depends on what the objective is. Moreover, it links to the error of the model
which is not inherently harmful. But if we are interested in the robustness of the model, a change of the
variance of the performance would be more focused which can not be reflected. Next, the permutation
is random. This means the results might vary significantly, but we will repeat the process to minimize
the randomness. Lastly, if there are strongly correlated features, the model will still have access to
the feature through its correlated feature when one of the features is permuted. This will result in a
lower importance value for both features where they might be important. One of the possible ways is
to cluster features that are correlated and only keep one feature from each cluster.

One last performance metric to measure the feature importance is the partial dependence plot
(PDP). It shows the marginal effect one or two features have on the predicted outcome of a machine
learning model (Friedman, 2001). A partial dependence plot can depict whether the relationship be-
tween the target variable and a feature is linear, monotonic, or more complex.
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The partial dependency function for regression problem is defined as:

̂𝑓፱ᑊ(𝑥ፒ) = 𝐸፱ᑊ [ ̂𝑓(𝑥ፒ , 𝑥ፂ)] = ∫ ̂𝑓(𝑥ፒ , 𝑥ፂ)𝑑ℙ(𝑥ፂ) (5.15)

where, 𝑥ፒ is the feature or are the features for which the partial dependence function should
be plotted and 𝑥ፂ are the other features used in the machine learning model ̂𝑓. Usually, there are
only one or two features in the set 𝑆 and the feature(s) in the set 𝑆 are those for which we want
to know the effect on the prediction. The entire feature space 𝑥 is made up by 𝑥ፒ and 𝑥ፂ. Partial
dependence is calculated by marginalizing the machine learning model output over the distribution
of the features in set 𝐶 so that the function shows the relationship between the features in set 𝑆
that we desire to observe and the predicted outcome. By marginalizing over the other features, we
get a function that only depends on features in set 𝑆 such that interactions with other features are
included.

The partial function ̂𝑓፱ᑊ is estimated by the calculation of the average in the training data, as
known as Monte Carlo method:

̂𝑓፱ᑊ(𝑥ፒ) =
1
𝑛

፧

∑
።ኻ

̂𝑓(𝑥ፒ , 𝑥(።)ፂ ) (5.16)

The partial function shows that for a given value(s) from the feature set 𝑆, what is the average
marginal effect on the prediction is. In the Eq. 5.16, 𝑥(።)ፂ are the actual feature values from the
uninterested feature dataset and 𝑛 is the number of instances in that dataset. PDP assumes that
the features in 𝐶 are not correlated with the features in the interested feature dataset 𝑆. If this
assumption is violated, the averages calculated for the PDP will include data points that are very
unlikely or even impossible.

The advantages of PDP are obvious: it is quite intuitive that PDP takes only one particular feature
value to represent the average prediction if we make all data points to assume that feature value. If the
assumption is not violated, then the interpretation of PDP is clear and straightforward as it describes
how the feature influences the prediction on average. Moreover, it is easy to implement. Nevertheless,
it also has several apparent drawbacks. The realistic maximum number of features in a PDP is two. And
PDP assumes that independence of the variables between the interested and the uninterested sets.
This leads to a problem when the features are correlated, new data points are generated in the areas
of the low actual probability part of the feature distribution. Finally, it misses the heterogeneous effect
because it only shows the average marginal effects. Suppose we have a feature, half of the data points
are positively associated with the prediction while the other half is negative, PDP will eventually give us
a horizontal line as this is the average of the effect. This can be overcome by an individual conditional
expectation curve. But we will see whether we will need that or not, based on the outcomes.

5.7. Summary
In this chapter, we provide a theoretical framework of this research to predict the short-term bus rid-
ership with trip planner data by applying ML methods. We illustrated the steps of learning paradigms
choice, data collection, feature engineering, model selection, model tuning, and model validation and
interpretation via a set of performance metrics.

Our work leverages regression to the short-term bus ridership prediction and supervised learning
is chosen to accomplish the task. We will iteratively explore the raw data to construct a well-knitted
variable (feature) set. The ML methods that we choose for our study are LR, KNN, GBRT and RFR
due to a more interpretable configuration and a more interpretable results. Along with baseline models
(PT current model and PT current with seasonal trend), we will establish a comparison and find the
outperformed one. Several parameters are needed to be tuned to optimize their performance during
the training of the model and thus we have to apply nested cross-validation to fine-tune the parameters
in the inner-loop by k-fold cross-validation and compute the robustness and accuracy of the models via
outer-loop by random permutation cross-validation.

To compare the multiple models, we set up an overall set of performance metrics that consist of
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𝑀𝐴𝐸, 𝑅𝑀𝑆𝐸, and 𝑅ኼ. Since the main objective of the study is to discover the usefulness and utility of
trip planner data, only get to know the performance of the model is not enough. Thus, we introduce
feature importance to the study and we will select the best model out of the omnibus to explore the
feature importance. For different models, the way of computing feature importance is dissimilar while
the permutation feature importance is comparably convincing. But we will take the MDI method for
the tree-based model and permutation feature importance both into account if the tree-based model
outperforms than the others. Moreover, we will deploy PDP to assess the influence of a single feature
on the average prediction of the model.





6
Model Development

After performing preliminary on the data in the fourth chapter, we are able to have a general understand-
ing of the data separately and collectively. In this chapter, we further summarize variables developed
in the previous chapter and determine the inputs for the models with the method set up in the previ-
ous chapter. Moreover, we develop the strategy to tack the imbalanced data as both PT operators
and 9292 want the model to treat every scenario equally. Furthermore, we explain how the models
are developed in this study and how we set up the configuration of the model and how the models’
hyperparameters are tuned. A flow diagram of the model development is shown in Figure 6.1.

Figure 6.1: Workflow of predicting short-term bus ridership with trip planner data

We divide the whole dataset into two parts, namely the dependent variable set and the independent
variable set. The dependent variable is the target that we want to predict. It is the ridership per stop
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per bus trip. The independent variables make up the training set that we need to explore to establish a
relationship with the target. However, as we can see from the previous chapter, the ridership presents
a right-skewed distribution, which means that we have more data under the few ridership situations but
less in the crowded ones. Thus, we first take the natural logarithm on the ridership to generally smooth
the data towards a normal distribution. Then, we apply bootstrap to generate more data under extreme
situations. We also test the sensitivity of the bootstrap strategy that we used line-wise.

Next, we input the resampled data into the models that we select in this study, including the base-
line model, baseline model with the weekly trend, linear regression, GBM regression, KNN regression,
and RF regression. For GBM, KNN, and RF, we need to tune the hyperparameters to reach a better
performance while for others this is not necessary. Only the models that have the train/test split proce-
dure need to be cross-validated as this could affect the overall performance of the model. With all the
fine-tuned model, we can take the exponent of the ridership that has been taken the natural logarithm
before, changing it back to the unit of person and measure the error. The cross-validate in the figure
refers to the models that need to be cross-validated, however, this step is the last step we carry out
in the implementation. The target variable has been changed back to its measurement scale (take
exponent function to person as the unit) before we apply the cross-validation to test the accuracy of
the fine-tuned model.

Finally, we determine the best model line-wise and use that model to explore the importance of
variables by the feature importance and PDP. We emphasis on the relationship between ridership and
trip planner request in this step. Furthermore, we thoroughly analyze the residual plots from different
perspectives to assess the problem of our regression models and put forward the future work. We
elaborate on this step in the next chapter, including the results of the models.

The other part of research sub-question has been answered in this chapter is:

Along the above-mentioned dimensions, how does trip planner data correlate with observed rider-
ship from AFC data in the short-term?

The research sub-question has been answered in this chapter is:

How can such correlations be leveraged for short-term bus ridership prediction?

6.1. Variable Selection
Variable selection is important before we proceed to apply the machine learning models. If a variable
is insignificant, it means that it contributes less to the regressed target. Therefore, we should keep it
out of the model. Otherwise, the model would become unnecessarily complex and thus perform poorer
than expected.

In this study, we first depend on the literature review as the starting point to explore the multiple
datasets. Then, we perform the data preliminary of the fourth chapter to select our variables, especially
the last section of variance-covariance/correlation analysis. If we find a strong correlation between two
variables, it is likely to have a strong correlation between them. Since we will later train the model per
case study line, the variable “line” is left over. Other variables selected are based on Table 4.3 and the
conclusion of section 4.3.2 and 4.3.3.

Except for the request related variables that are not examined before, all other variables bring into
correspondence with the literature. The consensus of the influence of time and date remains consistent,
such as the period of the day and the day type. The influence of special days is considerable, for
instance, the autumn holiday. Spatial attributes are also contributing, especially the section around a
railway station or a working place.

Before we train the model, it is important to scale the variables. We standardize the train data so
that the transformed variables have a mean of 0 and a standard deviation of 1. First, the input dataset
has differences in their measurement unit, such as one-hot encoding, person, and record. And the
range of those data has large differences between each other. These differences in the ranges of
initial variables cause troubles to many machine learning models that are sensitive to the distance, for
instance, KNN in our study. Second, we scale the variables so that the prediction has a mean of 0. In
our regression problem, this makes the intercept term is interpreted as the expected value of 𝑦። when
the predictor values are set to their means (i.e. independent variables). Otherwise, the intercept is
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interpreted as the expected value of 𝑦። when the predictor values are set to 0, which may lead to an
unrealistic or interpretable situation. And the last reason is to simplify calculation and notation.

We choose standardization rather than normalization as it is less sensitive to noise. Moreover, we
do not standardize the target variable, which is the ridership. In this way, we can calculate the difference
between the predicted value and the actual value in the unit of passengers per stop per trip. It helps
us to understand the error (residual) in an understandable manner.

The selection of variables would always be an iterative process to reach a higher performance of
the models. Since we choose the model with more abilities in interpretation, we can trace back to the
importance of variables and then filter the variables again. We will perform this ad hoc and post hoc
analysis for the outperformed model and use that model to illustrate the significance of variables.

6.2. Oversampling and Undersampling
In our data, we have a very imbalanced distribution of the target variable (ridership). We present the
distribution of the population per case study line below in Fig. 6.2. In this density plot, we can see that
the distribution of every case study line is right-skewed, and the extreme value can be as high as 108.
It means that we have more knowledge of the quiet trips but less data on the busy ones, which is in
contrast with what 9292 (trip information company) and PT operators want to capture. Thus we have
to develop strategies to tack this imbalanced data issue.

Figure 6.2: The distribution of ridership per line

We regard this problem is important in our study in bifold: first, we have non-uniform preferences
across the target variables domain; second, the most interested ranges are poorly represented (Branco
et al., 2017). It is in line with part of the objective of this study that we assign more importance to the
predictive performance achieved in the poorly represented ranges of the target variable (ridership on
busy trips) in comparison with other more frequent ranges (quite trips). However, this conjunction
causes a degradation of the performance of the most important and desirable cases. It means that the
standard algorithms are biased towards the majority classes (known as “negative”). Therefore, there is
a high misleading rate or even be ignored to achieve good performance in the minority class instances
(called “positive” classes) (Fernández et al., 2018). The methods that we choose in this study (tree-
based RF and GBM, and KNN) will learn the minority class is not as important as the majority class.
Hence a balanced method is needed.

The most common method to tackle this imbalanced learning problem is via sampling methods or
resampling methods (He and Ma, 2013). The aim is to change the composition of the training dataset.
This sampling or resampling method is only performed on the training dataset. It is not carried out on
the test dataset as the test set is to evaluate the resulting model but not remove the class imbalance
from the model fit and should be both real and representative of the target domain. Assessing a model
with a synthesized or transformed dataset would provide a misleading and optimistic estimation of
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performance.
In general, we have two ways of sampling/resampling strategies, i.e. undersampling or over-

sampling techniques. Undersampling is intuitive and consists of removing samples from the majority
class(es). Oversampling is the reversed procedure of adding samples to the minority class(es). Chawla
et al. (2002) proposes a method called Synthetic Minority Oversampling Technique (SMOTE), and it
is capable of generating new samples that resemble the original observations but are not duplicates.
SMOTE creates new instances of a minority class by using a K-Nearest-Neighbor approach. A random
number of original observations are chosen and for each of their K neighbors, a new sample is created
as a linear combination of the initial observation and its neighbor. The authors indicate that generally, a
combination of SMOTE and undersampling performs the best (Chawla et al., 2002). Therefore, we de-
cide to use the combination of oversampling and undersampling to resample our data (Fernández et al.,
2018).The ratio of SMOTE and undersampling is necessary to be testified by a sensitivity analysis.

However, we can not directly practice oversampling. Instead, we have to convert the continuous
data into discrete data to ensure that every stratum has enough samples. Moreover, the imbalanced
data problem pervades in many domains but mainly studied in the context of classification (He and Ma,
2013). Thus, we apply Doane’s formula shown in Eq. 6.1 to decide the number of bins. It is essentially
a modification of Sturges’ formula, which attempts to improve its performance with non-normal data
(Doane, 1976).

𝑘 = 1 + 𝑙𝑜𝑔ኼ(𝑛) + 𝑙𝑜𝑔ኼ(1 +
|𝑔ኻ|
𝜎፠Ꮃ

) (6.1)

where 𝑔ኻ is the estimated 3rd-moment-skewness of the distribution and it is formulated as:

𝜎፠Ꮃ = √
6(𝑛 − 2)

(𝑛 + 1)(𝑛 + 3) (6.2)

Nonetheless, the conversion still results in a situation where several bins have limited samples.
It results in an unsatisfied result from the model after SMOTE if we apply random oversampling to
duplicate an instance. Moreover, if we refer to the current distribution of data to conduct the train/test
split and train the model, the results from all four case study lines are depreciated and not desirable.
Thus, we take the log transformation of the target for all four case study lines.

The transformation of a variable changes the shape of its distribution. In general, regression models
work better with more symmetrical, bell-shaped distributions. Logarithmic transformation is a conve-
nient approach to transform a highly skewed variable into a more normalized dataset (Metcalf and
Casey, 2016). Tukey (1977) expounded that when the residuals have a “strongly” positively skewed
distribution, a log-transformation can reduce this skewness. Besides, the transformation provides an
equally spread of the data, which facilitates the performance of the model. However, it also has some
downsides, such as it reduces the variability of data, and it is not always functional.

In this study, we took a post hoc analysis and found that log-transformation works well on the dataset
and reduces the error, compared to the base scenario. Thus, we first take a natural logarithm function on
the target variable and then apply the binning strategy to discrete the continuous data. Note that there
are empty trips, and thus we plus one on the target and take the natural logarithm to train the model
as shown in Eq. 6.3. Finally, we execute a sensitivity analysis to determine the optimal resampling
strategy to emphasize the extreme but less existed instances. We only utilize transformed the target in
training the model, and when testing, we take the exponent to convert the unit more comparably and
understandably.

𝑦ᖣ። = log፞(𝑦። + 1) (6.3)

The distribution of ridership after the natural logarithm is presented in Fig. 6.3. From the figure, we
can see that after taking the natural logarithm, the distribution of the population of every case study
line is transforming from a highly right-skewed distribution towards a normal distribution. However, the
amount of data that represents the extreme cases are still less profound, which means the resampling
strategy to better capture the important domains is necessary.

Table. 6.1 reports the number of bins of each case study line, calculated based on Doane’s formula,
and the number of bins that we apply SMOTE. We determine the number of bins, the majority, and the
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Figure 6.3: The distribution of ridership (log) per line

minority based on the training dataset. The majority should have overwhelmingly large value with more
than two times than other bins initially. Except for the bins from the right side of the distribution that we
present in Table. 6.1, all other bins are majorities.

Table 6.1: The binning strategy of each case study line

Number of bins Oversampling bins
Qliner 300 21 Last 3
Q-link 1 22 Last 4
Line 50 24 Last 7
Line 35 20 Last 4

We develop a pair-wise study with 4 undersampling and 6 oversampling strategies. We test them
through 5-fold cross-validation on the dataset of every case study line, for a total of 24 resampling
tests. The undersampling strategy consists of reducing the number of samples of the majority class by
a percentage of 0%, 25%, 50%, and 75%. The oversampling includes enlarging the minority samples
by 50%, 100%, 150%, 200%, 250%, and 300%. Since every case study line shows a different pattern
of the distribution, and it is necessary to set up the analysis case-by-case. We use a random forest
regressor as the model to perform this sensitivity analysis as it is representative because it suffers from
the learning from an extremely imbalanced training dataset (Khoshgoftaar et al., 2007). Moreover,
RF is construed to minimize the overall error rate. It tends to focus more on the prediction accuracy
of the majority class, which often results in poor accuracy for the minority class. Besides, we test the
performance of all models with the original training dataset, and RF primarily is the outperformedmodel.

We use 𝑅ኼ to evaluate the resampling strategies of the RF regressor, which is the coefficient of
determination. A higher 𝑅ኼ means that smaller differences between the observed data and the fitted
values. It is essentially the percentage of the dependent variable variation that a linear model explains.
Figure 6.4 presents the results of oversampling and undersampling of each case study line. The dif-
ference among the scores per case study line is tiny, and therefore we use a Min-Max scaler to shrink
the range of the result between 0 and 1 to make the difference profound.

From the figure, we can see that all case study lines show a similar pattern, except for line 50. The
optimal sampling design is to oversample the minority by 50%, with no undersampling. With the reduc-
tion of majorities, the 𝑅ኼ drops correspondingly, despite the oversampling of minorities. Horizontally,
the increase of the oversampling of minorities incurs the decline of the score when undersampling is
small. However, when undersampling is large, the role of majority and minority may change, and thus,
the score decreases and then increases.

Due to the train/test split is random, we repeat the evaluation of different sampling designs per case
study line 10 times and present the other 9 times in the Appendix from Fig. C.1 to Fig. C.9. The
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Figure 6.4: Evaluation of different sampling designs per line

results should have some slight variations. But the results from line 50 vary dramatically, and there is
no clear rule of the optimal strategy. We consider the reasons are that line 50 has sparse bins when
the ridership moves from small to large, especially at the large-value domain. And this is where we
oversample and where we are most interested.

Thus, we conclude that we should resample the data without undersampling the majorities but
oversampling the minorities by 50% for Qliner 300, Q-link 1, and line 35. While for line 50, we refer to
the results from Fig. 6.4 to further our study.

At this step, we also find out two future works. First, the optimal combination of oversampling and
undersampling strategy is at the left top corner, except for line 50. It means that the optimal combination
can either be further investigated while the results might imply that we do not need to oversample at all.
However, this is contradictory to what we want the model to be trained with more poorly represented
instances. Some other strategies or methods can be performed here. Another possible work is to
treat data like line 50 differently from other lines. The distribution and the binning of line 50 indicate a
different entity in comparison with other lines, and therefore coming up with other strategies would lead
to a potentially better result.

Aside from sampling and resampling, the imbalanced data problem can be also addressed by a
weighted strategy (Chawla et al., 2002). It is also known as assigning different costs to classes during
training (cost sensitivity weighting). Since RF tends to be biased towards the majority class, the cost
sensitivity weighting places a heavier penalty on misclassifying the minority class. It assigns a weight
to each class, with the minority class given larger weight (namely, higher misclassification cost). Chen
and Breiman (2004) compared two ways in a classification context, they concluded that there is no clear
winner. However, cost sensitivity weighting needs to use the entire training set while the resampling
is computationally more efficient with large imbalanced data. Moreover, by assigning weights, it can
introduce noises (mislabeled classes) and thus make the model vulnerable to those noises compara-
tively.

6.3. Model
Except for linear regression, the machine learning models that we selected to use in this study are
non-parametric regression algorithm. Parametric tests are built upon assumptions that the distribution
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of the underlying population from which the sample was taken, e.g. linear regression. In contrast, non-
parametric tests are not based on these assumptions, relying on the assumed shape or parameters
of the underlying population distribution, such as KNN, GBM, and RF (Hopkins et al., 2018). Thus,
the structure of these non-parametric models can fit closely with training data and tend to overfit. On
the other hand, we also need to avoid underfitting where the algorithm is not learned enough of the
structure of data.

Table 6.2: Optimal hyper-parameters of the non-parametric models

Qliner 300 Q-link 1 Bus Line 50 Bus Line 35

GBM regression

learning_rate = 0.01
n_estimators1 = 13000

max_depth2 = 4
min_samples_split3 = 2
min_samples_leaf4 = 6

subsample5 = 1
max_features6 = 11

learning_rate = 0.02
n_estimators = 25000

max_depth = 4
min_samples_split = 2
min_samples_leaf = 15

subsample = 1
max_features = 15

learning_rate = 0.01
n_estimators = 100
max_depth = 2

min_samples_split = 2
min_samples_leaf = 1

subsample = 1
max_features = 98

learning_rate = 0.02
n_estimators = 22000

max_depth = 4
min_samples_split = 2
min_samples_leaf = 20

subsample = 1
max_features = 25

K-Nearest regression n_neighbors7 = 14 n_neighbors = 10 n_neighbors = 8 n_neighbors = 8

Random Forest regression

bootstrap8 = False
n_estimators = 700
max_depth = 20

min_samples_split = 2
min_samples_leaf = 4
max_features = 10

bootstrap = False
n_estimators = 400
max_depth = 25

min_samples_split = 2
min_samples_leaf = 2
max_features = 20

bootstrap = False
n_estimators = 1000
max_depth = 45

min_samples_split = 2
min_samples_leaf = 2
max_features = 30

bootstrap = False
n_estimators = 1300
max_depth = 20

min_samples_split = 2
min_samples_leaf = 2
max_features = 35

1: Number of trees.
2: The maximum depth of a tree.
3: The minimal number of samples in a node for the node to be split.
4: The minimum number of samples in a leaf node.
5: The fraction of samples to be used for fitting the individual base learners.
6: The number of features randomly chosen as candidates for a split.
7: Number of neighbors to use.
8: Whether bootstrap samples are used when building trees. If False, the whole dataset is used to build each tree.

For tree-based models, a process called regularization can help to use hyper-parameters to control
the structure of the decision tree-based models and thereof GBDT and RF (Probst et al., 2019). The
regularization hyperparameters of RF include: the number of trees in the forest, the maximum depth
of a tree, the minimal number of samples in a node for the node to be split, the minimum number of
samples in a leaf node, and the number of features randomly chosen as candidates for a split (details
see Section 5.4.6). The hyper-parameters of GBDT involve: the learning rate from each tree to the
next, the number of trees in the GBM, the maximum depth of a tree, the minimal number of samples
in a node for the node to be split, the minimum number of samples in a leaf node and the number of
features randomly chosen as candidates for a split. As that for KNN, it is a relatively simple tool. The
only hyper-parameter we need to tune is the nearest K, which is calculated by the Euclidean distance.

We apply GridSearchCV to exhaustive search over specified parameter values for an estimator,
which is provided by scikit-learn. The parameters of the estimator used to reach a higher 𝑅ኼ are op-
timized by cross-validated grid-search over a pre-defined parameter grid. We again refer to 𝑅ኼ, the
coefficient of determination, to determine the best performance of the model on the holdout dataset.
Note that this whole process is adopted on the training dataset in the inner loop of the nested cross-
validation. The outer loop is kept out to prevent an overestimation of the results and a local optimization.

We present the optimal hyper-parameters below in Table. 6.2 in line-wise. It is noteworthy that due
to the random train/test split, it could vary slightly. In terms of line 50, it shows a high variation in the
sampling design. Different set-up on the sampling design could result in a differently optimal hyper-
parameters. We keep the GBM model as default for line 50 as it has the performance drops sharply
after we tune the hyper-parameters. It is because the model learns from the training set and assumes
the same distribution exists in the test set. However, this is false as we oversample the minorities by
3.5 times. However, RF regression and KNN do not see such a depreciation. We conclude that it is
because only GBM learns the residual to optimize the target and is more sensitive to the noisy data (in
our case is the change of the underlying distribution of data).

Different lines have different distributions of the data, and thus the hyper-parameters are not the
same from one of another. The searching time of GBDT and RF can be unexpected long while KNN is
the shortest due to its simpler configuration and fewer number of hyper-parameters to be found.
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6.4. Summary
In this chapter, we select the variables that could strongly influence the ridership, including ridership-
related, request-related, spatial-temporal-related variables. We also incorporate variables of request
with timing advance. These variables would be put into the outperformed model in pairs to explore the
prediction performance with a prediction lead time. We also think it is important to scale the independent
variables as different units, different ranges, and distance sensible models are existing in our study.

Moreover, the task of addressing imbalanced data equally passed some challenges. The objective
is to learn the different domains better. We apply the sampling/resampling design to tackle the problem
over the cost sensitivity weighting because it is comparatively more efficient, effective, and doable. We
train the model with the target after taking the natural logarithm because the original distribution of the
target is highly right-skewed, and we want to comply with the regression models that work better with
more symmetrical, bell-shaped distributions. Furthermore, this transformation facilitates the binning of
continuous data into discrete one as there is less data on the right tail of the distribution. The binning
strategy with Doane’s formula helps us to resample the data by SMOTE that enhances the influence
and representations of the minority but interested classes. We also practice a sensitivity analysis to
determine the optimal sample designs. For the data distribution similar to line 50, extra attention is
needed as it has sparse bins on the right tail, and thus the optimal strategy is random without clear
rules. For other lines, the optimal strategies are also suited in the top left corner, which implies that
better options can be explored. These can be the future work of this study.

The chapter wraps up with the optimal hyperparameters of the models. For non-parametric mod-
els, such as KNN, GBM, and RF, we apply GridSearchCV to exhaustive explore the optimal hyper-
parameters to prevent overfitting and underfitting, but also to reach a better performance.
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Research Results

After we tune the hyperparameters of the models and choose the optimal method of sampling, we
proceed to analyze the results from four case studies of our models. This chapter first discusses the
performance of six models in line-wise based on our performance metrics. Then, the outperformed
model is selected to explore the feature importance.

We also explore two ways of constructing the baseline models, containing zeros the missing trips
or drops the missing trips. The reason is that the baseline model is built upon the ridership last week.
If the trip number does not match, it will lead to a missing recording. Thus, we compare two ways of
predicting this ridership and use the comparatively better baseline model to proceed.

Moreover, we investigate the linear regression model by starting with only the highest correlated
variable and adding one more strongly correlated variable at a time. The inclusion of a new variable
can tell us whether it significantly influences the model.

The assessment of the regression models ends with the construction of residual plots of the out-
performed model. Residual plots display the residual values on the y-axis and fitted values, or another
variable, on the x-axis. It can help us determine whether the residuals are consistent with random error.
When the residuals are around or center on zero, it indicates that the prediction of the model is correct
on average rather than over- or underestimation. In a regression problem, we often assume that the
distribution of residuals should be normal and the degree of scattering is the same for all fitted values.
By checking this plot iteratively, we could potentially improve the model, for instance, taking the natural
logarithm and sampling design in the previous chapter.

Then, we discover the feature importance based on the outperformed model. We compare the MDI
and permutation feature importance to conclude the usefulness of trip planner data and other influ-
encing variables. Moreover, we apply PDP to assess how the change of trip planner related variables
would affect the ridership.

The chapter wraps up with unveiling the usefulness of the trip planner data with certain prediction
lead time. It helps us to know if we want to anticipate the ridership with a certain timing advance, what
would be the performance and what would be the usefulness and effectiveness of such kind of data.

In the following content, we utilize the results from Qliner 300 for visualization for a clear presen-
tation. However, the discussion refers to the results of all four case study lines. Visualizations of the
other three cases see Appendix D.

The sub research question has been answered in this chapter is:

What is the performance and benefit of using such a prediction model?

7.1. Performance of the Models
In this section, we analyze the performance of all six models (baseline model, simple model, linear
regression, GBDR, KNN regression, and RF regression) in line-wise. We assess the performance
from multiple perspectives. We first examine the performance of models by the performance metric
that we set up. The criteria are 𝑀𝐴𝐸, 𝑅𝑀𝑆𝐸, 𝑅ኼ, and the accuracy after repeated random 5-fold cross-
validation. To visualize the goodness of fit, we also plot the prediction and actual values, which is
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regarded as one of the richest information graphs. Then, we explain several interesting points that we
find out when we deal with the baseline model and the simple model with weekly trends. Following,
we discuss the significance of specific variables in the linear regression model where we include the
variable one at a time according to their correlation ranking. Finally, we illustrate the residual plot that
indicates the prediction of the model is correct on average or over- and underestimation. The residuals
are also evaluated per scenario to see whether it matches our conventional understanding and previous
studies.

7.1.1. Performance Metrics
We present the performance of the prediction based on the set of metrics of each case study line in
the order of Qliner 300, Q-link 1, line 50, line 35. The set of metrics is from four aspects (details recall
Chapter 3): first,𝑀𝐴𝐸 is the mean of the absolute errors. The absolute error is the absolute value of the
difference between the predicted value and the actual value. Second, 𝑅𝑀𝑆𝐸 is the standard deviation
of the residuals (prediction errors). It is a measure of how spreading out these residuals are or say how
concentrated the data is along the line of best fit. Third, 𝑅ኼ represents the proportion of the variance for
a dependent variable, explained by the variables in the regression model. Lastly, we apply a repeated
random 5-fold cross-validation to evaluate the skill of the model on new data. The score we present
is again 𝑅ኼ as it is the most important measurement for the goodness-of-fit. The value recorded is the
average of each fold, and it helps us to assess whether the model is spot overfitting. However, this
cross-validation does not apply to the baseline model and simple model as there is no unseen data.

There are three topics that we will discuss in the following subsections. First, we design two kinds of
baseline models due to the missing recordings of the trips of the previous week. One way is to zero the
missing value, and the other way is to drop them. We select the outperformed one to apply in our study.
Second, the simple model has a weirdly high error and the worst performance, and we will explain the
problem later. Third, the detailed inclusion and strategy of implementing linear regression models will
be put forward in the following subsection while we only report the best scenario here to establish the
comparison.

Table 7.1: Performance of models (Qliner 300)

Qliner 300 MAE (Person) RMSE (Person) R^2 Repeated Random
5-Fold Cross-Validation

Baseline (Drop Null) 5.761 9.060 0.461 -
Simple Model (incl. weekly trend) 10.721 30.408 -6.179 -
Linear Regression (3 variables) 5.573 9.870 0.276 0.595

GBM Regression 4.664 7.114 0.624 0.726
K-Nearest Regression 4.699 7.277 0.607 0.666

Random Forest Regression 4.123 6.357 0.700 0.726

From the performance table of Qliner 300, we can see that both RF regression and GBM regression
can capture the unseen data the best with a cross-validation score of 0.726. However, RF outperforms
than GBM if we compare the other three metrics. Except for linear regression, all machine learning
approaches show considerable improvement of the prediction, especially RF regression. The linear
regression model only slightly improves the prediction error but functions worse in capturing the vari-
ance and has a large discrepancy, compared to the baseline model.

Table 7.2: Performance of models (Qlink-1)

Q-link 1 MAE (Person) RMSE (Person) R^2 Repeated Random
5-Fold Cross-Validation

Baseline (Drop Null) 7.744 12.588 0.287 -
Simple Model (incl. weekly trend) 9.920 26.071 -2.049 -
Linear Regression (3 variables) 9.095 68.056 -17.879 0.536

GBM Regression 9.462 13.667 0.239 0.796
K-Nearest Regression 5.622 9.235 0.652 0.698

Random Forest Regression 4.329 7.045 0.798 0.826

From the performance table of Q-link 1, RF regression beats othermodels from every criterion. From
the aspect of the error and the variance of the errors, it is nearly two times better than the baselinemodel
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and has a three-time better goodness-of-fit, compared to the baseline model. The cross-validation
score of RF is also the highest among all the models. It is unexpectedly to see that linear regression
has a very high RMSE due to some exceptionally wrong prediction and a general overestimation of the
target. Moreover, the significant negative value of 𝑅ኼ indicates that a simple mean could work better
than it. Failures of the simple model and linear regression have the same reason as that of Qliner 300,
which we will explain in the following subsection. The margin between RF and other ML models is the
largest in this Q-link 1 scenario, compared to others.

Table 7.3: Performance of models (line 50)

Line 50 MAE (Person) RMSE (Person) R^2 Repeated Random
5-Fold Cross-Validation

Baseline (Drop Null) 4.026 5.938 0.494 -
Simple Model (incl. weekly trend) 6.799 12.022 -1.423 -
Linear Regression (3 variables) 4.491 10.959 -0.780 0.515

GBM Regression 11.819 13.693 -1.778 0.657
K-Nearest Regression 3.248 4.864 0.639 0.686

Random Forest Regression 3.578 5.179 0.603 0.770

For line 50, GBM performs the worst due to the different distribution of data and a relatively large
oversampling strategy. GBM is sensitive to “noisy” data (in our case, it is the underlying difference in
the distribution of training set and test set). The reason is that boosting builds each tree on the residuals
of the previous trees. Outliers will have much larger residuals than non-outliers, so gradient boosting
will focus a disproportionate amount of its attention on those points.

Bias refers to an algorithm that has limited flexibility to learn the true value while a variance occurs
when an algorithm is sensitive to specific sets of training data. A high bias, low-variance model
means that it is more consistent but inaccurate on average. In contrast, a high-variance, low-bias
model means that it is accurate on average but inconsistent.

Moreover, we have a trade-off between KNN regression and RF regression. For all other cases,
the model with the lowest bias tends to have the smallest variance as well but not line 50. The margin
between KNN regression and RF regression is small, with respect to MAE, RMSE, and 𝑅ኼ. However,
the 𝑅ኼ score from repeated random 5-fold cross-validation is comparably large. Moreover, line 50 is
the only one that has a different sampling design, and the design is relatively arbitrary. Thus, we regard
a model that is less sensitive to training data is better. Hence, a higher 𝑅ኼ from the repeated random
5-fold cross-validation as a repeatable process is more convincing, and therefore RF regression is
considered as the best model.

Table 7.4: Performance of models (line 35)

Line 35 MAE (Person) RMSE (Person) R^2 Repeated Random
5-Fold Cross-Validation

Baseline (Drop Null) 3.423 6.158 0.341 -
Simple Model (incl. weekly trend) 4.225 10.338 -0.858 -
Linear Regression (2 variables) 3.732 12.577 -1.656 0.530

GBM Regression 2.243 3.922 0.742 0.811
K-Nearest Regression 2.458 4.204 0.703 0.747

Random Forest Regression 1.938 3.493 0.795 0.831

In terms of line 35, RF regression once again becomes the best model from every measurement.
In comparison with the baseline model, RF regression is two times better from each criterion. Different
from other cases, GBM regression ranks second and is slightly inferior to RF regression. The best
performance of the linear regression model is with only two highly correlated variables, but it is even
worse than the baseline model.

7.1.2. Actuality vs. Prediction Plots
To have some knowledge of the density of points, we also apply the same binning strategy with each
model to calculate the average error of each bin. The number of bins is the same as Table. 6.2. This
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subsection has four parts. We first analyze the overall performance of the case study line and then
explore the baseline models since there are many trips without a unique trip number. There are two
ways to deal with this kind of issue and thus result in some differences. Next, we dive into the linear
regression models by including one more variable every time to see the significance of the variable.
Finally, we study the reason for the unsatisfied result of the simple models.

Scatter plots of actual vs. predicted values are one of the richest forms of data visualization. Ideally,
all the data points should be as close as possible to the regressed diagonal line. For instance, if
the actual value is 𝑦።, then the predicted value should be reasonably close to 𝑦።. It depicts that if
the model has a high 𝑅ኼ, all the data points should be close to the diagonal line. In contrast, if 𝑅ኼ
is low, it means a weak goodness-of-fit, and thus the points are dispersed (away from the diagonal
line).

All models

We present the visualization of actual vs. predicted values of Qliner-300 below in Fig. 7.1 and for other
visualizations, see Appendix Fig. D.1, Fig. D.2, and Fig. D.3. There are two graphs in each sub-graph,
namely a scatter plot with predicted value on the y-axis and actual value on the x-axis and a line chart
of the average prediction error per bin.

Figure 7.1: Prediction vs. actuality plot of Qliner 300

First off, every model can capture the relationship, and the difference lies to what extend it can
function. The distribution of the scatters following what the performance tables present. When the
𝑅ኼ is high, the points are close to the regressed diagonal line, for instance, random forest regression.
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It is obvious to see that GBM regression, KNN regression, and RF regression capture most of the
data points well when the actual value is less 70, except for line 50. GBM of line 50 always tends to
overestimate the true value. It is not only reflected by the scatter plot but also the average error.

Second, we notice that the residuals are heteroscedastic from the visual presentation. All models
have higher average error and bias when the actual value becomes higher. It means that the variance
of the error is not constant across various levels of the dependent variable. As a result, it implies that
the regression can be understated and potentially improved by adding more statistically significant vari-
ables. Although RF regression can capture the prediction the best, it tends to underestimate the result
when the actual value is high. Thus, the average error is correspondingly large, implying the existence
of heteroscedasticity. But, this ever-increasing average error becomes smaller when it reaches the last
bin where fewer data points are suited. When the actual value is low, all models can function well while
GBM tends to overestimate, KNN tends to underestimate while RF is relatively neural.

Third, we can assert that regardless of the line, machine learning models generally can not only
better capture the quiet trips but also outperform than the baseline models when the trips become
busy. However, even the comparatively best model (RF regression) becomes worse when the values
become larger.

Fourth, the simple model has some exaggerated values that are far away from the line, which we
can also observe in linear regression. The detailed analysis follows in the next subsection.

Given these points, RF regression outperforms than other models in most of the cases. However,
regarding 𝑀𝐴𝐸, 𝑅𝑀𝑆𝐸 and 𝑅ኼ, KNN performs better than RF of line 50 due to the different sampling
design. Still, the RF has a lower variance. Thus, we conclude that RF regression is the outperformed
model. It is obvious to see from the actuality vs. prediction plots that ML models usually predict the
values better than baseline models, which means the points are close to the precisely fitted line. How-
ever, even the best RF regression model has heteroscedasticity. It means that the model performs
worse when the actual value is higher and could be potentially improved by adding more statistically
significant variables.

Baseline Models

Figure 7.2: Prediction vs. actuality of baseline models (Qliner 300)

Missing recording of the bus trips results in two ways of constructing this baseline model. One way is to
drop the lost trips, reflected by a null value, or to zero the null value and therefore make the ridership a
0. By making the missing trips zero ridership, we have a high error and have empty estimation in most
parts of the actual value range. Hence, we use the comparatively better model -dropping null values-
as the baseline model in our study.

However, by dropping the null values, we do not know what will be the possible number of passen-
gers. From a practical point of view, it is hard to allocate sufficient vehicles to cater to demand. The
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missing trips could result in an underestimation when the ridership of last week is low or an overesti-
mation when the ridership of last week is high. Moreover, it is hard to assert that the baseline model
in our study is biased in which way since we do not know how well the estimation would be. Thus, we
recommend that the PT operators can come up with a better way to deal with this problem and poten-
tially elevate the recording system or trip numbering system. This simple model is indeed an efficient
and effective one when the ridership is low.

Linear Models

We build the linear regression model with one more variable into account every time to test the sig-
nificance of such a variable in a linear relationship manner. The order of inclusion is the number of
requests, the average number of ridership, the ridership of last week, the average number of requests,
the variance of request, and it is a holiday or not.

The first linear regression model only considers that there is a linear relationship between ridership
and request. The second one assumes that we can calculate ridership linearly by using the number of
requests and the historical ridership. The inclusion of the average number of ridership helps to reduce
the error as we observe from the graph with a less average error and data points are more close to the
perfectly predicted line. The third graph where the inclusion of the ridership of last week even helps
the model become better.

However, none of the models from different lines can capture this relationship, which testifies our
analysis above that there is no linear relationship between the two data, and a non-parametric model
is needed to find this relationship. Moreover, the average error keeps increasing with the increase of
the actual value, which is not like the model with more variables that have fluctuations.

Figure 7.3: Prediction vs. actuality of linear models (Qliner 300)

The linear regression model of Qliner 300 among all case study lines is the best. All other lines have
few identifiable outliers in the estimation, which are two exaggerated and thus result in an unsatisfied
result. The best regression model of Qliner 300 with three variables is the only one that has a positive
𝑅ኼ. It means that using a simple mean as the estimation will perform better than this linear regression
model for all other three case study lines.

Furthermore, the best linear regression model most of the time is with three variables, including
the number of requests, the average number of ridership, the ridership of last week while line 35 is
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an exception with only the first two. When adding the fourth one, the average number of requests,
the model performs worse. The best linear model is supposed to have a stable slope and the intercept
when adding a new variable such that the coefficient of this new variable is zero. However, in our study,
it is the tool that we used results in a higher error if this new variable is not significant and facilitates
the prediction. Every time, a new set of slope + intercept will be estimated when a new variable is
incorporated. The linear regression package from Scikit-learn can analytically solve the fitting by an
ordinary least squares, and there are no iterative algorithms that converge the gradient descent. Also,
this indicates that the new included variables that make the model worse are negative confounders
that correlate with the variables that we have, for example, the number of requests and the average
number of requests.

Simple Models

The simple model with weekly trend performs unexpectedly unsatisfied. We initially assume that by
taking the ratio between the ridership of yesterday and yesterday of last week, the model can capture
the weekly trend. For instance, if this week is the autumn holiday, by overestimating the demand
yesterday, it will lower the estimation today by setting the multiplier to a small value and vice versa.
However, from the prediction vs. actual value plots above, we can see the model performs disappointed
because there are too many extremely high predictions. Those data points can have a predicted value
of more than 1000 persons, which is impossible.

Figure 7.4: Prediction vs. actuality of the simple model (Qliner 300)

Figure 7.4 presents the data points of prediction that are above 100 persons (almost impossible) on
the x-axis and the coefficient (ratio) between the ridership of yesterday and the ridership of yesterday
a week ago on the y-axis. We can observe that there is a relationship when the prediction is high and
too much overstated, the ratio is also too high. Most of the overestimations are related to the same
trip that was too crowded last week on several specific sections. Note that the dimension of the ratio
is also a section of a trip.

We still consider that this kind of simple model can outperform the baseline model but maintain the
feature of efficiency and computationally friendly attributes. The later study can improve the model by
adding smoothers, for example, the ratio of the last trip, or the ratio of the last section, or the average
ratio of the previous sections.

7.2. Residual Analysis
In this section, we use the outperformed model -RF regression- to further our analysis. Residuals are
differences between the predictions from the model and the measured outputs from the validations data
set. Thus, residuals represent the portion of the validation data not explained by the model.
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A residual plot is a graph that shows the residuals on the vertical axis and the prediction values
on the horizontal axis (sometimes, it is one or several independent variables to explore the rela-
tionship, linear or non-linear). Each point represents a residual. The distance from the line at 0 is
how undesirable the prediction was for that value.

Ideally, the residuals should be symmetrically distributed along the line, and tend to cluster towards
the middle of the plot, which is the zero line. The distance between residuals and the line should have
a low value, and there is no clear pattern.

We present the residual plot of Qliner 300 below in Fig. 7.5, and the other ones see Appendix D.4.

Figure 7.5: Residual plots of Qliner 300 (Random Forest Regression)

In the figure, we use the color bar to represent the density of the data points. Most of the points are
densely clustered between 0 and 10 of the predicted ridership and around 0 of the residuals. Only that
part is bright color as the density is overwhelmingly large.

However, we do identify a clear pattern of the diagrams, which is the heteroscedasticity. Het-
eroscedasticity means that the residuals get larger as the prediction moves from small to large (or
from large to small, which is not the case here). It does not inherently indicate a problem, but it implies
that there are potentials for the improvements. Most often, there are two ways: the first one we have
already applied, transforming the variable. Yet, there are various ways of doing so. It could be a dif-
ferent way that gives a better result. The second one is to add more variables so that the model can
capture the relationship between dependent and independent variables better.

Moreover, we can spot some outliers in the graphs. In some cases, a model can pivot to try to get
closer to the outlying point at the expense of being close to all the others and end up being entirely
wrong. However, RF regression is not sensitive to outliers because tree algorithms split the data points
based on the same value. So the outlier will not affect that much to the split. Moreover, we deprive the
bootstrap in the RF so that it will not create a disproportionate amount due to the large residuals from
the outliers. And this is the reason RF performs better than GBM in general, and it testifies that when
we oversample line 50 larger than other cases, GBM performs the worst due to more outliers or larger
misleading residuals that have been created.

Except for line 50, all other lines show a symmetrical and balanced distribution of residuals along
the line. Line 50 has the problem of the y-axis unbalanced slightly. The data distribution of it is the only
one significantly different from others, and the sample design is arbitrary. After binning, the distance
between bins becomes sparse when it approaches the right side, which is the range of high ridership.
We oversample the minorities with 250 % more, which is randomly one of the optimal sample strate-
gies and thus results in too many samples at the high-value domain. As we see from Fig. D.2, the
RF regression graph that more data points are above the fitted line and implies that our model over-
estimates the ridership. Hence, the residual plot shows that between low and medium value ranges,
we have more negative residuals, and when it approaches the high value, some positive residuals are
easily identifiable. Therefore, ridership distribution that is similar to line 50 needs a different approach
to benefit a better performance of the model.



7.2. Residual Analysis 83

After we have an initial understanding of the residuals, we want to assess whether or not the errors
distribute normally. It helps us to understand to what extend the model explains the data and to what
extend the heteroscedasticity is. Essentially, it guarantees correct p-values.

We apply the histogram and the Q-Q (quantile-quantile) plot to check whether or not it is reasonable
to assume that the random errors inherent in the process have been drawn from a normal distribution.
The normality assumption is needed for the error rates we are willing to accept when making decisions
about the process. If the random errors are not from a normal distribution, incorrect decisions will be
made more or less frequently than the stated confidence levels for our inferences indicate.

Figure 7.6: Distribution of errors of Qliner 300 (Random Forest Regression)

Figure 7.6 reports the distribution of error in a histogram manner and a Q-Q plot of Qliner 300, re-
spectively (for other lines, see Appendix D.5). Except for line 50, the histogram of the prediction error
shows a normally distributed format with the mean around zero and equally spread towards the two
ends. For line 50, the distribution is slightly right-skewed (positive skewed), which means that most
of the prediction errors are clustered in the negative part of the distribution, representing an overes-
timation. All histograms of the errors present a bell-shape distribution, regardless of the skewness.
However, by solely referring to the histogram, it is hard to discern deviations from normality than with
the more specifically-oriented Q-Q plot.

In general, the curvature of Q-Q plots indicates skew distributions. Downward concavity repre-
sents negative skewness (long tail to the left). In contrast, upward concavity symbolizes positive
skewness. On the other hand, S-shaped Q-Q plots indicate heavy tails, or an excess of extreme
values, relative to the normal distribution. And it is intuitive and visible to see if the curve fits the
fitted straight line.

The Q-Q plots of our cases show that most of the data points sit on the line. However, it also
presents a fat tail and indicates that there is the existence of leptokurtosis. The reason is that too many
residuals at the tail that are too far from the predicted line. In other words, there is more data located
at the extremes of the distribution and fewer data in the center of the distribution when it approaches
the two ends. Combined with the plots and analysis above, this means that when we want to predict a
high actual value, a broader fluctuation is expected, which results in a greater potential to return biased
(either low or high) values.

We further investigate the residuals by differentiating howmany predictions wemade are overstated
and understated. Overestimation and underestimation cause differences in the PT operations. If the
aim is a higher level of service, overestimation is more acceptable than underestimation. The other
way around if it is a cost-oriented operation. The analysis of the overestimation and underestimation
with residuals is presented in Table. 7.5.

Qliner 300 is the only line that has more underestimation than overestimation. The difference is
approximately 7%. Q-link 1 is the most balanced one with a similar percentage of over- and under-
estimation of the ridership. Line 50 has the most difference in the biased prediction, and the margin
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Table 7.5: Residual analysis of overestimation and underestimation

Percentage 95th Percentile Absolute Error(Person) Average of top 5 Percentile Absolute Error(Person)
Overestimation Underestimation Overestimation Underestimation Overestimation Underestimation

Qliner 300 46.77% 53.23% 10.125 14.492 16.486 22.013
Q-link 1 50.51% 49.49% 12.079 18.285 18.353 25.833
Line 50 65.08% 34.92% 11.291 9.839 14.825 15.315
Line 35 57.10% 42.90% 5.733 8.124 9.365 13.504

can be as high as 30% due to its different sample design. We oversample the minority by 250% and
thus result in an overestimation. Line 35 has more overstatements, which is around 15% more than
understatements.

A percentile says that for that percentage of the time, the data points are below the resulting value.
A 95th percentile tells us that 95% of the time data points are below that value, and 5% of the time
the points are above that value. We then explore the 95th percentile of the absolute error to know
most-of-the-time cases and the top 5th percentile of that to understand what is the average of extreme
cases.

Line 35 has the lowest 95th percentile absolute error, no matter overestimation or underestimation.
It means that most of the time, the RF regression model for line 35 can anticipate the passengers on
board right with the lowest error among all cases. Plus, it has the smallest margin of increase if we
compare the 95th percentile with the average of the top 5th percentile.

Line 50 has a higher 95th percentile error of overestimation than underestimation. However, the
average top 5th percentile of underestimation error is severer than overestimation. It indicates that
the majority of the time, the model tends to have an overestimation, and for extreme cases, it is the
opposite. It is in line with the resampling strategy that we applied where we oversample the minority
classes at the large-value range.

Even though we did not undersample, but only oversample the minority classes by 5% for Qliner
300 and Q-link 1. They have more tendencies to underestimate the actual values, and this tendency
is much more profound when we see the average of the top 5 percentile residuals.

The last step of this section is to investigate the residuals per scenario to see how residuals unfolded
in each temporal circumstances. We show the box plot of residuals of Qliner 300 per scenario in Fig.
7.7 and all other cases see Appendix D.6.

Figure 7.7: Residuals of Qliner 300 per scenario (Random Forest Regression)

Boxplots are a standardized way of displaying the distribution of data based on a five-number
summary (“minimum”, first quartile (Q1), median, third quartile (Q3), and “maximum”). By using
such plots, we can compare the range and distribution of the residuals from prediction.

In terms of the residuals per period, Qliner 300 is the only one that has a higher variance of residuals
during the morning peak, reflected by the box size in comparison with evening peak and off-peak. The
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reason could be it is an inter-city fast line, and its commuting passenger volume can be very high
during the morning peak and thus result in a difficult condition for capturing the prediction variance.
While for other lines, it is the evening peak that has the largest variance because it is the second-
highest commuting time. However, people have a non-uniform off-duty time, and thus the variance
is easy to fluctuate. Off-peak, among all cases, has the smallest variance due to its relatively lower
number of passengers. Lastly, the box of line 50 during the evening peak is a bit drifted to negative
as the model tends to overestimate the ridership. Plus, there is a higher fluctuation during the evening
peak and thus causes trouble for the model. Line 35 performs the best with the smallest box during
every period, which means the model can capture the variance better.

Concerning day type, the variance of the weekday is higher than the weekends on every case
study line. On weekdays, the outliers are larger and can be as high as 60. It is in line with the common
understanding that the passenger flow varies stronger during weekdays as people have more demand
for transport while less during weekends. Therefore, the variation during weekdays is higher and is
much harder to capture.

7.3. Feature Importance
In this section, we use the outperformed model -RF regression- to explore the feature importance.
There are two ways to calculate the feature importance. One is to use MDI, and the other one is to
perform permutation on the features. We compare the results from the two methods and conclude the
importance.

Since the study has an emphasis on the relationship between ridership and trip planner requests,
we further turn to PDP to investigate the development of such a relationship. We focus on the number
of requests, the average number of requests, and the variance of the request.

7.3.1. MDI and Permutation Feature Importance
As the outperformed model in our study is RF regression, this kind of tree-based models provides a
measure of feature importance via the MDI.

Impurity is quantified by the splitting criterion of the decision trees (Gini, Entropy, or Mean Squared
Error). However, this method can give high importance to features that may not be predictive of
unseen data when the model is overfitting. Permutation-based feature importance, on the other
hand, avoids this issue, since it can be computed on unseen data. This unseen data is referred to
as the test dataset.

Another disadvantage of impurity-based feature importance is that it normally favors the high
cardinality features (typically numerical features) over low cardinality features such as binary fea-
tures or categorical variables with a small number of possible categories. However, permutation-
based feature importance does not have such a bias.

Each method has its pros and cons. When two features are correlated, and one of the features
is permuted, themodel will still have access to the feature through its correlated feature. It will result
in a lower importance value for both features, where they might be important. This is permutation
importance with multicollinear or correlated features.

Therefore, we apply both methods to calculate the feature importance and compare the results from
both methods to gain a complete understanding of the importance of features, especially we apply the
permutation feature importance on the test set. The results we derive from Qliner 300 is shown above
in Fig. 7.8. For other cases, see Appendix D.7. Given the limitation of the page width, we convert the
name of the section to a different code the name. The change of section names refers to Appendix D,
Table. D.1.

No matter the method is MDI or permutation feature importance, the first five important features
are the average number of ridership, the ridership of last week, the number of requests, the average
number of requests, and the variance of requests. But the order of the most crucial five variables varies
a bit depending on the line. The most important feature is always the average number of ridership,
which we derived from the smart card data, except for Q-link 1 MDI feature importance. As many
articles expounded, the smart card data is absolutely a sound basis for the ridership prediction. The
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Figure 7.8: Feature importance of Qliner 300 (Random Forest Regression)

number of trip planner requests can also play a vital role in the ridership prediction with the importance
of approximately 20%. But this value fluctuates across the lines and depends on the method. Still, it
often ranks within the first three substantial features.

In terms of categorical variables, morning peak and off-peak can influence the model but with a
minor effect. It holds the same to some specifically spatial sections, such as the section around the
working place and the place around the railway station. Unexpectedly, the temporal effect from the day
of the week is not significant. The direction of the line, although it does not have a strong correlation
with the ridership from the data analysis, it sometimes can be the top 10 influencing factors with a minor
effect.

Our feature importance analysis also backs up the argument that the impurity-based feature impor-
tance can inflate the importance of numerical features. From the figures, the MDI feature importance
of numerical features, starting from the second highest, is always higher than the permutation feature
importance. The results support the finding that impurity-based importances are biased towards high
cardinality features. Impurity-based importances are computed on training set statistics and therefore
do not reflect the ability of feature to be useful to make predictions that generalize to the test set. Al-
though in our study, we do not have a categorical variable that significantly influences the prediction
of the target, the permutation importance can be a cheerful alternative when applying RF regression
models as it can be performed on the unseen, held out test set. By combining both of the approaches,
we can have relatively complete knowledge of what are the important influencing factors in both the
training set and test set.

7.3.2. Partial Dependency Plot

A partial dependence (PD) plot depicts the functional relationship between a single variable or
a small bunch of input variables and predictions. It shows how the predictions partially depend
on the values of the input variables of interest. It is worthwhile mentioning that the unit of partial
dependency is not concrete with a specific meaning. It just tells us for the given value(s) of fea-
ture(s) what the average marginal effect on the prediction is. Furthermore, PDPs assume that the
target features are independent of the complement features, and this assumption is often violated
in practice.

We present the PDP of Qliner 300 in Fig. 7.9. For other cases, see Appendix D.8. The objective of this
study emphasizes the importance of trip planner data in ridership prediction and how this importance
develops with the change of the ridership. Therefore, we analyze how our target, ridership, depends
on a single input, including the number of requests, the average number of requests, and the variance
of this request. Overall, the PDP of every case study line shows a similar pattern.

The PD between ridership and request develops almost the same across four cases. The distribu-
tion of requests is right-skewed, and it is clustered in the low-value range. When the number of requests
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Figure 7.9: PDP of Qliner 300 (Random Forest Regression)

is less than 10 (low-value range), there is a strong positive correlation between ridership and request.
When the number of requests is larger than 20, the PD between ridership and request remains stable
as there are fewer recordings so that the model could probably not learn a meaningful prediction for
this range. Therefore, we can still conclude that ridership shows a positive correlation with requests.

The PD of the average number of requests is stable after around 3 and 4. It is because there is not
much training data in all cases. In contrast, it varies in the low-value range, depending on the type of
the line. For Qliner 300 and line 50, the potential ridership is increasingly inhibited when the average
number of requests is from 0 to 1. It is the same increasing trend of the other two lines. Then, when the
average number of requests increases from 1 to 2, the ridership climbs with it. However, the ridership
drops with the increasing average request from 2 to 3 and then remains stable.

The last PD we investigate is between ridership and the variance of the request. From the figure, we
can see that there is a clear positive correlation between them from small negative values to the minor
positive values as both ends remain flat. It means that when the variance increases from negative (less
than expected, compared to average) to positive (more than expected), the number of passengers on
board would be correspondingly higher.

7.4. Prediction Time Horizon
In this section, we analyze the performance of the RF regression model with the same configuration and
the same sampling design with a certain prediction lead time. In other words, how the model performs
with trip planner data that is further ahead of time, such as 10 minutes, 15 minutes, and 30 minutes.
Note that the timing advance is calculated by vehicle start time from the trip advisor as this is when
passengers would realize their trips.

The objective of this step is to investigate howwe can well inform PT operators to match the flexibility
of them. Although it is common that the more data, the better, trip planner as a trip advisor app, is often
used with ahead of time. Thus, what would be the performance of such a model with fewer data and
with trip planner data that is further ahead of time arouses the interests.

We explore the model with the optimal hyper-parameters that listed in Table. 6.3 and with the same
performance metrics that we study in the first section. Since we also want to know what role the trip
planner with timing advance plays and how important it is, we apply MDI feature importance to see
the feature importance of the number of requests, the average number of requests, and the variance
of requests. Note that we apply MDI because we want to know how it will affect the training of the
model. The tables of model performance with trip planner data that is asked earlier than travel time are
presented below.

The number of data drops from all-time enclosed to certain lead time. This drop is steady if we are
interested in further ahead in time. We see the same trend in correlation. Among all scenarios of Qliner
300, the model outperforms with trip requests with only 10-minute in advance. It is the closest time to
the vehicle start time and contains most of the data. In terms of the importance of trip planner data,
the number of requests drops. But the average number of requests and the variance of the requests
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Table 7.6: Performance of RF regression with timing advance of trip planner requests (Qliner 300)

Qliner 300 Number Correlation MAE (Person) RMSE (Person) R^2 Request Request_mean Request_var
All 124350 0.397 4.131 6.385 0.697 0.090 0.080 0.110

10-minute 101313 0.328 4.199 6.612 0.675 0.070 0.070 0.110
15-minute 91176 0.304 4.269 6.647 0.672 0.070 0.060 0.110
30-minute 70824 0.274 4.215 6.623 0.674 0.060 0.060 0.110

remain almost the same. There is an interesting phenomenon that although 30-minute timing advance
is the furthest time ahead, the model performs with lower MAE and RMSE, plus a higher 𝑅ኼ than 15-
minute ahead. It indicates that sometimes further ahead in time could contain more useful information.
For Q-liner 300, if we only use trip planner data with a certain time ahead, it will not impose a strong
negative effect.

Table 7.7: Performance of RF regression with timing advance of trip planner requests (Q-link 1)

Q-link 1 Number Correlation MAE (Person) RMSE (Person) R^2 Request Request_mean Request_var
All 122913 0.618 4.308 6.992 0.801 0.340 0.090 0.100

10-minute 90408 0.541 4.375 7.156 0.791 0.300 0.070 0.100
15-minute 77920 0.501 4.317 7.099 0.795 0.230 0.070 0.100
30-minute 56664 0.458 4.387 7.181 0.790 0.200 0.060 0.100

Moving to Q-link 1, the number of requests again declines from all-time to further ahead in time,
along with the correlation. Unlike Qliner 300, 15-minute ahead of time is the best one out of the three.
The second comes with 10 minutes in advance. However, the importance of the number of requests
drops sharply. But the average number and the variance of requests stay approximately stable. The
model again does not deteriorate significantly if we only utilize requests ahead.

Table 7.8: Performance of RF regression with timing advance of trip planner requests (line 50)

Line 50 Number Correlation MAE (Person) RMSE (Person) R^2 Request Request_mean Request_var
All 91719 0.560 3.609 5.241 0.593 0.210 0.160 0.060

10-minute 72666 0.411 3.897 5.656 0.526 0.130 0.100 0.070
15-minute 63489 0.411 4.408 6.337 0.405 0.130 0.110 0.070
30-minute 44667 0.313 5.853 7.472 0.173 0.090 0.080 0.090

Then, it comes to line 50. Line 50 is the only that we apply a different resampling strategy, and it
seems that the overall tendency from all-time requests included requests with timing advance is similar
to Qliner 300. However, the difference is that the model decays gradually from real-time to further
ahead in time from every criterion. Particularly, the scenario of 30-minute ahead has a 𝑅ኼ of only
0.173. In such a model, the importance of requests and the average number of requests drops almost
half. But we see an unexpected increase in the variance of the requests. In short, the model performs
increasingly worse when we are interested earlier.

Table 7.9: Performance of RF regression with timing advance of trip planner requests (line 35)

Line 35 Number Correlation MAE (Person) RMSE (Person) R^2 Request Request_mean Request_var
All 25822 0.707 1.839 3.298 0.817 0.310 0.180 0.060

10-minute 18231 0.630 1.910 3.460 0.800 0.300 0.120 0.060
15-minute 15572 0.576 1.943 3.543 0.789 0.280 0.110 0.070
30-minute 10908 0.472 1.862 3.409 0.805 0.210 0.100 0.070

The best scenario of line 35 is different from other lines, which happens to be the furthest in time,
namely the trip planner requests with at least 30 minutes ahead. It means that the 30-minute scenario
holds the most useful information in ridership prediction. The initial model is already the best among
the four cases, and all other scenarios executed are just a bit worse. The importance of the number of
requests and the average number falls in half. But, there is an increase in the variance once more.

To sum up, by using trip planner data with prediction lead time, the performance of the random
forest model does not deteriorate to a great extent, except for line 50. Even though the number of data
and the correlation between requests and ridership drops, the model functions essentially the same.
It is interesting to see that the importance of the number of requests and the average number of it
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decreases. But we see an increase in the importance of the variance of the requests. For the majority
of the cases, the model does not perform worse with the increase of the timing advance. Two of the
four cases show us that model with trip planner requests that are 10-minute ahead outperforms than
others, indicating that the information stores nearest are more valuable.

7.5. Prediction with Requests at Different Times
In section 4.2.1, we explore how people behave differently during different times by using such a trip
planner. We conclude that people prefer checking travel information in 0 to 10 minutes of a short time
range during the daytime. In contrast, people would like to plan their trip at least 8 hours before night.
Therefore, we analyze the performance of the RF regression model with the same configuration and
the same sampling design during different times in this section.

We desire to unveil how the trip planner information could function during different times, and during
what period, the trip planner data is of the most usefulness. So that we could know by utilizing the trip
planner during what time of the day would result in a better performance of the ridership prediction.

Like the previous section, We execute the model with the optimal hyper-parameters that listed in
Table. 6.3 and with the same performance metrics that we study in the first section. MDI feature
importance is again used to check the feature importance of the number of requests, the average
number of requests, and the variance of requests. We present the performance of the RF regression
model with requests at different times of every case study below from Table 7.10 to 7.13.

Table 7.10: Performance of RF regression with requests at different times (Qliner 300)

Qliner 300 Number Correlation MAE (Person) RMSE (Person) R^2 Request Request_mean Request_var
All 124350 0.397 4.279 6.538 0.682 0.100 0.110 0.090

Morning 29644 0.307 4.546 6.967 0.639 0.050 0.120 0.080
Noon 57783 0.230 4.401 6.774 0.659 0.050 0.120 0.070
Evening 33792 0.072 4.711 7.337 0.600 0.030 0.120 0.080
Night 3131 0.123 4.509 6.907 0.646 0.010 0.120 0.090

Table 7.11: Performance of RF regression with requests at different times (Q-link 1)

Q-link 1 Number Correlation MAE (Person) RMSE (Person) R^2 Request Request_mean Request_var
All 122913 0.618 5.098 8.443 0.709 0.360 0.110 0.110

Morning 25423 0.308 5.366 8.803 0.684 0.060 0.150 0.100
Noon 55479 0.436 5.191 8.499 0.706 0.130 0.150 0.070
Evening 39173 0.247 7.112 11.527 0.458 0.090 0.150 0.100
Night 2838 0.145 5.567 9.227 0.653 0.020 0.150 0.100

Table 7.12: Performance of RF regression with requests at different times (line 50)

Line 50 Number Correlation MAE (Person) RMSE (Person) R^2 Request Request_mean Request_var
All 91719 0.560 4.202 6.096 0.449 0.230 0.070 0.170

Morning 22890 0.376 5.707 8.022 0.046 0.110 0.100 0.090
Noon 42251 0.350 4.194 5.802 0.501 0.100 0.090 0.090
Evening 24615 0.096 4.489 6.305 0.411 0.040 0.100 0.090
Night 1963 0.134 8.126 11.346 -0.907 0.020 0.090 0.060

Table 7.13: Performance of RF regression with requests at different times (line 35)

Line 35 Number Correlation MAE (Person) RMSE (Person) R^2 Request Request_mean Request_var
All 25822 0.707 2.257 3.882 0.747 0.340 0.070 0.200

Morning 7191 0.479 3.293 5.677 0.459 0.130 0.130 0.100
Noon 12568 0.489 2.373 4.343 0.683 0.140 0.110 0.140

Evening 5488 0.050 3.601 6.500 0.291 0.050 0.110 0.090
Night 575 0.187 2.451 4.307 0.688 0.040 0.110 0.080

All four cases receive most of the requests from 10:00 to 16:00 (noon). Thus, the trip planner
requests during noon roughly have the strongest correlation with ridership. Three cases out of four
have the best performance during that period, except for line 35. Still, all cases show a satisfactory
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performance during noon, compared to all requests included. All three metrics do not change to a large
extend but just slightly. Line 50 is the only case that has a better performance by utilizing requests from
noon, although the improvement is tiny. It means that the requests forwarded during noon are the most
informative.

Users send very few requests at night (from 22:00 to 4:00), which is around 5% of all requests.
However, the majority of the cases do not show a significant deterioration of the performance, except
for line 50. Particularly, line 35 even has its best performance of RMSE and 𝑅ኼ with requests from the
night. The notable contrast is with line 50 from which we observe 𝑅ኼ becomes approximately -0.9. It
means the model fails to capture the relationship and yield untruthful results. It is probably due to the
sampling design in which we exaggerate the minorities. When the sample size is small, the underlying
difference between the training set and test set has been overlearned.

We see a worsening performance of themodels during the evening (from 16:00 to 22:00), regardless
of the line. Two of the four cases almost see a double MAE. Line 50 is the only one that deals with the
problem well in which evening is the second-best scenario. Hence, we consider that when the sample
size is large, the RF regression model of line 50 can learn a meaningful result. However, for other
cases, it is the evening when the RF model can capture less.

Regarding the feature importance of request-related variables, we see an increase in the average of
requests whenwe utilize partial requests, nomatter the scenario. The request importance drops sharply
when the number of requests is low. However, we do not observe the same trend in the variance of
requests. Those variables are still crucial as they take up around 20% of the importance in total.

7.6. Summary
We execute the models that we selected in the previous chapter with the desired inputs in this chapter.
We measure the performance of the models by the metrics that we set up, including MAE, RMSE, 𝑅ኼ,
and the 𝑅ኼ from repeated random 5-fold cross-validation. By applying these metrics, we can know the
error, the variance of the error, the extent that our inputs explain the target, and the model performance
on reality. For the majority of the cases, Random Forest Regression outperforms than other models
with a landslide. It is line 50 that we have a different sampling design that gives us a different result. In
such a case, we have KNN regression as the best model on the MAE, RMSE, 𝑅ኼ but we have a better
result from the cross-validation. Still, we consider RF is better as the result from cross-validation shows
that it is less sensitive to training data and due to cross-validation is an iterative process, the result is
more convincing.

During the analysis, we also explore the actuality vs. prediction plots where we can see that every
model can capture the relationship, and the difference lies to what extend it can function. All mod-
els have larger average error and bias when the actual value becomes large, imply the existence of
heteroscedastic. Moreover, we can assert that regardless of the line, machine learning models gen-
erally can not only better capture the quiet trips but also outperform than the baseline models when
the trips become busy. When the actual value is low, all models can function well while GBM tends to
overestimate, KNN tends to underestimate while RF is relatively neural.

Then, we further investigate the baseline model, the linear model, and the simple model. The
baseline model is the one that PT operators currently use, which estimates the ridership of this week
based on the same trip last week. However, we find that in our AVL dataset, the missing recordings
of the trips are notable. Thus, we recommend that the PT operators can come up with a better way
to deal with this problem and potentially elevate the recording system or trip numbering system. For
the linear model, we build the linear regression model with one more variable into account every time
to test the significance of such a variable in a linear relationship manner. From this ever-increasing
inclusion, we conclude that the model with the number of requests, the average number of ridership,
the ridership of last week is the best linear regression model. But, the linear relationship can not capture
the relationship between target and inputs well. The last point is the simple model with the weekly trend.
This model is strongly biased and fails due to most of the overestimations are related to the same trip
that was too crowded last week on several specific sections so that the ratio is too high. The possible
improvements for this kind of model are to add smoothers, such as the ratio of the last trip or the ratio
of the last section or the average ratio of the previous sections so that the model might outperform the
baseline model but maintain the feature of efficiency and computationally friendly attribute.

Next, we use the outperformed model -RF regression- to explore the residuals. We identify a clear
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pattern of heteroscedasticity of all diagrams, and we can spot some outliers in the graphs that in some
cases. The possible solution is to include more significant variables or turn to other models to test the
performance. Line 50 has the problem of the y-axis unbalanced slightly. Therefore, ridership distribution
like line 50 needs a different approach to gain better performance of the model.

All histograms of the errors present a bell-shape distribution, which means a normally distributed
format while line 50 shows the pattern with sightly right-skewed, representing the tendency of over-
estimation. By using Q-Q plots, we discover that the distribution of residuals has a fat tail, namely
leptokurtosis. There is more data located at the extremes of the distribution and fewer data in the cen-
ter of the distribution when it approaches the two ends. It is due to the original shape of data distribution,
and also our model can be elevated when dealing with the high-value domain.

Moreover, the models reach a balanced estimation in general. However, line 50 has the most
difference in the biased prediction, and the margin can be as high as 30% due to its large oversampling
strategy. Most of the cases, the RF regression model for line 35 can anticipate the passengers on
board right with the lowest 95th percentile. Even though we did not undersample, but only oversample
the minority classes by 5% for Qliner 300and Q-link 1. They have more tendencies to underestimate
the actual values, and this tendency is much more profound when we see the average of the top 5
percentile residuals.

These prediction residuals are not entirely similar distributed across the line, in terms of periods.
For the majority of the cases, it is the evening peak that has the highest variance because it is the
second-highest commuting time. However, people have a non-uniform off-duty time, and therefore the
variance is easy to fluctuate. In contrast, Qliner 300 is the one that has a large variance of residuals
during the morning peak because the commuting passenger volume can be very high due to its line
characteristics and thus result in a large variance and a difficulty in prediction. Concerning day type,
the variance of the weekday is higher than the weekends on every case study line.

Furthermore, we apply both MDI and permutation feature importance to calculate the importance
of features and compare the results from both methods to gain a complete understanding of the im-
portance of features. Regardless of the methods, the most important feature is always the average
number of ridership. The number of trip planner requests can also play a vital role in the ridership pre-
diction with the importance of approximately 20%. Our feature importance analysis also backs up the
argument that the impurity-based feature importance can inflate the importance of numerical features.

Following, we put PDP into use the check the functional relationship between request-related vari-
ables with ridership. When the number of requests is low, there is a strong positive correlation between
ridership and request. However, when it is the high-value domain, the effect is marginal because of
the fewer recordings so that the model can not learn a meaningful prediction. It holds the same for
the average number of requests in the high-value domain. And the influence goes down and then up
when the value is less than 3 or 4. The positive correlation between the variance of the requests and
ridership is visible from the small negative value to the minor positive value.

Additionally, we investigate the performance of the RF model with trip planner data that is further
ahead in time. We examine the scenario with all requests, requests that are 10, 15, 30 minutes ahead
with the same configuration of the model, and the same sampling design. The performance does not
deteriorate to a great extent. Even though the number of data and the correlation between requests
and ridership drops, the model functions essentially the same. For the majority of the cases, the model
does not perform worse with the increase of the timing advance. Two of the four cases show us that
model with trip planner requests that are 10-minute ahead outperforms than others, indicating that the
information stores nearest are more valuable.

Lastly, we desire to unveil how the trip planner information could function during different times, and
during what period, the trip planner data is of the most usefulness. The reason is that people behave
differently during different times by using such a trip planner from the data analysis. We find out that
three cases out of four have the best performance with requests from 10:00 to 16:00, compared to
all requests included. Users send very few requests at night (from 22:00 to 4:00), which is around
5% of all requests. But one of the cases gives the best performance by utilizing requests from the
night. In notable contrast, the other one gives very unsatisfied results. Therefore, we conclude that
the case in which we have a different sample design can learn a meaningful result when the sample
is large enough. In other cases, it is during the evening (from 16:00 to 22:00) when Random Forest
Regression model captures less.
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Conclusion, Discussion and

Recommendation

The research gaps that we put forward at the very beginning of our study are: 1) incorporating a novel
data source in ridership prediction – trip planner data; 2) exploring the dimensions of this data and
smart card data (ridership); and 3) applying machine learning methods to predict ridership with trip
planner data along the matching dimensions. Thereon, we formulate the research objective to derive
the relationship between trip planner data and the ridership of bus trips by applying machine learning
algorithms to see if we can conduct the short-term prediction with an acceptable precision at stop-level.

We carry out our research with the scope of two provinces in the Netherlands, Groningen, and
Drenthe. The research is also supported and collaborated with 9292 and OV Bureau Groningen and
Drenthe, who provided valuable data to the study. We used the data from October to analyze the data,
develop the model, and test its performance. The data consists of three parts: trip planner data, smart
card data, and AVL data. We examine the inputs by the covariance/correlation, and we explore the
dimensions in the data both spatially and temporally. We select the PT current model, simple model
with the weekly trend, linear regression, GBM regression, KNN regression, and RF regression to fulfill
the prediction task based on a more interpretation aim.

The benchmark of this study refers to Van Roosmalen (2019) who first investigated the usefulness
of the trip planner in ridership prediction. Models proposed by Van Roosmalen (2019) anticipates the
passenger on board at origin and destination separately and has a relatively higher RMSE, compared
to this study. Moreover, the research has a scope of whole lines in the same region but mainly looking
into the workday and 8 AM on workdays. However, in our study, we directly predict the passengers on
board by sections, namely from stop to stop. It gives a better result in comparison with the extraction
method. Furthermore, although we focus on four cases, they tend to be representative, and it gives us
a complete temporal dimension to establish the comparison analysis. Following, we also add various
analysis, including prediction vs. actuality analysis, residual analysis, feature importance, scenario
analysis, and prediction time horizon analysis.

We steer our efforts on how to use visualizations to deliver more information at different data value
domain and analyze this difference via various methods. The most innovative analysis of our research
is by revealing the utility of trip planner data with further ahead in time. Besides, we offer an extensive
analysis of the functionality of the models and compare two measures of the feature importance. Ad-
ditionally, before diving into the construction of the models, we also present diverse analyses for the
two types of data, i.e. smart card data and trip planner data. Plus, we put forward a methodology with
visual schematics to convey the workflow in every step.

The structure of this chapter is as follows: we first conclude this study by answering the research
quests that we proposed at the very beginning of the research; then, we discuss our research results,
the limitations and suggest the future works that this study implies; finally, we list some recommenda-
tions for the further research in this field.
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8.1. Conclusion
Before answering the main research question, we first answer the research sub-questions that can
guide the answer to themain one. We formulate the sub-questions to lead the direction of the study from
theory or the state-of-the-art research works, through the exploration of the environment (datasets), to
the application of the models and finally navigating to the results and evaluation. The detailed and
broader answers immerse in the contexts and summaries of relevant chapters. Here, we present only
the essential and critical components of the answers:

1. What are the existing short-term ridership prediction models and influencing factors that internally
from trip planner data and externally from other data affect the short-term ridership prediction according
to literature?

The variables used in the different studies differ a lot. Depending on the time, location, and level of
temporal and spatial aggregation, the impact of variables varies. The used spatial and temporal level is
generally chosen so that the input variables fluctuate. The different variables can be categorized in the
following groups: temporal, demand characteristics, weather, event, holidays, transit characteristics,
other mode characteristics, spatial/built environment, socio-economic, and socio-psychological. The
first six of these groups can be useful to predict short-term demand. Variables form the last four groups
vary mostly only in the long-term. Depending on the location, time, and aggregation level, different
variables are used. The internal factors lie in transit-related characteristics, including line frequency,
routes, travel times, fares, and comfort. The other factors can be regarded as external factors.

2. What are the dimensions of analysis in the trip planner data (what data have been collected and
stored) and in short-term ridership prediction models (what parameters and variables are there)?

We explore the dimensions of analysis by investigating the merged dataset of trip planner data,
smart card data, and AVL data. The objective is to reveal the temporal and spatial dimensions that are
existing in the dataset. We found out that people prefer using such an application for real-time most of
the time. During the night (from 22:00 to 4:00), it is in contrast that people check the trips for tomorrow
with at least four to six hours in advance. All case study lines tend to have a similar distribution of
requests per 10-minute aggregation, indicating a peak off-peak pattern. The influences of temporal
variables are significant, including the day of the week and holidays. The realized trips vary over the
day. During the daytime, it tends to be more realized while it is the opposite during the night. Then, we
explore the distribution of transaction data where the temporal influence is again significant. We also
discover the impact of spatial variables from the smart card where we learn that the level of service is
sufficient on average while it is not satisfied with busy trips. The city Groningen attracts quite many
passengers, and the crowded sections are mainly in the city center of Groningen, the railway stations,
or the P+R stops in the case study region, which shows the importance of incorporating the spatial
variables in the model.

If we take the smart card into account as the ground truth, the realized trips vary over the day. During
the daytime, it tends to be more realized while during the night it is the opposite. Then, we explore the
distribution of transaction data where the temporal influence is again testified. We also discover the
impact of spatial variables from the smart card where we learn that the level of service is sufficient on
average while it is not satisfied with busy trips.

3. Along the above-mentioned dimensions, how does the trip planner data correlate with observed
ridership from AFC data in the short-term?

The dependent variable (target) in this study is ridership, derived from the smart card. We consider
the following dimensions (independent variables) to construct the relationship: the historical average
of ridership, ridership of last week, the autumn holiday, the trip planner requests, the historical average
of requests, the variance of requests, the day type, the period of the day, the line, the section, and the
request-related variables with timing advance.

We unveil the relationship and correlation between trip planner data and smart card data by first de-
veloping the joint distribution of them and variance-covariance/correlation with all variables considered
at the day-level and the stop-level. We see that there is a considerable positive correlation between
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requests and transactions, which means that trip planner data can correlate to smart card data. More-
over, we notice that this relationship weakens when we dive into more details, namely from day-level
to stop-level. The correlation between trip planner data and smart card data can be around 0.63 at
stop-level. It implies that it is comparably easier to leverage trip planner data to predict ridership at the
day-level but harder at stop-level.

If we carry out the prediction further ahead in time, the correlation drops continuously from all re-
quests data included to data with timing advance. It indicates that based on the number of requests to
predict the short-term ridership becomes more difficult when we are interested in earlier prediction lead
time. The historical average of a trip takes an important role when we want to establish a relationship,
which means that the collaboration between the OV-bureau and 9292 is highly appreciated to reach
a satisfying result. Additionally, the covariance between ridership and all other variables remains the
same during different periods.

Except for the request related variables that are not examined before, all other variables bring into
correspondence with the literature. The consensus of the influence of time and date remains consistent,
such as the period of the day and the day type. The influence of special days is considerable, for
instance, the autumn holiday. Spatial attributes are also contributing, especially the section around a
railway station or a working place.

4. How can such correlations be leveraged for short-term bus ridership prediction?

Weselect the variables that could strongly influence the ridership, including ridership-related, request-
related, spatial- and temporal-related variables as unveiled by data analysis and correlation examina-
tion. We scale the independent variables as different units, different ranges because there are distance
sensible models in our study.

Moreover, we apply the log transformation, binning strategy, alone with sampling/resampling de-
sign to tackle the data imbalance problem, and to better capture different domains equally. The target,
ridership, is trained after taking the natural logarithm because the original distribution of the target is
highly right-skewed, and we want to comply with the regression models that work better with more
symmetrical, bell-shaped distributions. Furthermore, this transformation facilitates the binning of con-
tinuous data into discrete one as there is less data on the right tail of the distribution, and we can only
over- and discretely undersample data and then convert it back to continuous. The binning strategy
with Doane’s formula helps us to resample the data by SMOTE (synthetic minority oversampling tech-
nique) that enhances the influence and representations of the minority but interested classes. We also
practice a sensitivity analysis to determine the optimal sample designs.

There is one type of data distribution that we need to consider as an exception and treat it differently
when resampling, which is the distribution that is similar to line 50. This kind of distribution has sparse
bins on the right tail, and thus the optimal strategy is randomwithout clear rules. In contrast, other cases
show that no undersampling, but oversample the minorities by 50% is the optimal sampling design.

We leverage the regression problem to the short-term bus ridership prediction with trip planner data,
and supervised learning is chosen to accomplish the task. The well-knitted variables as input dataset
is trained in models including, LR, KNN, GBRT and RFR based on a more interpretable configuration
and a more interpretable results. Along with baseline models (PT current model and PT current with
seasonal trend), we establish a comparison and find the outperformed one. Besides, we apply nested
cross-validation to fine-tune the parameters in the inner-loop by k-fold cross-validation and compute
the robustness and accuracy of the models via outer-loop by random permutation cross-validation.

5. What is the performance and benefit of using such a prediction model?

In order to compare the multiple models, we set up an overall set of performancemetrics that consist
of 𝑀𝐴𝐸, 𝑅𝑀𝑆𝐸, 𝑅ኼ and 𝑅ኼ from random permutation cross-validation. Since the main objective of the
study is to discover the usefulness and utility of trip planner data, only get to know the performance of
the model is not enough. Thus, we introduce feature importance to the study, and we will select the
best model out of the omnibus to explore the feature importance.

We execute the models that we selected with the desired inputs. For the majority of the cases,
RF Regression outperforms than other models with a landslide. It is line 50 that we have a different
sampling design that gives us a different result. In such a case, we have KNN regression as the best
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model on the 𝑀𝐴𝐸, 𝑅𝑀𝑆𝐸, 𝑅ኼ, but we have a better 𝑅ኼ from the cross-validation. The result from
cross-validation shows that it is less sensitive to training data. Due to cross-validation is an iterative
process, it is more convincing. Therefore, we consider RF is the best model.

Every model can capture the relationship, and the difference lies to what extend it can function. All
models have higher average error and bias when the actual value becomes large, imply the existence
of heteroscedastic. Moreover, we can assert that regardless of the line, machine learning models
generally can not only better capture the quiet trips but also outperform than the baseline models when
the trips become busy. When the actual value is low, all models can function well while GBM tends to
overestimate, KNN tends to underestimate, and RF as the best model is relatively neural.

Next, we analyze the residuals by the outperformed model, RF regression. Other than clear het-
eroscedasticity, we can also spot some outliers. These imply the potential of improvements, including
the inclusion of significant variables, better models. Line 50 has the problem of the y-axis unbalanced
slightly, and therefore ridership distribution like line 50 needs a different approach to gain better per-
formance of the model. The distribution of residuals also shows a leptokurtosis. More residuals locate
at the extremes of the distribution, and fewer data in the center of the distribution when it approaches
the two ends. It is due to the original shape of data distribution, and also our model can be elevated
when dealing with the high-value domain.

In general, the RF models reach a balanced estimation, namely the amount of over- and underesti-
mation tends to be equal. Qliner 300 is the only line that has more underestimation than overestimation.
The difference is approximately 7%. Q-link 1 is themost balanced one with a similar percentage of over-
and underestimation of the ridership. Line 50 has the most difference in the biased prediction, and the
margin can be as high as 30% due to its different sample design. We oversample the minority by 250%
and thus result in an overestimation. Line 35 has more overstatements, which is around 15% more
than understatements.

Line 35 has the lowest 95th percentile absolute error, no matter overestimation or underestimation.
It means that most of the time, the RF regression model for line 35 can anticipate the passengers
on board right with the lowest error among all cases. Plus, it has the smallest margin of increase if
we compare the 95th percentile with the average of the top 5th percentile. Line 50 has a higher 95th
percentile error of overestimation than underestimation. However, the average top 5th percentile of
underestimation error is severer than overestimation. It indicates that the majority of the time, the
model tends to have an overestimation, and for extreme cases, it is the opposite. It is in line with
the resampling strategy that we applied where we oversample the minority classes at the large-value
range. Even though we did not undersample, but only oversample the minority classes by 5% for Qliner
300 and Q-link 1. They have more tendencies to underestimate the actual values, and this tendency
is much more profound when we see the average of the top 5 percentile residuals.

Temporal-wise, the evening peak generally is the most difficult period to predict because it is the
second-highest commuting time. People have a non-uniform off-duty time, and therefore the variance
is easy to fluctuate. While Qliner 300 is the one that has a larger variance of residuals during the
morning peak because the commuting passenger volume can be very high due to its line characteristics.
Moreover, the variance of residuals is much more profound in the weekdays than the weekend.

Aside from receiving a better performance when using RF regression to predict the ridership, an-
other benefit is that the model functions roughly the same when we incorporate the trip planner data
with timing advance. Even though the number of data and the correlation between requests and rid-
ership drops, along with the increase of the timing advance, the model performs almost the same and
the feature importance does not change dramatically. Two of the four cases show us that model with
trip planner requests that are 30-minute ahead outperforms than others, indicating that the information
stores further ahead are more valuable than the nearest. It means it is possible to leverage fewer data
to reach a satisfying performance.

To what extent can the trip planner data contribute to the short-term bus ridership prediction
and what are the important influencing factors in trip planner data and other data in such a
prediction model?

In order to understand to what extent the trip planner data can help in short-term bus ridership
prediction. We execute six different types of models, including two baseline models, LR, KNN, GBRT
and RFR. We measure the performance of the models by the metrics that we set up, including 𝑀𝐴𝐸,
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𝑅𝑀𝑆𝐸, 𝑅ኼ and 𝑅ኼ from random permutation cross-validation. For the majority of the cases, Random
Forest Regression outperforms than other models with a landslide. Especially, the RF regressionmodel
can be roughly two-time better than the baseline model.

For Qliner 300, both RF regression and GBM regression can capture the unseen data the best with
a cross-validation score of 0.73. However, RF outperforms than GBM if we compare the other three
metrics. From the performance of Q-link 1, RF regression beats other models from every criterion in
which the 𝑅ኼ from cross-validation can be as high as approximately 0.83. It is line 50 that we have a
different sampling design that gives us a different result. In such a case, we have KNN regression as
the best model on the 𝑀𝐴𝐸, 𝑅𝑀𝑆𝐸, 𝑅ኼ but we have a better 𝑅ኼ of 0.77 from the cross-validation. Still,
we consider RF is better as the result from cross-validation shows that it is less sensitive to training
data and due to cross-validation is an iterative process, the result is more convincing. Line 35 is the
best our of the four cases with a high 𝑅ኼ of 0.83 from the cross-validation.

We apply both MDI and permutation feature importance to examine the importance of variables
(different types of data) and compare the results from both methods to gain a complete understanding
of the importance of features in ridership prediction with trip planner data. Regardless of the methods,
the most important feature is always the average number of ridership. The number of trip planner
requests can also play a vital role in the ridership prediction with the importance of approximately
20%. This feature importance refers to a class of techniques for assigning scores to input features to
a predictive model that indicates the relative importance of each feature when making a prediction. It
does not mean accuracy. The relative importance scores can shed light on the features which are most
relevant to the target.

Moreover, our findings of feature importance are in line with the literature but with some differences.
In terms of temporal variables, morning peak and off-peak can influence the model but with a minor
effect. It holds the same to some specifically spatial sections, such as the section around the working
place and the place around the railway station. Unexpectedly, the temporal effect from the day of the
week is not significant. It is different from the literature. The direction of the line, although it does not
have a strong correlation with the ridership from the data analysis, it sometimes can be the top 10
influencing factors with a minor effect.

Furthermore, since we are interested in the relationship between trip planner data and ridership,
we employ PDP to check the functional relationship between request-related variables with predicted
ridership. When the number of requests is low, there is a strong positive correlation between ridership
and request. However, when it is the high-value domain, the effect is marginal because of the fewer
recordings so that the model can not learn a meaningful prediction. It holds the same for the average
number of requests in the high-value domain. And the influence goes down and then up when the value
is less than 3 or 4. The clear positive correlation between the variance of the requests and ridership is
visible from the small negative value to the minor positive value.

Besides, the model performs generally the same when we incorporate the trip planner data with
timing advance, namely including requests with further ahead in time, such as 10, 15, and 30 minutes.
Even though the number of data and the correlation between the number of requests and ridership
drops along with the increase of the timing advance, the model performs almost the same and the
feature importance does not change dramatically.

From the data analysis, we explore how people behave differently during different times by using
such a trip planner. We conclude that people prefer checking travel information in 0 to 10 minutes of
a short time range during the daytime. In contrast, people would like to plan their trip at least 8 hours
before night. We find out that three cases out of four have the best performance with requests from
10:00 to 16:00, compared to all requests included. Users send very few requests at night (from 22:00 to
4:00), which is around 5% of all requests. But one of the cases gives the best performance by utilizing
requests from the night. In notable contrast, the other one gives very unsatisfied results. Therefore,
we conclude that the case in which we have a different sample design can learn a meaningful result
when the sample is large enough. In other cases, it is during the evening (from 16:00 to 22:00) when
the Random Forest Regression model captures less.

8.2. Discussion
In this section, we discuss the results that could be improved and the implication that the analyses
convey.
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First of all, noticeable challenges are during data preliminary. It would be easier to conduct a joint
study if the OV bureau has the same naming system with 9292 and also other PT-related companies.
It includes the uniform naming system, not only stops but also bus trips and routes. For 9292, it would
be much more meaningful if we can track the user IP and all the alternatives of a piece of trip advice.
Users can plan their journey into parts instead of using the “via” option. We can’t trace the IP address,
and thus it is hard to know if it is a single journey with multiple legs (trips) or different journeys. It could
bring in “more” trip planner data than it should be, and thus incur the overestimation of the importance
of trip planner data. Besides, due to the same privacy issue, we don’t know if it is a bunch of people
traveling or just a single person. If it is just a single person, the influence is understandable. However,
if it is a bunch of people, referring to the same advice given by the trip planner, an underestimation of
the importance of this type of data would be incurred. 9292 is the biggest trip planner company in the
Netherlands, and it is indeed representative. But there are also other competitive companies which
means that only proportional trip planner data correlate with the smart card data. Fourth, there is no
identical bus number provided, neither on the smart card nor the trip planner and hence the mapping
would introduce errors and bias into the study. Additionally, only one-month data are explored in this
study, which could cause a lack of seasonal trend consideration.

Second, when dealing with the imbalanced data, we used an integrated method which consists of
log transformation, binning, and sampling design. We choose sampling design over the cost sensitivity
weighting because it is comparatively more efficient, effective, and doable. The reasons are that RF
tends to be biased towards themajority class, and the cost sensitivity weighting places a heavier penalty
on misclassifying the minority class. It assigns a weight to each class, with the minority class given
higher weight (namely, highermisclassification cost). By assigning such weights, it can introduce noises
(mislabeled classes) and thus make the model vulnerable to those noises comparatively. Besides, the
machine learning package we used does not support a penalized random forest regression. However,
there is no clear winner between the two methods. Line 50 among four cases appears to be a different
case and results in an overestimation of the results, and its overall performance is not entirely similar
to other cases. Given the limited time and cost, sensitivity weighting needs to use the entire training
set to compute and then tune the model and the technical limitations. Thus, further study can use this
method to address the imbalanced data issue to treat each data domain equally.

Third, future works can choose better optimal resampling strategies (over- and undersampling).
We decide not to undersample the majorities, but oversampling the minorities by 50% for Qliner 300,
Q-link 1, and line 35. However, these best scenarios always suit in the top left corner, which implies
that better options can be explored, except for line 50 above-mentioned. By potential improvement, we
mean that We test them through 5-fold cross-validation on the dataset of every case study line, for a
total of 24 resampling tests. There could be more combinations since we set a fixed number of over-
and undersampling. The better strategy can be even further “top left” with even less oversampling and
may give us a result that we should not resample. It is because we compare the 𝑅ኼ from the test set.
But, this is contradictory to the objective that we want to treat every data domain equally, and we are
more interested in the domain that is less representative with fewer data. Further research can pay
more attention to decide the strategy, and this will strongly affect the results as we compare the models
with and without resampling.

Fourth, several failed models can be substantially enhanced, including the baseline model and the
simple model. The baseline model is the one that PT operators currently use, which estimates the
ridership of this week based on the same trip last week. However, we find that in our AVL dataset,
the missing recordings of the trips are notable, and thus we recommend that the PT operators can
come up with a better way to deal with this problem and potentially elevate the recording system or trip
numbering system. The simple model with weekly trend considered, this model is strongly biased and
fails due to most of the overestimations are related to the same trip that was too crowded last week on
several specific sections so that the ratio is too high. The possible improvements for this kind of model
are to add smoothers, such as the ratio of the last trip or the ratio of the last section or the average
ratio of the previous sections so that the model might outperform the baseline model but maintain the
feature of efficiency and computationally friendly attribute.

Fifth, during residual analysis, we find out that the existence of heteroscedasticity. Heteroscedas-
ticity (aka. heteroskedasticity) refers to the circumstance in which the variability of a variable is unequal
across the range of values of a second variable that predicts it. In our case, it is that the error becomes
higher with the increase of the actuality. Heteroscedasticity is not a big problem, but it implies the model
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can be advanced. Most often, there are two ways: the first one we have already applied, transforming
the variable. Yet, there are various ways of doing so. It could be a different way that gives a better
result. The second one is to add more variables so that the model can capture the relationship between
dependent and independent variables better. Therefore, future works can blend more significant vari-
ables to improve the current model. Also, there are some outliers of residuals. Although tree-based
models are less sensitive to those outliers, they still affect the performance to some extent. But keeping
the outliers can create a more real circumstance and test how reliable the model is. It depends on the
aim of the researcher to handle such an issue.

Sixth, we only test four lines with different characteristics as the case study. Further research can
take more cases into account to reveal more valuable information from different line features.

Lastly, from a practical point of view, by using KNN regression to predict ridership is worthy of con-
sideration. KNN regression is less sensitive to resampling strategy, and it reaches a balance between
computation time and error minimization. Although RF regression gives the best performance, the tun-
ing process can be unacceptable long, especially for line 50, in which we apply a different sampling
design. If we want to obtain a better performance, we can also attempt to apply deep learning where
artificial neural networks can take place. But deep learning is often regarded as a “black box” (unsu-
pervised learning) as we can not derive desirable knowledge of feature importance out of it, which is
opposite what we want for this study. However, since we have a relatively large dataset, training deep
learning can give better results.

8.3. Recommendation
We consider that the future works of this study are ample as it is novel to incorporate trip planner data
in ridership prediction. From this study, since the result is satisfactory, it implies this consideration and
participation can earn a place in the ridership prediction. Regardless of the case that we selected, the
RF regression model outperforms the baseline model (PT current model) by a landslide. We recom-
mend a high-level collaboration among 9292 (trip planner company), public transport operators, and
the authorities. So that using smart card data as a sound basis and adding trip planner data to predict
the ridership can avoid the long collection time of the smart card data and also capture the passenger
behavior. This collaboration also benefits the cleaning and merging of datasets, including stop names,
route names, etc. Besides, it is beneficial that 9292 could store all provided choices such that we can
dive into the analysis of passenger behavior and reduce the overestimation.

In a ridership prediction task, both the RF regression model and KNN regression model perform
better than the baseline model. However, RF outperforms than KNN, in terms of the 𝑅ኼ from cross-
validation. However, from the other three metrics (𝑀𝐴𝐸, 𝑅𝑀𝑆𝐸, 𝑅ኼ), the difference is less profound
for the majority of the cases. Therefore, we recommend 9292, PT operators and authorities can refer
those two models to predict the short-term ridership with trip planner data based on our study.

Nonetheless, it is worthwhile mentioning the computation time in an ML study. The calculation is
carried out on a laptop equipped with a 2.3 GHz Quad-Core Intel Core i7 and a memory of 16 GB 1600
MHz DDR3.

In general, the computation time of the model is acceptable in this study. However, it is to train an RF
model that is very time-intensive. In ML, an algorithm aims to learn some set of rules that can describe
the data (a set of inputs and outputs). We intuitively know those rules as a human, but do not precisely
know the rules in a way so that we can describe them mathematically with enough concreteness.
However, this learning passes challenges of computation complexity and sample complexity. In our
study, we have already identified the most contributing variables, which means if the model is put into
practice, we can reduce the runtime by removing irrelevant information. Still, we can expect a high
running time if we want to utilize the RF model in practice with optimal hyper-parameter. But, our study
also explains that once the configuration is determined, the results are robust, no matter utilizing the
requests that are sent in advance or during different times. Therefore, it is the training before the usage
will be time-consuming. There are two ways to solve the problems: first, we can utilize KNN in practice
as it is relatively light, and the only hyper-parameter that we need to tune is the number of neighbors.
From our study, it is comparably fast to determine this hyper-parameter. Second, we can carefully
select the sample to leverage the minimum number of them required to achieve the goal. It can be also
a future work that deals with the trade-off between computation time and results.

It would be significantly beneficial if 9292 could log the other alternatives in the database and also
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which route passengers choose such that there is more valuable information we can derive. How
people trade-off between the fastest or the cheapest routes, how people trade off the routes traversed
specific regions or districts, how people choose the exact model and are there a preference, etc. All
those behavioral studies can take place since the choice of people is similar to a huge stated preference
survey. It can significantly benefit the development of trip planners so that we can design personalized
trips. It could also bring benefits to public transit operators as they can build the essential line or
introduce the preferable modes.

The distinguish of user type will be advantageous to study the travel preference among different
kinds of travelers. The first choice of users varies. For instance, the commuting pattern is different
between a regular clerk and a night shift. Another example, a high-income employee would be different
from a low-income worker. If we can distinguish the user type, the analysis can be performed in a user
type manner such that we have more knowledge different professional has traveled.

If the IP address can be traced, not only we can avoid overestimation issues, but also we can have
the preference across the different region/city/district, even community. It can enhance accessibility
service and personalized travel. Especially during COVID-19, if there is an infection in a specific com-
munity, we can take precautions on the PT vehicles.

There is an issue in the trip planner database that needs to be resolved, which is the advice given
for tomorrow. If a traveler wants to travel for the time being, but there is no certain supply, the algorithm
now that 9292 would provide the earliest solution for tomorrow. However, it is unlikely people would
wait for hours to make the trip, and therefore another method needs to be developed.

If we can manage the availability of GSM (Global System for Mobile Communications) or API (Appli-
cation Programming Interface), we can fuse the data with trip planner data. Then, we can understand
more about the spatial and temporal patterns of public transport usage versus overall travel demand.
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Appendix A: Case Study

Figure A.1: Qbuzz network in Groningen and Drenthe
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Appendix B: Data

Figure B.1: Correlation matrix at stop-level during off-peak
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Figure B.2: Correlation matrix at stop-level during morning peak
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Figure B.3: Correlation matrix at stop-level during evening peak
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Appendix C: Model Development

Figure C.1: Evaluation of different sampling designs per case study line 2nd
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Figure C.2: Evaluation of different sampling designs per case study line 3rd

Figure C.3: Evaluation of different sampling designs per case study line 4th
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Figure C.4: Evaluation of different sampling designs per case study line 5th

Figure C.5: Evaluation of different sampling designs per case study line 6th
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Figure C.6: Evaluation of different sampling designs per case study line 7th

Figure C.7: Evaluation of different sampling designs per case study line 8th
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Figure C.8: Evaluation of different sampling designs per case study line 9th

Figure C.9: Evaluation of different sampling designs per case study line 10th
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D.1. Actuality vs. Prediction Plots

Figure D.1: Prediction vs. actuality plot of Q-link 1
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Figure D.2: Prediction vs. actuality plot of line 50
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Figure D.3: Prediction vs. actuality plot of line 35
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D.2. Actuality vs. Prediction Plots – Baseline Models

Figure D.4: Prediction vs. actuality of baseline models (Q-link 1)

Figure D.5: Prediction vs. actuality of baseline models (line 50)
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Figure D.6: Prediction vs. actuality of baseline models (line 35)
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D.3. Actuality vs. Prediction Plots – Linear Models

Figure D.7: Prediction vs. actuality of linear models (Q-link 1)

Figure D.8: Prediction vs. actuality of linear models (line 50)
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Figure D.9: Prediction vs. actuality of linear models (line 35)
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D.4. Residual vs. Prediction Plots

Figure D.10: Residual plots of Q-link 1 (Random Forest Regression)

Figure D.11: Residual plots of line 50 (Random Forest Regression)

Figure D.12: Residual plots of line 35 (Random Forest Regression)
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D.5. Distribution of Errors

Figure D.13: Distribution of errors of Q-link 1 (Random Forest Regression)

Figure D.14: Distribution of errors of line 50 (Random Forest Regression)

Figure D.15: Distribution of errors of line 35 (Random Forest Regression)
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D.6. Residuals per Scenario

Figure D.16: Residuals of Q-link 1 per scenario (Random Forest Regression)

Figure D.17: Residuals of line 50 per scenario (Random Forest Regression)

Figure D.18: Residuals of line 35 per scenario (Random Forest Regression)
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D.7. Feature Importance

Figure D.19: Feature importance of Q-link 1 (Random Forest Regression)

Figure D.20: Feature importance of line 50 (Random Forest Regression)

Figure D.21: Feature importance of line 35 (Random Forest Regression)
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D.8. PDP

Figure D.22: PDP of Q-link 1 (Random Forest Regression)

Figure D.23: PDP of line 50 (Random Forest Regression)

Figure D.24: PDP of line 35 (Random Forest Regression)
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