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Abstract
Railway transportation is crucial to reducing greenhouse gas emissions and meeting increasing global
demand for passenger and freight transport. To maintain a reliable, high-capacity railway infrastruc-
ture, regular and accurate maintenance is necessary. The recent development of a Rail-based Track
Surveying System that can be mounted on any operational train, presents a comprehensive solution to
acquire track geometry measurements while limiting track unavailability. The system is able to simul-
taneously acquire measurements of both the absolute- and relative track geometry using a combination
of a GNSS / INS integrated navigation system and a laser ranging sensor. The measurement unit is
able to obtain consistently accurate absolute track geometry measurements (σ2D = 8 [mm] (Wang et al.
2019)) in areas with good GNSS signal reception. However, in areas with limited GNSS coverage, the
accuracy of these measurements can fall below the requirements for rapid track inventory acquisition (3
[cm], p = 0.95 (Specht et al. 2016)). This thesis, developed and conducted in close collaboration with
Fugro, aims to improve the accuracy of the trajectory solution for rail-based track surveying systems
in such limited GNSS environments.

At the time this research was performed, there was no ground truth or reference trajectory available
to assess the accuracy of a trajectory solution. Therefore, the research first establishes quality metrics
to provide a measure of the accuracy and certainty of the integrated GNSS/INS estimated trajectory
solution. By nature of the data acquisition process of the RTSS, multiple runs, or trajectory estimates,
are available of an arbitrary track segment. The observed cross-track trajectory spread (precision)
provides a qualitative metric to assess the level of accuracy of multiple passes over the same track
segment, given that the individual measurements are unbiased. To quantify the cross-track trajectory
spread, the standard deviation and smallest circle radius are selected as statistical and absolute metrics.

Next, the research identifies the existence of unreliable or inaccurate GNSS positioning updates in
the integrated trajectory solution by linking the cross-track trajectory spread to the Quality Control
metrics of individual runs. The level of accuracy of the GNSS / IMU integrated trajectory solution
was found to be decreased at track segments where one (or multiple) runs showed sustained periods
of high (> 5) PDOP values. A decreased accuracy in the order of 10 [cm] was observed for the high
PDOP GNSS positioning updates. Furthermore, these inaccurate position updates were weighted too
heavily in the Loosely Coupled integration scheme, reducing the accuracy of the integrated GNSS/IMU
trajectory solution. To improve the accuracy and certainty of the integrated trajectory solution, the
GNSS positioning updates in segments with sustained high PDOP values can be inactivated. Inactivat-
ing these high PDOP GNSS positioning updates, reduced the observed cross-track trajectory spread by
as much as c.50%.

The thesis provides valuable results for the improvement of the accuracy and certainty of GNSS/IMU
trajectory determination in rail-based applications. Furthermore, the framework and data-analysis al-
gorithm developed and presented in this thesis research could be used to quantify the effect of different
quality parameters and processing thresholds on the accuracy of the trajectory solution. The main
conclusion and recommendation of this report - processing the trajectory against a tight PDOP con-
straint - leads to a trajectory estimate for a rail-based surveying application with improved accuracy
and certainty. Moreover, recommendations for research implementation, further trajectory accuracy
gains and continuation of this research are also presented in this report.
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1
Introduction

Railway transportation plays a key role in global plans for reducing greenhouse gas emissions. The
transportation of both passengers1 and freight2 by rail, is reported to emit up to 80% fewer greenhouse
gasses compared to available alternatives such as cars, planes and trucks. Due to the increased demand
for sustainable, rail-based transportation capacity, the amount of passengers and freight transported
by trains is expected to more than double by 2050 (IEA 2019).

With the increased demand for railway transportation volume, there is a strong need for reliable, high-
capacity railway infrastructure. As railway tracks degrade with every Gross-Tonne of train movement,
regular, accurate and efficient maintenance is required to limit unavailability. To map railway degra-
dation and efficiently schedule maintenance operations, systematic and accurate updates of the track
geometry measurements are required. Traditionally, these measurements were obtained by surveying
crews and Track Recording Vehicles. However, recent developments of a rail-based track surveying sys-
tem (RILA3), that can be mounted on any train during the regular service schedule, have significantly
streamlined the track geometry measurement acquisition process.

Such a rail-based track surveying system uses an integrated GNSS/IMU trajectory solution from which
the track geometry measurements are derived. However, it is found that in areas with limited GNSS
coverage, the accuracy of the obtained measurements can decrease below the required accuracy levels for
track geometry measurements (Specht et al. 2022). In this thesis report, research has been conducted
in close collaboration with Fugro, a world-leading geo-data and surveying company, with the aim of
improving the accuracy of the trajectory solution of such a rail-based track surveying system.

First of all, in chapter 2 additional background information is provided on the need and requirements
for railway track surveying, followed by a literature review and description of the problem and research
questions. In chapter 3, the research framework and methodology for integrated trajectory estimation
improvement are provided and discussed together with the relevant information on the accuracy of tra-
jectory processing. Next, the results of a case study are presented in chapter 4 with supporting research
in chapter 5 and chapter 6. Finally, chapter 7 presents the conclusions together with recommendations
for implementation and further research.

1https://ourworldindata.org/travel-carbon-footprint#:~:text=Using%20a%20bike%20instead%20of,your%
20emissions%20by%20~84%25.

2https://dhl-freight-connections.com/en/trends/the-future-of-rail-freight-in-europe/
3https://www.fugro.com/our-services/asset-integrity/raildata
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2
Background & Problem Description

The purpose of this chapter is to provide background information on the relevance and need for railway
track maintenance surveying. Furthermore, current methods and requirements for rail-based track sur-
veying systems are discussed together with their performance and limitations and subsequent difficulties
experienced by operators. First of all, in section 2.1, general railway track maintenance practices are
discussed together with the accompanying requirements. Secondly, in section 2.2, a brief overview of
the developments in railway surveying is given together with an introduction to the RILA system. This
system is an example of a state-of-the-art railway surveying of which the data will be investigated in this
research. In section 2.3, the limitations to the accuracy of a Rail-based Track Surveying System (RTSS)
will be presented after which alternative trajectory solutions are discussed in section 2.4. Finally, this
chapter will be concluded with a problem statement and scope in section 2.5 followed by the research
questions in section 2.6.

2.1. Railway Track Maintenance
A railway track is a complicated infrastructure consisting of many elements such as tracks, track switches,
Overhead-Line-Equipment (OLE), signalling systems and telecommunication equipment. Within rail-
way infrastructure, railway track tamping is especially important and consumes a significant amount of
resources from railway asset management companies.

Railway Tamping
In general, railway tracks are founded on loose ballast (crushed stones). Apart from providing stable
support for railway tracks, the ballast is able to absorb slight deformation of the tracks due to heat
absorption and train passage (Guo et al. 2022). However, because of the loose nature of the ballast,
regular use of the tracks by trains will cause them to change in position and geometry, away from their
intended alignment. This process, called railway track degradation, can seriously affect train passengers’
comfort and even impact railway operations’ safety. In the most extreme case, sufficiently degraded
railway tracks can lead to train derailment (Elkhoury et al. 2018). To prevent or repair degraded tracks,
railway maintenance companies are making use of a process called tamping. Railway tamping re-aligns
and levels the railway track and compacts the loose ballast underneath using a track tamping machine
as seen in Figure 2.1. This process is crucial for the comfortable and safe usage of railway networks.

The frequency at which a track segment needs to be re-aligned and tamped depends on the rate at which
the track geometry degrades. Track geometry degradation is in turn dependent on the frequency of use,
railbed soil and operated train types - i.e. heavy cargo trains or light passenger trains. Furthermore,
curved track segments or connections between solid- and loose trackbeds (for example at bridges) can
also impact the speed of degradation. Tamping frequency can range from several years on good track
sections with low usage, to 3-4 months on track sections with high usage and low-quality foundation
soil (Clinnick 2013). There are no specific rules for the exact frequency at which a track is tamped.
However, when certain track geometry thresholds are exceeded, tamping is required.

3
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Figure 2.1: Schematic overview of a typical railway tamping machine (Chaube et al. 2019)

Track Geometry Accuracy Requirements
In Europe, the requirements for the track geometry have been defined in the European standard EN
13848-1 (CEN 2019). In practice, railway maintenance companies enforce certain track geometry thresh-
olds to timely perform maintenance works and make sure that the track does not exceed the regulatory
tolerances. The maintenance actions are guided by the Alert Limit (AL), Intervention Limit (IL) and
Immediate Action Limit (IAL) thresholds, depicted in Figure 2.2 (Kraft et al. 2016).

Figure 2.2: Schematic overview of the track geometry limits (Tamparas 2016)

Measurements taken during railway inspections can be broadly put into two categories: Absolute Ge-
ometry and Relative Geometry measurements. The absolute geometry measurements, defined by a 3D
string (trajectory) of geospatial coordinates, determine the true position of the railway Track Centre
Line (TCL). Apart from the absolute track position, absolute geometry measurements are used as track
design parameters such as the track curvature and slope.

The relative geometry measurements determine the position of the two railway tracks (railheads) rela-
tive to each other and the track centre line. Relative track geometry metrics can be important track
design parameters. However, the relative track geometry is important for the assessment of the current
quality state of the track. An extensive overview of the different track geometry parameters can be
found in Appendix A, however, the most relevant relative track geometry metrics are presented in Ta-
ble 2.1. Research by Khajehei et al. (2019) has shown that to minimise the annual maintenance cost of
a railway network, the Alert Limit for the relative track geometry should be in the range of 1.5 to 1.6
[mm].

Table 2.1: Definitions of the most relevant relative track geometries

Geometry Type Definition
Gauge Relative Distance between the inner sides of both rail heads perpendicular

to the track centre
Longitudinal Level Relative Deviations in the vertical position between the topside of both rail

heads from the ideal running plane
Cant (Cross Level) Relative Elevation difference between the topside of both rail heads perpen-

dicular to the track centre line
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Requirements for the accuracy of the absolute geometry measurements follow from either railway asset
manager (client) demands, or general track geometry maintenance thresholds. A study by Specht et
al. (2016) identifies three distinct absolute track geometry measurement accuracy levels required for
different geodetic tasks in railway engineering. The accuracy levels for the absolute track geometry
(trajectory) measurements are presented in Table 2.2.

Table 2.2: Track absolute geometry (trajectory) accuracy requirements by railway engineering task (Specht et al. 2016)

Railway Engineering Task Absolute Traj. Accuracy Req. [cm] Confidence Level
Monitoring track deformations 1.0 p = 0.95
Rapid (high speed) track inventory acquisition 3.0 p = 0.95
Design & construction works 10.0 p = 0.95

Surveying Frequency
Degradation of the track quality is dependent on a lot of hard-to-predict parameters such as the age
of rails, carriage axle load, speed, traffic density, Million Gross Tonnes (MGTs) and foundation stabil-
ity. Even if two track sections are situated in similar conditions, track degradation can still occur at
different rates. Therefore, maintenance companies need frequent absolute- and relative track geometry
measurements to monitor the track geometry change (Liao et al. 2022). These measurements are crucial
to guide any maintenance work (Wang et al. 2019). Therefore, it is in the best interest of railway asset
managers to acquire the track geometry measurements as often as possible.

However, there are three main factors limiting the railway track surveying frequency. First of all,
especially in Europe (IEA 2019), the current growth in railway traffic, caused by the demand for sus-
tainable transport alternatives, is increasingly limiting the track availability for surveying (Fontul et al.
2018). Secondly, there is a need for increasingly accurate track geometry measurements (needing longer
acquisition times), following stricter accuracy requirements imposed by governing bodies (Judek et al.
2022). The third and major limiting factor is the high acquisition cost of the measurements. This
is because the acquisitions of absolute- and relative measurements are two separated, labour-intensive
processes, handled by different departments within railway maintenance companies (Wang et al. 2019).

Figure 2.3: A schematic overview of traditional rail survey elements, methods and tools1

Traditionally, the absolute track geometry of railway segments is measured by geodetic surveying crews
contracted by rail asset managers. This requires the surveying crew to be on and around the track
segments to be measured. To ensure their safety, the track segment will be closed-off entirely to any
railway traffic until all measurements have been acquired. The absolute geometry measurements are
collected using a combination of hand-pushed trolleys (Chen et al. 2018), total station surveys and both
stationary and moving (along-track) laser scanning surveys (Selig et al. 1994) (Wienia 2015).

1Source: https://gedo.trimble.com/en
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Relative track geometry measurements are acquired using a track geometry car. Although a track
geometry car can travel along a railway segment much faster than a surveying crew, it still requires the
track segment to be closed off to other railway traffic during operations. A schematic overview of the
entire traditional rail surveying process can be found in Figure 2.3.

The three limiting factors are generally true for global railway networks. However, they especially
constrain the railway surveying frequency in regions with high railway network usage such as urban ag-
glomerations - for example North-Western Europe, Eastern China, United States East Coast etc (Fontul
et al. 2018). As a result, the measurement frequency of the track geometry parameters is low. In most
European countries, the relative geometry measurements are only collected twice a year (Wang et al.
2021). Obtaining absolute track geometry measurements generally occurs at an even lower sampling
rate, at once every five years (Wang et al. 2019).

All in all, monitoring the track quality and condition is a significant cost item for railway asset man-
agers, operators and maintenance companies. An overview of the two track geometry types together
with their respective requirements and considerations is presented in Table 2.3. Therefore, stakeholders
involved with track surveying and maintenance are always looking for ways to improve and streamline
the measurement acquisition process, to reduce cost.

Table 2.3: Overview of track geometry types

Surveying Parameter Absolute Track Geometry Relative Track Geometry
Surveying Technique Surveying crews Track Recording Vehicle
Current Surveying Interval [years] 5 0.5
Required Measurement Accuracy [mm] 10 - 100 1.5 - 1.6

2.2. Developments in Railway Track Surveying
With increasing computational resources available, an effort has been made to model and predict the
track degradation process (Elkhoury et al. 2018). By doing so, researchers hope to limit the dependency
of maintenance scheduling on up-to-date track geometry measurements. This could reduce the number
of surveys needed for general maintenance processes and therefore reduce the overall cost. Recent
developments of predictive track degradation models based on Machine Learning (ML) algorithms prove
to show a performance increase compared to traditional models (Liao et al. 2022). For example, Support
Vector Machine (SVM) based track degradation prediction models were shown to be able to predict track
geometry defects with 70% accuracy (Hu et al. 2016). However, most predictive models are only tested
on small track segments (5 - 200 [m]) and require large computational resources, limiting their use for
entire railway networks (Liao et al. 2022). Furthermore, with the tight regulatory accuracy requirements
and safety limits, these models still can’t substitute survey data for track degradation identification.
Hence, there remains a strong need for reliable and accurate track geometry measurements collected on
a regular basis. To get the cost of up-to-date track geometry data down, alternative surveying solutions
are being investigated.

Rail-based Track Surveying System
A solution developed to make the acquisition of railway geometry measurements more cost-efficient
is an integrated Rail-based Track Surveying System (RTSS) (Bronsvoort et al. 2013). This system
integrates both a high-quality GNSS receiver and Inertial Measurement Unit (IMU), together with a
variety of sensors to gain accurate, simultaneous readings of the absolute- and relative track geometry
measurements. A Track Geometry Measuring Trolley (TGMT) is an example of such an RTSS. There
exist TGMTs designed to collect only absolute- or relative track geometry measurements, or both and
are usually hand pushed (Chen et al. 2018). Although being able to collect all relevant measurements
simultaneously, it still has the disadvantage of being relatively slow (±5 km\h).
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To speed up the measurement acquisition process even more, an integrated RTSS has been developed
by Fugro2 that can be mounted on any train in regular operation. This unique and patented system
called RILA has two distinct advantages over the more traditional surveying methods. First of all,
the system is able to collect the measurements at the regular, operational (line-) speed of the train,
significantly reducing the data acquisition time of a certain track segment. Secondly, as the system can
be mounted on any (passenger)train within two minutes, the regular railway service schedule does not
have to be interrupted. Currently, such an implementation of an RTSS is unique in railway surveying
and is estimated to acquire all the track geometry measurements at 25% of the cost of traditional railway
surveying techniques.

RILA System
The first version of the Rail Infrastructure aLignmnet Acquisition system (RILA) was developed by
Fugro in 2009. By combining an integrated GNSS/IMU navigation system, together with laser scanners
called railstripers, a detailed geospatial model of the observed track can be made. The current version
of RILA is able to collect relative geometry measurements with [mm] accuracy and absolute- geometry
measurements with < 5 [cm] accuracy levels, given unobstructed and favourable conditions for GNSS
reception. Furthermore, the system is able to collect the measurements at speeds up to 200 [km]\h
(Wang et al. 2019). RILA also integrates a LiDAR scanner and video camera system to be able to
produce various other products that can be relevant for railway maintenance companies. Integrating
observations from all sensors allows for a detailed and accurate 3D model to be constructed of all
objects in and around the railway track (railcorridor). An image of the RILA system together with all
its sensors can be found in Figure 2.4. An extended overview of all sensors together with their intended
use, contribution and sampling frequencies can be found in Appendix B.

Figure 2.4: Overview of the RILA system with an overview of all navigation and data acquisition sensors (source: Fugro)

2.3. Performance & Limitations of an RTSS
Although railway surveying using an RTSS is a very efficient way of obtaining track geometry measure-
ments, a system like RILA has limitations to the accuracy of the measurements that can be obtained.
Relative track geometry parameters can be confidently measured to within the requirements of the
European Standard (CEN 2011) as shown in Table 2.4 (Wang et al. 2019). To construct the require-
ments in Table 2.4, the European Committee for Standardization (CEN) takes the conventional track
surveying method, a certified Track Recording Vehicle (TRV), as benchmark. The CEN requirements
presented in the table, therefore, represent the allowed uncertainty (or reproducibility) in track geome-
try measurements compared to the conventional track surveying methods. It is important to note that
other than the reproducibility requirement, the CEN does not constitute true accuracy requirements
for the relative track geometry measurements of the TRV. The RILA uncertainty from Table 2.4 is,
therefore, the discrepancy between the relative track geometry measurements of an RTSS like RILA
and the benchmark conventional track-surveying methods at confidence level p = 0.95.

2https://www.fugro.com/our-services/asset-integrity/raildata
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Table 2.4: Uncertainty of RTSS obtained relative track geometry parameters compared to classic track surveying
methods (Wang et al. 2019)

Parameters RILA Uncertainty [mm] Uncertainty requirement (CEN 2011) [mm]
Gauge 0.85 1
Cant 0.94 5
Longitudinal Level D1 0.71 - 0.73 1
Longitudinal Level D2 2.02 - 2.06 3

The relative track geometry measurements are obtained using the Point Cloud Data (PCD) of the rail-
stripers (and potentially LiDAR-scanner) only. Although relative track geometry measurements can
be negatively impacted by sub-optimal surveying conditions such as rain or snowfall (Charron et al.
2018), they are not subject to situational or geographical changes in the measuring environment. In
other words, when the laser-ranging sensors are able to obtain accurate measurements, the RTSS can
provide accurate relative track geometry data irrespective of the environment the measurement unit
travels through.

This is different for the absolute track geometry measurements. The absolute geometry measurements
(or TCL trajectory) are dependent on the measurements obtained by the GNSS receiver and IMU sensor.
Furthermore, the IMU is only able to provide position updates relative to a known location computed
by integrating the acceleration measurements obtained by the sensor. Therefore, the GNSS receiver
is the only sensor on the RTSS directly providing absolute position updates. Obtaining an accurate
GNSS position estimate is dependent on the environment in which the receiver is situated. Obstacles
along a railway track (such as trees, buildings, canyons or tunnels) can cause obstructions between the
receiver and the different GNSS satellites, potentially decreasing the accuracy of the position estimate.
Research by Specht et al. (2022) analyses the performance of a GNSS/IMU integrated navigation system
for rail-based applications in three distinct environments with increasing GNSS challenges:

Environment 1 No terrain obstacles, resulting in high satellite visibility, good geometry and
little disturbing influences

Environment 2 Numerous terrain obstacles such as high building density and trees with >10
[m] height, resulting in limited satellite visibility and high likelihood of multi-
path disturbances

Environment 3 No access to GNSS signal, this situation can occur in a tunnel or a covered
train station

Table 2.5: Overview of GNSS/IMU trajectory accuracy obtained with measurements in area’s with different levels of
GNSS coverage (Specht et al. 2022)

Environment GNSS Coverage Real Time Kinematic [cm] Post Processing [cm]
2DRMS(2D) R95(2D) 2DRMS(2D) R95(2D)

1 Full / Unblocked 5.4 2.8 1.8 1.7
2 Limited / High Multipath 96.1 60 32.6 24.6
3 Signal Loss 482.9 - 586 488.1-588.6 54.3-85.9 32.8-64

The results of the research of a GNSS/IMU integrated system for rail-based applications can be found
in Table 2.5. In this research, Twice the Distance Root Mean Square (2DRMS(2D)) and the radius
of a circle centred at the true position, containing the position 2D estimate with a probability of 95%
(R95(2D)) are used as the most important measures of the accuracy of the trajectory solution. These
accuracy metrics are often used in the trajectory quality determination of rail-based GNSS positioning
systems (Specht et al. 2020).
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Furthermore, in all situations, Post-Processing (PP) provides more accurate positioning solutions than
Real Time Kinetic (RTK) processing. In railway surveying, trajectory accuracy is more important than
real-time applications. Hence, nearly all trajectory determination for the data acquisition in rail ap-
plications is done using post-processing. Post-processed trajectory solutions will therefore also be the
focus of this thesis research.

As one can observe, the accuracy of the GNSS/IMU integrated trajectory solution decreases in en-
vironments with increasingly limited GNSS coverage. Another observation from Table 2.5 is that the
positioning accuracy decrease in environment 3 (signal loss), is dependent on the signal loss time interval.
Although the IMU can provide position updates - computed from the acceleration measurements - at
epochs where insufficient GNSS observations are present, it is important to understand that the position
error will accumulate. Short-term position errors resulting from the computed IMU position updates
are generally very small, however, they degrade cumulatively over time and are unbounded (Angrisano
et al. 2010). This is because IMU-derived state updates are computed from the accelerations measured
by the Inertial Measurement Unit. In order to compute the position update, the accelerations measured
by the IMU are integrated twice. Tiny measurement errors (uncertainties) of the acceleration have a
profound effect on the uncertainty of the position update of the IMU due to the double integration
step (Valtonen Ornhag et al. 2022). Furthermore, any uncertainties in the true position of the IMU
sensor are propagated to the next epoch. When the GNSS/IMU integrated system does not receive
any position updates from the GNSS - i.e. the IMU sensor is unaided - the uncertainty in the true
position of the system accumulates with each IMU position update. This is called the IMU drift. In the
integrated trajectory solution, the GNSS sensor and IMU complement each other where the IMU pro-
vides position updates at a high sample interval (300 [Hz]) between the GNSS position updates (1 [Hz]).

When looking at the accuracy requirements for the absolute geometry measurements (or TCL tra-
jectory) defined in section 2.1 (see Table 2.2), another observation is relevant. Only in environment 1,
the GNSS/IMU integrated system is able to meet the accuracy requirements for rapid track inventory
acquisition (3 [cm], p = 0.95), relevant for the RTSS. In environments 2 and 3, the trajectory solution
is not sufficiently accurate to comply with railway maintenance requirements. To further increase the
accuracy of the absolute track geometry measurements acquired by the RILA system, a baseline survey
is constructed where the measurements of at least four runs are combined. This allows the system to
provide a TCL trajectory with a standard deviation of 8 [mm] in the horizontal plane (DRMS) and 12
[mm] in the vertical plane (Wang et al. 2019). The accuracy of the 4-run combined RILA trajectory,
therefore, corresponds to a 1.6 [cm] 2DRMS(2D) and 1.4 [cm] R95(2D) in environment 1 in Table 2.5.
An important note is that, according to the documentation on the RILA system, these accuracies
can only be obtained under optimal GNSS conditions. Therefore, the trajectory accuracy of the four
combined RILA runs corresponds to a When the GNSS conditions are sub-optimal (comparable to
environment 2), the accuracy of the merged trajectory solution will also decrease, often below client
expectations and/or railway maintenance thresholds3.

These three types of environments are encountered along nearly all railway tracks around the world.
For example, although there are no definitive statistics, railways through forested areas or with dense
vegetation along the railway corridor are likely to experience similar GNSS reception to Environment 2.
Underpasses, tunnels and covered train stations are also a regular occurrence along any railway track.
Depending on the railway network and terrain in which an RTSS is used, the different environments can
occur more or less often. It can be expected that it is generally more challenging to obtain consistent
and reliable positioning estimates for a railway network in Switzerland, with its many mountains and
tunnels than for the rail network in The Netherlands.

2.4. Sensor-based RTSS Trajectory Improvement
Due to the current performance limitations of a Rail-based Track Surveying System, the absolute track
geometry measurements (TCL trajectory) obtained by the RTSS do not meet the imposed accuracy
and confidence requirements in all encountered environments. Therefore, where the obtained standard

3There are no records kept of absolute geometry measurement inaccuracies in environments with sub-optimal GNSS
coverage
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deviations exceed the trajectory accuracy requirements, (manual) adjustment of the dataset is needed.
In extreme cases, (parts of) measurement runs have to be discarded if their trajectory estimate proves to
be too uncertain. To avoid this, methods have been developed to improve the accuracy of the absolute
trajectory solution in both general- and railway-specific surveying applications.

One of these strategies is to implement a Distance Measurement Indicator such as a wheel odome-
ter into the mobile surveying system (Puente et al. 2013) and (Zhang et al. 2021). This device could
provide information on the position, velocity and acceleration of a train. Zhou et al. (2019) report that
combined with the GNSS receiver and IMU, the system could maintain <5 [cm] accurate measurements
in the horizontal and vertical plane with 700 seconds of GNSS outage. However, the odometer has to
be mounted to the wheel of the train which has two issues. First of all, in the specific case of RILA,
it voids the easy (de-)installation of the system when additional sensors have to be mounted to other
parts of the train. Secondly, out of safety considerations, it is currently not allowed to attach anything
to the running gear (wheels, drivetrain, etc) of the train for most railway networks where the RILA
system is operational.

A second strategy to improve the measurement accuracy of an RTSS in case of limited GNSS reception
is Simultaneous Localisation And Mapping (SLAM). Slam is a probabilistic method to generate a 2D or
3D map of unknown areas under imperfect localisation as defined by Birk et al. (2016). The algorithm
uses the LiDAR measurements to build a map of an unknown area, while simultaneously using this
map for localisation and updating the position of the sensor relative to this map (Durrant-Whyte et al.
2008). However, an ORB-SLAM3 method developed for an RTSS shows promising results for the limi-
tation of IMU-drift when the system is at a standstill in a challenging GNSS environment (Habibzadeh
2023). However, it was found that for general trajectory optimisation of a survey, it is impossible to
implement SLAM using the current, single LiDAR-scanner RILA setup (Secco 2022). At least two 3D-
laser scanners are required for the successful implementation of SLAM along the entire survey. When
considering the RTSS as a Mobile Mapping System (MMS), where the GNSS trajectory is combined
with the visual measurement systems (cameras and lasers), one could also improve on the absolute tra-
jectory accuracy by introducing control points (Kersting et al. 2016). These are physical ’targets’ with
known locations installed along the trajectory to serve as references for the calibration of the correction
parameters to improve the estimation of the trajectory. The disadvantage of control points is that they
have to be installed, measured and calibrated. Hence, their availability along all railway tracks is sparse.

Tie-points are proven to be an effective method to increase the accuracy of the trajectory of an MMS
(Løvås 2017). Different to control points, the identification of tie-points is a SLAM-supported technique
where individual features are found in overlapping parts of a (geo-referenced) pointcloud that can be
used for calibration of correction parameters for the trajectory. Vector observations between the tie
points and the trajectory can be implemented in the GNSS / IMU trajectory to improve its accuracy.
A further strategy could be the implementation of Visual Odometry (VO) based on disparity changing
(Fu et al. 2017). Disparity-based VO uses a camera system to compute and update the distances and
angles to at least two tie points along the trajectory and updates the position of the MMS based on the
differences between the different measurement epochs.

The problem with using MMS-based solutions for accuracy and certainty improvement of an RTSS
trajectory such as SLAM, control points, tie-points and disparity-based VO, is that it requires exten-
sive post-processing of the obtained point-cloud and video data. This consumes valuable resources such
as operator time and computing power which could have been allotted towards other projects. For ex-
ample, as can be seen in Figure 2.5 processing of the integrated GNSS / IMU trajectory solution takes c.
8.5 hours, half of which the responsible data engineer can work on other tasks. However, processing the
RILA track data for only a 50 km segment, which contains the Point Cloud Data (PCD) of the railheads,
integration of the multiple runs, modifying the data (patching) and quality control, can take up to three
days as can be seen in Figure 2.6. Furthermore, as all steps in RILA track processing require input from
an operator, it is much more labour-intensive than the processing of the trajectory. Although the process
is not entirely the same as PCD processing for MMS-based trajectory accuracy improvement solutions,
both procedures handle similar amounts of data. Therefore, the processing of RILA track data does give
a good indication of the time and computational resources required for MMS-based trajectory solutions.
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Figure 2.5: Flowchart with a time indication of the GNSS / IMU integrated trajectory solution of a RILA survey. Grey
blocks indicate steps that a data engineer has to initiate but not monitor.

Figure 2.6: Flowchart with a time indication of a 50km track segment for RILA track data (integrated TCL)

Apart from strategies where additional sensors are used for improvement of the trajectory solution,
one could also investigate the possibilities of imposing boundary conditions on the trajectory solution.
A suggestion is to make use of one-dimensional constraints in trajectory estimation techniques for rail-
based applications (Zhu 2014) (Czaplewski et al. 2020). The theory is that the trajectory of the train
(RTSS) is fixed, by definition, to the railway tracks that it is running on. By making this assump-
tion, the three-dimensional problem becomes a 1D one (along the track direction). However, enforcing
these constraints on the trajectory solution defies the purpose of a rail-based surveying system. As the
tracks move away from their intended position over time, for railway maintenance, data on this position
change is required. The system, therefore, needs to be able to provide absolute, unconstrained three-
dimensional geometry measurements for its user. One could also impose constraints on the relative
position change moving from one measurement epoch to the next. As the train runs on the tracks, one
can expect that the position change cannot exceed a certain predetermined threshold. However, in most
trajectory processing software used to integrate GNSS and IMU measurements, extensive smoothing
of the trajectory solution is performed. This eliminates most of the ’jumps’ in the trajectory solution.
Therefore, additional constraints on position change along the trajectory solution will likely not have a
significant effect. All in all, in this research, imposing rail-based constraints is not further investigated.

2.5. Problem Statement and Scope
Considering the limitations of the RTSS and the alternative solutions explored in section 2.4, there is a
strong need to improve the accuracy of the GNSS/IMU integrated trajectory solution of the RTSS. This
would directly increase the performance and accuracy of the RTSS, and omit the need for extensive
and costly post-processing alternative solutions. Furthermore, it would reduce the need for (manual)
adjustment and/or deletion of parts of the dataset during the processing of the RTSS output products.

Current rail-based GNSS/IMU integrated trajectory estimation does not provide sufficiently accurate
solutions in every encountered environment. Research by Specht et al. (2022) indicates that post-
processed trajectory accuracies of 1.8 [cm] (2DRMS(2D)) can be obtained in areas with good GNSS
coverage. However, in environments where the coverage is sub-optimal (environments 2 and 3 in Ta-
ble 2.5), the accuracy of the integrated trajectory can go down to 30-50 [cm]. Absolute geometry
accuracy requirements from Table 2.2, such as the requirements for rapid (high speed) track inventory
acquisition (3 [cm]) and railway design & construction works (10 [cm]), far exceed the accuracies that
an RTSS can currently obtain in challenging GNSS environments. Therefore, there is a need to increase
the trajectory solution of a rail-based track surveying system in areas where the GNSS coverage is
sub-optimal. In an ideal case, the accuracy of the integrated GNSS/IMU trajectory solution in chal-
lenging GNSS environments would be brought down to the rapid track inventory acquisition level (3
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[cm] p = 0.95). As sufficiently accurate (1.8 [cm]) trajectory solutions can be obtained in environments
with good GNSS coverage and under the assumption that the IMU performs normally (small constant
drift), it can be stated that the degradation in trajectory quality originates from a decreased accuracy
in GNSS positioning updates. Harsh GNSS environments usually occur in tunnels (signal loss) and
cities where the effects of shadowing, multipath and inferior satellite geometry can be noticed. Also,
segments along the railcorridor with dense and/or tall vegetation can have a negative impact on the
receiver’s sky-visibility, limiting the satellites in view and therefore the positioning accuracy.

The decision was made to predominantly analyse data from the Environment 2 type from Table 2.5, as
this is the area where most performance improvement is to be gained. Furthermore, Environment 2 is
often encountered at track segments of which the obtained measurements are especially important to
the end users, such as railway stations, urban areas and shunting yards. The solution in Environment
1 is currently considered to be sufficiently accurate, although a higher certainty is desired in certain
cases. As Fugro is currently exploring other methods to increase the accuracy of the trajectory solution
in environments with sustained complete GNSS signal loss, Environment 3 has been kept outside of the
scope of this research.

2.6. Research Questions
The main objective of the research described in this report is to provide a method to realise an im-
provement in the accuracy of the GNSS/IMU integrated trajectory solution obtained by a Rail-based
Track Surveying System, in an area where the GNSS signal access is limited. To provide an academic
framework and structure for this research, research questions have been defined. Answering the main
research question, as presented below, will directly contribute to a solution to the problem described in
section 2.5.

What would be a way to improve the accuracy of the GNSS/IMU integrated trajectory solution
of a rail-based track surveying system, in environments with reduced GNSS signal access?

Sub-Questions
The research question is further divided into (sub-)sub-questions in order to dissect the problem into
more easily solved parts. The 2D- and 3D trajectory accuracy metrics used in the literature discussed in
section 2.3, quantify the trajectory accuracy based on a reference- or ground-truth trajectory. However,
for nearly all of the railway tracks surveyed by the RILA system, there is no such reference trajectory
available. The subject of the first sub-questions is, therefore, to develop good quality metrics with
which the integrated trajectory solution obtained by the RTSS can be evaluated. The quality metrics
should provide a qualitative indication of the accuracy of the trajectory solution of the RTSS.

Q1 What would be a good quality metric to represent the accuracy of the integrated GNSS/IMU
estimated trajectory solution?

The second sub-question focuses on understanding the quality of the GNSS positioning updates in a
GNSS-constrained environment along a track segment surveyed by the RILA system. Assuming that
the degradation of the quality of the trajectory estimate originates from GNSS epochs with low accuracy,
the first task is to quantify how much the position updates degrade and if they can be improved.

Q2 In a GNSS signal-constrained environment, what is the magnitude of degradation in the accuracy
of GNSS positioning updates, and what strategies can be employed to improve the accuracy of the
GNSS positioning update?

Finally, the third sub-question is tailored towards a potential solution for increasing the accuracy of
the integrated trajectory estimate of a rail-based track surveying system. To do so, the effect of the
inaccurate GNSS position updates on the integrated trajectory solution must be quantified. To improve
on the accuracy of the integrated trajectory solution, a method is to be found that mitigates the effect
of the inaccurate GNSS positioning updates.

Q3 What is the effect of inaccurate GNSS position updates on the accuracy of the integrated trajectory
solution of an RTSS, and what measures can be taken to mitigate these effects?



3
RTSS Trajectory Solution

In this chapter, the definitions, estimation and analysis of the RTSS trajectory are discussed. The
chapter begins with a brief description of the relevant reference frames in section 3.1 followed by the
RILA data acquisition process in section 3.2. Next, the constructed trajectory accuracy metrics will
be discussed in section 3.3. The chapter will be concluded with a discussion on the trajectory accuracy
research methodology in section 3.4.

3.1. Reference Frames
In order to unambiguously describe the position and translation of any point or body along a trajectory,
a point or system to reference the position and movement is needed. For that reason, reference frames
are defined. All reference frames and coordinate systems discussed in this report follow the right-handed
convention. For the analysis of the trajectory solution of the RILA system, there are three reference
frames that are commonly used. These are the Earth Centred Earth Fixed (ECEF) frame, the Local
Navigation Frame and the RILA body frame. Although the end product, the georeferenced track
geometry measurements are given in a reference frame of choice for the end user, in this research, the
ECEF frame will be used to describe the absolute RILA position and trajectory. The local navigation
frame is used to describe the along-track and cross-track observations and the RILA body frame is used
for the relative position determination of the different sensors mounted on the system.

Earth Centred Earth Fixed Frame
The Earth Centred Earth Fixed (ECEF) reference frame is a geocentric, rotating reference frame used
to describe the position and motion of objects relative to the origin of Earth (Wakker 2015). The ECEF
reference system is used to define the coordinates of the 3D trajectory of an RTSS, similar to research
performed by Judek et al. (2022).

• The origin (Oe) is fixed at the centre of Earth
• +Ze-axis points upwards towards the North-pole of Earth and aligned with its rotational axis
• +Xe-axis points towards the intersection of the prime meridian and the equator
• +Ye-axis is aligned with the equatorial plane and completes the right-hand system

Local Navigation Frame
The navigation- or local-level frame, uses an East-North-Up-frame (ENU) convention and is a local
reference frame of a plane that is tangent to the surface of the Earth at the origin. The North- and
East-axes form the local tangent plane and the Z-axis points towards the centre of Earth (Kukko 2013).
Furthermore, the origin of the local-level frame coincides with the origin of the body frame as reported
by Shi et al. (2021a).

• The origin (On) coincides with centre-of-mass of the IMU sensor and the bodyframe (Ob)
• +Zn-axis (U) points upwards along the direction of the ellipsoidal normal at the origin
• +Xn-axis (N) points towards the geodetic north of the ellipsoid, therefore, its direction is parallel

to the tangent to the respective meridian (Kukko 2013)
• +Yn-axis (E) completes the right-handed system and points towards the east

13
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RILA Body Frame
The body frame is a local reference frame with its origin in a predefined point of the relevant body.
For ease of implementation and georeferencing of the measurements installed on the RILA system, the
origin of the body frame is at the centre of mass of the IMU sensor (Secco 2022). This local reference
frame is used to relate the position and distances of different sensors mounted on the body to each
other. A graphical representation of the body reference frame as defined for the RILA system can be
found in Figure 3.1.

• The origin (Ob) is fixed at the centre of the IMU sensor of the RILA body
• +Zb-axis points up at zenith (perpendicular to Earth’s surface)
• +Xb-axis is aligned with the along-track (running) direction of the train
• +Yb-axis completes the right-handed reference frame and is aligned cross-track

Figure 3.1: An overview of the body reference frame as defined for the RILA measurement system (source: adapted from
Fugro internal documentation)

3.2. RILA Data Acquisition and Processing
A request from a client to measure a certain railway track segment is called the scope. When a scope
is to be measured for the first time, a so-called baseline survey is conducted. A baseline survey consists
of at least four runs (observations) over the scope. Having four independent measurements of the same
track segment allows for the integration of the collected data improving the accuracy and confidence
in the output data quality. Usually, these four runs are collected in a single day of surveying with
the train travelling two times in one direction over the track (forward), and two times in the opposite
direction over the track (backward). However, when the scope is very long, it can be the case that the
individual observations for the baseline survey are collected over multiple days. Furthermore, to further
improve the quality of the data, in some cases more observations are added to the baseline survey. It is
important to clearly establish the different data acquisition definitions:

• Run: A run is a single observation by the measurement system, with an arbitrary direction, of the
entire scope, at a given point in time. Therefore, when the RTSS exits the scope at its defined end,
a run is terminated. A new run is started when the system again starts travelling over the scope,
generally in opposite direction. However, the surveying system does not stop the data collection
until the surveying day is concluded. The trajectories of multiple runs during a single day’s worth
of surveying are therefore ordered chronologically in a single data file.

• Baseline survey: The baseline survey is the total, integrated dataset of the scope consisting of at
least four runs. The baseline survey can consist of multiple days worth of surveying and more
than four runs. However, when additional runs are requested at a later point in time (> 1 month)
for an update of the measurements, the run is not counted towards the baseline survey.

The RILA measurement system collects a lot of data from a single measurement run. To explain how
the data collection and processing process works, a (simplified) flowchart of the RILA measurement
acquisition and processing process is given in Figure 3.2.
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Figure 3.2: Simplified representation of the data collection and processing process for a certain track scope (PCD: Point
Cloud Data)

3.2.1. RILA Operations
The first step in the surveying process is the operations, i.e. the actual acquisition of the track geometry
measurements and data of the railcorridor with the RILA system mounted on a train. As previously
discussed, a single day’s worth of surveying usually consists of multiple runs over the same track segment.
Furthermore, data can be collected over multiple days.

3.2.2. Trajectory Processing
After the data is collected, the next step is to integrate the GNSS and IMU measurements and process
the trajectory solution of the data obtained during a single surveying day. This is done using third-
party navigation software called Inertial Explorer1, developed by Novatel. The processed trajectory
is a continuous, GNSS time-stamped position for the entire duration of a day’s worth of surveying.
Therefore, multiple passes over the same track are not yet ’recognised’ in this stage of data processing.
Furthermore, any quality control of the trajectory solution is also performed using quality metrics on
a time axis. The trajectory coordinates are given in the ECEF reference frame at the Centre-Off-Mass
(COM) of the IMU sensor (see Figure 3.1).

To obtain an accurate trajectory solution, Differential Carrier Phase Positioning (DCPP) is used. DCPP
works by combining the data of one or more reference stations with the measurements of the receiver,
limiting inaccuracies introduced by satellite ephemeris errors (Tiberius et al. 2004). In addition, the
trajectory accuracy is further improved by making use of Virtual Reference Stations (VRS). A VRS is
constructed by integrating the correction signals of nearby fixed GNSS reference stations, to provide a
correction signal from the VRS to the receiver (Odijk et al. 2017). Given good GNSS signal reception,
cm level accurate GNSS positioning solutions are possible in Inertial Explorers Post-Processed Kine-
matic (PPK) mode using DCPP and VRS’s, without the need for a local, physical base station to be
present (Retscher 2002) (Ong Kim Sun et al. 2005). General practice in RILA trajectory processing is
to place VRSs every 10 kilometres along the trajectory.

The basic trajectory processing flow is presented in Figure 3.3. The first step is to establish the Virtual
Reference Station (VRS) data. The GNSS reference station data used to construct the VRSs in Inertial
Explorer is provided by a regional GNSS network provider. Furthermore, apart from the observations
obtained by the GNSS receiver and IMU sensor, the measurement system calibration parameters (lever
arms etc) are required. Also, the rapid satellite ephemeris files (IGS Rapid clock- and orbit) for GPS are
downloaded from the International GNSS Service (IGS) portal2 and included in the processing input.
Although, the effect is limited due to the differential positioning (DCPP), a slight performance increase
has been recorded by El-Mohammedy Sabaa et al. (2019) for a similar system.

1https://novatel.com/products/waypoint-post-processing-software/inertial-explorer
2https://igs.org/products/

https://igs.org/products/
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Figure 3.3: Trajectory processing flow for the RILA system

The next step is to process the trajectory using only the GNSS data. Currently, the GNSS trajectories
are processed using only GPS and GLONASS (G2) observations3. Some relevant settings for the
processing of the GNSS-only position solutions can be found in Table 3.1. A full overview of all the
GNSS-only, and GNSS/IMU integration processing settings, together with their current values and
respective descriptions can be found in Appendix B.

Table 3.1: Current RILA GNSS-only trajectory processing settings

Parameter Unit Current Setting
GNSS Constellations n/a GPS + GLONASS
Elevation Mask deg 10
C/N0 rejection tolerance dB-Hz disabled
Maximum RMS mm 3.00

The next step in the RILA trajectory processing is to integrate the GNSS-only processed trajectory solu-
tion with the IMU measurements, using a Loosely Coupled (LC) integration scheme (Falco et al. 2017).
Again, a full list of settings for the integration scheme can be found in Appendix B. The LC trajectory
solution is processed in both forward- and backward directions. The forward- and backward-processed
trajectory solutions are then combined using inverse variance weighting, assigning more weight to the
solution with the smaller estimated errors (Cosandier et al. 2018). Next, the IE software automatically
performs backsmoothing of the trajectory solution with precise error modelling for the navigation sen-
sors. Backsmoothing is a recursive process where the error filter states are updated along the trajectory
to ’smoothen’ the solution (Briers et al. 2009). The output result of RILA trajectory processing is a
Smoothed Best Estimated Trajectory (SBET) solution in a given geodetic Cartesian reference frame
(Mattheuwsen et al. 2019).

The RILA measurement unit is not always mounted on the same type of train, resulting in varying
distances between the COM of the IMU and the true trajectory of the track. Furthermore, due to
the suspension between the wheels of the train and the mounting point of the surveying system, the
measurement unit should be considered to be ’floating’ above the track. Therefore, one cannot directly
compare the trajectories of different runs, centred at the IMU body frame origin as output of the
trajectory processing software.

3.2.3. RILA Track
To obtain accurate measurements of the relative track geometry, the system collects accurate data on
the position of the two tracks using the railstripers. In this stage of data processing, from the continu-
ous time-based trajectory solution resulting from the trajectory processing, the different runs over the
same track segment (scope) are identified. This is done using software developed by Fugro in a Matlab
environment. Furthermore, every trajectory epoch is given a unique kilometre value, therefore defining
the measured points at a distance along the track (mileage), with kilometre zero at the start of the
scope indicated by the client.

3Although currently, a transition is being made to G4 GNSS processing (GPS + GLONASS + Galileo + Beidou)



3.2. RILA Data Acquisition and Processing 17

For each of the measured epochs of the trajectory solution, the Track Centre Line (TCL) trajectory,
defined in the ECEF coordinate system, is computed using data collected by the railstripers and the
integrated GNSS/IMU trajectory solution. The TCL is an important concept as it is used by both
Fugro and end-users of the data as a reference trajectory - i.e. all measurements collected by the RILA
system are defined relative to the determined TCL trajectory. Furthermore, the computed TCL (in a
local reference frame) is independent of the position of the RILA unit in relation to the tracks. There-
fore, it is possible to compare the TCL trajectories of multiple runs to each other. The TCL defines
the absolute railway track geometry measurements and can therefore also be used to determine track
geometry change over time.

Computing the TCL works by using the measurements of the railheads by the rail-stripers, displayed
in Figure 3.5. The software automatically identifies the uppermost data point as the top of the railway
heads, T1 and T2 in Figure 3.4. Next, the software identifies the running edge4 of the tracks by iden-
tifying the innermost point of the railhead, by definition 14 mm below the top of the railheads, points
R1 and R2. The track centre line is then defined as the middle point between R1 and R2, Rc.

Figure 3.4: Deriving specific rail points from RILA rail-striper data. (source: Fugro)

Figure 3.5: Rail-striper measurements of the railheads at an arbitrary cross-section of the track (source: Fugro)

In the computation of the TCL, there are several error sources affecting the accuracy of the trajectory
solution. These errors include the measurement error and uncertainty in the measurements of the rail-
striper (σs), error in the transformation of the rail-striper measurement to the IMU body frame (σb

s),
error in the transformation of the IMU body frame to the Earth-Centred-Earth-Fixed (ECEF) reference
frame (σe

b) and error in the processed GNSS/IMU position (σr). As these errors are assumed to be
uncorrelated, to compute the total error variance (σmeas) in the TCL trajectory, the simplified relation
in Equation 3.1 can be used.

σ2
meas = σ2

s + (σb
s)2 + (σe

b)2 + σ2
r (3.1)

Although all these error variances must be taken into account when comparing the TCLs of different
trajectories to each other, it is expected that the errors introduced by the TCL algorithm, σs, σb

s and
σe

b (mm level), are much smaller than the error introduced by the GNSS positioning inaccuracy, σmeas

(cm - dm level).

4The running edge is defined as the point on the track where the wheels of the train and the track are in contact
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The final step in RILA track processing is to merge the TCL data of all (4) individual runs into a single
TCL to increase the accuracy of the estimated absolute trajectory and reduce the potential impact
of outliers / faulty measurements (Wang et al. 2019). In this merging process, a weighted averaging
algorithm is used that weighs each of the individual trajectory solutions with the inverse of the distance
to the mean TCL. The further the TCL is from the mean, the less weight it is assigned in the merged
solution (Secco 2022). Furthermore, when a Fugro operator overseeing the merging process deems a
certain part of a run to deviate ’too’ much from the mean solution, he/she can decide to remove that
data from the solution entirely (called patching). This is currently a manual and very superficial process.
Furthermore, it is also important to note that the averaged trajectory, although likely more accurate
than the TCL of an individual run, may still deviate from the true position of the track.

3.2.4. Products Processing
When the processing of the merged TCL is complete, the other data collected by RILA sensors can
be processed (see Figure 3.2). This is done to create a variety of products that can be relevant for
railway engineering companies. These output products include for example georeferenced point clouds
and digital representations (combining video and pointcloud data) of the railcorridor. The coordinates
of the georeferenced products will all be determined relative to the TCL obtained by RILA track.
Furthermore, the merged TCL itself is also an output product (absolute track geometry) together with
the relative track geometry measurements obtained by the railstripers, processed in RILA track. It is
important to note that all output data is presented to the end-user on a mileage (along-track distance
in km) based axis.

3.3. Trajectory Accuracy
To evaluate a trajectory solution on its accuracy, general practice is to compare it to a ground truth- or
so-called reference trajectory. The distance between the estimated trajectory solution and the reference
trajectory can directly be used as the ’error’ in the estimated trajectory solution. It is very important
to unambiguously define what is understood by trajectory accuracy. In this report, precision and
trueness are used to describe the trajectory accuracy, in line with the definition confirmed by the ISO
(International Organization for Standardization). The precision of the trajectory solution describes
the repeatability (spread) of the measurements. Trueness, however, is defined as a metric for the
distance between the navigation solution and the actual, true (reference) trajectory (ISO 5725-1 1994).
A graphical representation of the accuracy metrics can be found in Figure 3.6a. The accuracy is defined
as a combination of both the trueness and precision of a set of observations. The relation between
the accuracy and confidence level, trueness and precision is displayed in Figure 3.6b. Therefore, the
combination of the trueness and precision metrics gives an indication of both the accuracy of the
trajectory solution and the level of uncertainty that needs to be accounted for.

(a) Trajectory accuracy metrics trueness and precision
(Perakis et al. 2015)

(b) Trueness versus precision as metrics for the accuracy and
certainty (Weitzel 2015)

Figure 3.6: Accuracy defined by the precision and trueness

The main requirement for a suitable ground-truth trajectory, is that its level of accuracy is at least an
order higher than the evaluated trajectory solution. Therefore, the reference trajectory would need to
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have an accuracy of 1 cm (or lower) in order to compare the trajectory solution of the RTSS. Obtaining
a (reference) trajectory with such high accuracy levels is usually expensive, as land surveying crews
have to come to take the measurements. Furthermore, as railway tracks are long and stretched out over
many kilometres, acquiring reference trajectories takes a long time and costs would progressively rise.

Therefore, the availability of adequate reference trajectories along railway segments is very limited.
Furthermore, Fugro, as owner of the RILA system, also has not made significant investments in the
acquisition of reference trajectories to evaluate trajectory accuracy. The geo-referenced output data of
the RILA system is usually corrected (shifted) using physical control points placed along the track (see
section 2.4) with known, ’ground-truth’ coordinates provided by end-users of the track data. Ground-
truth, in this case, is not necessarily objectively defined, but rather what the client or end-user of the
track data perceives/determines is ground-truth.

In absence of a reference trajectory, the best alternative for the quality analysis of a trajectory so-
lution is to use precision as an evaluation metric. The options and implications of evaluating the
trajectory accuracy on the precision only will be further discussed in this section.

3.3.1. Single Pass Accuracy
To provide insight into the quality of the integrated GNSS/IMU trajectory solution, Inertial Explorer
(IE) - the navigation software used for the trajectory processing of the RILA system - provides some
quality control output data. A variety of qualitative metrics defining the trajectory solution can be
plotted on the time axis. One of these metrics is the estimated position accuracy, of which an example
output of a 10-minute interval of the survey is given in Figure 3.7.

Figure 3.7: Example output of IE software: Estimated position accuracy plot (10-minute interval)

As one can observe from Figure 3.7, the estimated position accuracy consists of the estimated stan-
dard deviation of the trajectory solution in North, East and Height directions. There are two things
important to understand about the estimated position accuracy: (1) What metrics are used as input
for the estimated standard deviation and (2) what the implications are on the true (real-life) trajectory
accuracy.

1. Input parameters for the estimated standard deviation
According to the manual of the IE-software5, the estimated standard deviation is a ”summary” of a
number of measured trajectory quality metrics. The most important metrics are the satellite geometry
and the float/fixed status of the ’resolved’ integer carrier phase ambiguity. Furthermore, other quality
metrics - such as the separation between the forward- and backwards-processed trajectory solutions -
could impact the estimated standard deviation of the position error. However, qualitative information
on these metrics is not provided by the documentation of IE.

5https://novatel.com/support/waypoint-software/inertial-explorer

https://novatel.com/support/waypoint-software/inertial-explorer
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2. Implications of the estimated standard deviation
According to the IE manual:

”Please note that the estimated error plot contains no knowledge of any systematic error (such as
biased base station coordinates or incorrectly fixed integer ambiguities), and as such the values reported
are only (by definition) estimates.”

As quoted, there is no information on any systematic bias. Therefore, the estimated standard devi-
ation only provides an estimation of the precision of the trajectory solution and not the trueness. This
means that the magnitude of the values of the estimated STDev is not indicative of the true magnitude
of the standard deviation of the trajectory solution. A scaling factor can be applied to the estimated
STDev values to more closely represent the true magnitude of the errors, which can only be obtained
by comparing the navigation solution to a reference trajectory.

Therefore, the estimated standard deviation is a direct estimation of the precision of the trajectory
solution and does not say anything about the trueness.

3.3.2. Multi Pass Accuracy
A significant benefit to the way that the RILA survey is performed, is that the same track segment is
measured at least four times in the baseline survey. This means that, at any arbitrary point along the
trajectory, there should be four, individual measurements of the same track position. This repetitive-
ness of the dataset can be used to provide further insights into the accuracy of the trajectory estimate.

Using the multitude of measurements of the same track segment, an analysis of the spread of the
different trajectory solutions can be made. This analysis will yield a measure of the observed trajectory
precision. In absence of a reference trajectory or trueness, this observed trajectory precision is the best
alternative for evaluating a trajectory on its accuracy.

The observed trajectory precision is derived from multiple observations taken under different condi-
tions. As the passes of the RTSS over an arbitrary track segment happen at different times during
the day, the observed GNSS satellite constellation will also have a different geometry. Furthermore,
including measurements from runs taken in different driving directions may (partially) eliminate specific
GNSS outages resulting from environmental obstructions, such as railway underpasses. Given that the
number of runs used for the computation of the trajectory precision is sufficiently large with sufficient
variation, one could argue that the systematic error (bias) is reduced, and therefore the trueness is
relatively high.

In that case, the observed precision of a trajectory can be used as an accuracy metric. Therefore,
the accuracy of the estimated trajectory will increase with increasing observed trajectory precision, as
seen in Figure 3.6b.

3.3.3. Trajectory Similarity Metrics
To make a meaningful comparison between the different runs of the RTSS over the same track seg-
ment, a selection must be made on metrics to define trajectory precision. A paper by Tao et al. (2021)
presents an analysis of a variety of trajectory similarity measures. Most of the discussed measures, such
as the Lock-step Euclidean Distance (LSED), Dynamic Time Warping (DTW) and Discrete Fréchet
Distance (DFD) are discrete. This has the distinct disadvantage that it could potentially lead to prob-
lems when comparing trajectories with non-uniform sampling, which is the case in the RILA trajectories.

Although LSED (Vlachos et al. 2002), DTW (Berndt et al. 1994) and DFD (Eiter et al. 1994) are
widely used and extensively applied in trajectory comparison, there is another disadvantage to these
comparison metrics. All of these metrics provide a single-valued ’score’ for trajectory similarity. How-
ever, for the analysis in this report, it would be more relevant to obtain an insight into the (changing)
local similarity along the trajectory path. One such continuous metric is the Fréchet Distance (FD)
Tao et al. (2021). FD evaluates trajectories on the distance between the two curves on all points by
making use of interpolated trajectories. The disadvantage to an FD analysis is that only provides a
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comparison between two trajectories (Alt et al. 1995), making it less suitable for comparing three or
more. Therefore, for this research, two other continuous trajectory comparison metrics are used.

Standard Deviation of the Cross-Track Trajectory Spread
The first metric is the cross-track trajectory spread, defined by the standard deviation. Different to the
estimated standard deviation as an output of the IE software, the standard deviation of the measured
trajectories gives a direct metric for the cross-track spread of the trajectory solutions. A decrease in
this spread will therefore lead to an increase in the confidence level of the accuracy of the trajectory
solutions. This continuous metric will also allow for the identification of local changes in the trajectory
spread along the full track segment.

By definition, the interpolated trajectory epochs are in the same cross-track plane, a combination
of the standard deviations of the XECEF , YECEF and ZECEF coordinates computes the standard de-
viation of the cross-track spread. The standard deviation of the cross-track trajectory spread (σct) is
therefore computed using Equation 3.2.

σct =
√

σ2
XECEF

+ σ2
YECEF

+ σ2
ZECEF

(3.2)

Smallest Enclosing Circle Analysis
The second proposed continuous metric for evaluating the precision of the trajectory solutions, is to
perform a smallest enclosing circle analysis. The smallest circle problem aims to find the properties of
the smallest circle enclosing a given set of points in the Euclidean plane, as seen in Figure 3.8 (Sylvester
1857). For the trajectory accuracy metric, the Euclidean plane is defined as a vertical, cross-track plane
defined in the local navigation frame at an arbitrary point along the track.

Figure 3.8: Smallest enclosing circle of a given set of points in the Euclidean plane6

To compute the radius of the smallest circle, the smallestenclosingcircle.py7 python module is
used. The algorithm uses a set of 2D coordinates as input to describe the location of the points in the
Euclidean plane. For simplicity’s sake, these 2D coordinates will be referred to as the horizontal- (PEN )
and vertical (PU ) coordinates. However, the location of the RILA system is provided in 3D ECEF
coordinates. To account for the varying orientation of the 2D Euclidean plane along the trajectory, the
ECEF coordinates used to define the RILA trajectory need to be transformed to the local East-North-Up
(ENU) frame. To do so, Equation 3.3 is used (Sanz Subirana et al. 2011). E
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 =

 − sin λ cos λ 0
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 −
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 (3.3)

In Equation 3.3, φ and λ are the respective latitude and longitude of the origin of the ENU frame, defined
in ECEF by (xO, yO, zO). To define the origin of the ENU frame, the coordinate (see subsection on
trajectory interpolation) of the baseline run in the Euclidean plane is used. The coordinates of the other

6Source: http://www.algorithmic-solutions.info/leda_guide/geo_algs/extremal_circles.html
7https://pypi.org/project/smallestenclosingcircle/

http://www.algorithmic-solutions.info/leda_guide/geo_algs/extremal_circles.html
https://pypi.org/project/smallestenclosingcircle/
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points, defined by (xi, yi, zi) in the ECEF frame in Equation 3.3, are then transformed to the same ENU
frame as the baseline coordinate. In the local ENU-frame, the horizontal coordinate PEN is defined in
the East- and North plane, and the vertical coordinate PU is defined along the local Up-axis. Therefore,
the inputs required for the smallest circle algorithm (PEN , PU ) are defined using Equation 3.4.

PEN =
√

E2 + N2

PU = U
(3.4)

Finding the radius of the circle enclosing all trajectory solutions in this local, cross-track plane, gives
a measure of the distance between all trajectories. Different to the cross-track standard deviation, the
smallest circle radius does not give a statistical measure, but rather an absolute one. The smaller the
smallest-circle radius, the higher the trajectory precision and the more accurate the trajectory solution.

3.3.4. Trajectory Interpolation
The trajectory output (both quality control and coordinates) is provided on a time-based output. As
the velocity of the RTSS along a certain trajectory and the starting time is arbitrary, the different
trajectory solutions will have an unequal sampling rate when comparing trajectories at a distance along
the trajectory. Therefore, to be able to perform the cross-track standard deviation and smallest circle
analyses on a continuous basis, interpolation is needed. The interpolation of the trajectory solution
could introduce errors to the calculation of the trajectory precision. To quantify this potential error, a
case study is performed to quantify the largest interpolation error that could occur.

As the trajectory is evaluated on the cross-track spread, when interpolating linearly, the largest in-
terpolation error would occur in a tight curve. An (exaggerated) example of such a curve between
points Pi and Pi+1 is presented in Figure 3.9. In this figure, point A is the point at which the coor-
dinates of the arc segment Pi − Pi+1 need to be determined by interpolation, point A′ is the linearly
interpolated point of which the coordinates are actually retrieved and h is the interpolation error.

Figure 3.9: Maximum error introduced by linear interpolation along an arbitrary arc segment

The interpolation error A − A′ is largest when point A is exactly halfway on arc-segment Pi − Pi+1,
where A − A′ = h. Furthermore, the interpolation error is dependent on the radius of the curve R and
the length of the arc-segment Pi − Pi+1. Using the relations from Equation 3.5, the maximum (linear)
interpolation error h can be determined (Harris et al. 1998).

θ = Pi − Pi+1

R

r = R cos
(

1
2

θ

)
h = R − r

(3.5)

According to the (Dutch) main railway infrastructure regulations, the minimum radius of a railway
track curve must be 190 [m] for trains travelling less than 40 [km/h] and at least 400 [m] for trans
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travelling at speeds higher than 40 [km/h] (VWS 2005). With this information, the interpolation error
at the tightest curve radius (R = 190 [m]) at maximum speed (v = 11.11 [m/s]) can be computed.
Provided that the Inertial Explorer software provides position outputs at every 0.5-second interval, the
arc-segment Pi − Pi+1 is 5.56 [m]. The computed absolute maximum cross-track interpolation error h
is therefore, using the relations from Equation 3.5, 2.03 [cm].

It is likely that the interpolation error could be reduced when using other forms of interpolation such as
polynomial- or cubic-spline interpolation (Brus et al. 1996). However, linear interpolation was specifi-
cally selected as this stage of the research for ease of implementation in the complex datasets provided
by Fugro.

3.3.5. Conclusion on Trajectory Accuracy Metrics
To provide a comparison for the accuracy of the processed, integrated trajectory solution, two main
quality metrics have been selected. First of all the cross-track trajectory spread, defined by the observed
standard deviation and second, the radius of the smallest (enclosing) circle of the navigation solutions.
However, with these quality metrics, there are a few considerations to keep in mind.

• Precision vs Trueness: In absence of a ground-truth trajectory, both the selected trajectory quality
metrics are a measure of the precision of the trajectory solution, rather than the trueness. However,
when the dataset consists of a sufficient number of samples of the same track segment, sampled
at different time intervals during a day, it can be assumed that systematic errors in the dataset
are limited, leading to relatively high trueness. With this assumption, the trajectory precision is
a measure of the accuracy of the integrated GNSS/IMU trajectory solution. Therefore, increasing
the precision of the trajectory solution will increase the trajectory accuracy. However, it must be
kept in mind that no relation to the true position of the tracks (reference trajectory) is available
to validate the measure of accuracy.

• Interpolation Error: As the trajectory precision is a continuous measure of the cross-track trajec-
tory spread, comparing multiple trajectories with unequal sampling rate, interpolation is needed.
Linear interpolation of a trajectory will yield a maximum cross-track interpolation error at the
minimum railway curve radius (R = 190 [m]) at maximum allowed velocity (v = 40 [km/h]). This
maximum (linear) interpolation error is c. 2 [cm]. Therefore, when evaluating the trajectories on
the precision, especially in curves, this interpolation error must be kept in mind.

3.4. Trajectory Research Methodology
In order to formulate an answer to the main research question posed in section 2.6, a research method-
ology or framework has been devised. This research framework aims to find a correlation between the
Quality Control (QC) metrics for the processed trajectory provided by the Inertial Explorer software,
and the observed trajectory accuracy metrics (cross-track trajectory spread and smallest enclosing cir-
cle). When a correlation can be identified, it can be used to develop a targeted error mitigation strategy
in order to improve the accuracy of the integrated trajectory solution. First of all, an overview of the
Inertial Explorer Quality Control (QC) metrics is provided.

Inertial Explorer Quality Control Metrics
The trajectory QC metrics of the individual runs form, together with the cross-track trajectory spread,
the basis for the hypothesis and execution of the accuracy improvement strategies. Therefore, it is
important to select meaningful QC variables from the vast array of trajectory metrics available in the
trajectory processing software. Apart from the QC metrics selected in this report, the correlation of
many others with the cross-track trajectory spread could be investigated in the search for accuracy
gains. As a starting point, three metrics are selected:
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1. Estimated Standard Deviation (Est. STD)
As explained in section 3.3, the estimated standard deviation is a summary of a number of measured
trajectory quality metrics. It, therefore, provides an indication of the expected trajectory accuracy but
does not in itself provide an absolute measure of the accuracy. However, in a comparative analysis
where the estimated trajectory is benchmarked against the values for other runs, it does provide insight
into the relative accuracy. In other words, if the estimated standard deviation of a run is high compared
to the other runs at the same track segment, it can be expected that the accuracy of the trajectory
solution of that run is lower.

2. Position Dilution Of Precision (PDOP)
The Position Dilution Of Precision (PDOP) is a measure of the satellite geometry and is a mapping of
an observations’ measurement error (Langley et al. 1999). If the geometry is bad - i.e. the observed
GNSS satellites are all located close to each other - the PDOP value is high and the measurement error is
multiplied with a large value, as seen in Figure 3.10. The measurement error or User Equivalent Range
Error (UERE) is the error in the psuedo-range measurement between the GNSS satellite and receiver
(Chen et al. 2002). This measurement error is multiplied by a Dilution Of Precision factor in order to
determine the true positioning error (Langley et al. 2017). The PDOP represents the 3-Dimensional
dilution of precision, relevant as the RTSS trajectory needs to be accurate in 3 dimensions.

Figure 3.10: Concept of dilution of precision in a situation with good satellite geometry (low PDOP) and bad satellite
geometry (high PDOP) for a simplified satellite constellation consisting of two satellites (Dutt et al. 2009)

In order to assess what can be considered acceptable PDOP values for high-accuracy trajectory pro-
cessing applications, literature is consulted. Where some studies implement a very strict, limited 3-tier
(Acosta et al. 2012) (PDOP > 3 = poor), many incorporate the same qualitative classifications with
slight variations (Dutt et al. 2009), (Kaya et al. 2005). Research by Isik et al. (2020) aims to classify
the DOP parameters under conditions most similar to the research performed in this report. Hence,
their qualitative classification is selected (see Table 3.2).

Table 3.2: Qualitative PDOP classification (Isik et al. 2020)

Tier PDOP Value Qualitative Rating
1 <1 Ideal
2 1-2 Excellent
3 2-5 Good
4 5-10 Moderate
5 10-20 Fair
6 >20 Poor

3. Number of Satellites used in the trajectory solution (NS)
As the name suggests, the number of satellites used in the trajectory solution (NS) represents the
number of GNSS observations that are used in the GNSS position update of the integrated GNSS/IMU
trajectory estimate. This is an important note, as NS does not represent the number of actual GNSS
observations. GNSS observations rejected by the receiver or the trajectory processing software are
therefore not included in this number. As the research aims to improve the trajectory solution at points
where the GNSS signal is reduced, NS is an important metric for GNSS environment classification and
detection.
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Research Framework
With the QC metrics defined, the next step is to find a correlation with the quality metrics discussed in
section 3.3 quantifying the observed trajectory accuracy. To do so, first of all, a track segment needs to
be identified where a distinct ’peak’ is observed in the accuracy metrics, indicating a decreased accuracy
of the integrated trajectory solution. Although this ’peak’ is not unambiguously defined, it should be a
short interval where the trajectory accuracy metrics are significantly higher than the observed nominal
values of the metrics. After such a track segment has been identified, the research framework consists
of three distinct steps:

1. Find a correlation between the trajectory QC metrics and trajectory segments with low accuracy
When a track segment with an increased cross-track trajectory spread is identified, the next step
is to find a correlation between the cross-track trajectory spread increase and the observed QC
metrics of the trajectory solution. This allows for the identification of an error source that is the
potential cause of the decreased trajectory accuracy. With an identified correlation between a
certain QC metric and the decreased trajectory accuracy, a hypothesis can be formed to mitigate
the error source’s effects on trajectory accuracy. It is valuable to form a hypothesis based on
deviating (unfavourable) QC metrics observed for a single run, as this allows for isolation of the
problem. In other words, in the first instance, it would be valuable to find a correlation between
the observed QC metrics for a single run, indicating decreased accuracy of the trajectory solution,
and the observed increased cross-track trajectory spread.

2. Apply trajectory error mitigation strategies
Once a potential GNSS error source in one of the runs has been identified, error mitigation
strategies can be applied. These error mitigation strategies can be the inactivation of certain
GNSS measurements (at epochs, of constellations or of individual satellites) or updating selected
values for the trajectory processing thresholds. By reprocessing the trajectory of only one of the
runs with the updated settings, the effects on the observed cross-track trajectory spread can be
analysed.

3. (Re-)analyse the trajectory accuracy after application of error mitigation strategies
Once the trajectory of a run has been reprocessed using the updated settings, the trajectory
accuracy metrics will be recomputed. This allows for one-on-one comparison of the observed
trajectory with the original, and the reprocessed run. If the accuracy metrics show a decrease in
standard deviation and radius of the smallest enclosing circle, the reprocessed trajectory is more
accurate than the original, under the assumptions that are implicit in the accuracy metrics.

A more elaborate description of the algorithm developed for the research framework, together with
flowcharts, data sources, settings and verification can be found in Appendix C.
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4
Results: Case Study Trajectory

Analysis

In this chapter, an accuracy analysis will be performed on a case study track segment within the survey
scope MLG1-2_0-39. First of all, in section 4.1, a track segment for the case study is identified and a
situational overview is presented. Next, in section 4.2, the observations of the quality metrics at the
track segment are summarized and a hypothesis is formed. In section 4.3, the analysis performed on the
case study is further explained followed by an elaboration on the validation cases in section 4.4. The
results of the case study are presented in section 4.5 followed by the conclusions in section 4.6.

4.1. Track Segment Identification for Research
With the research methodology and the data analysis algorithm established, it is important to find a
suitable track segment for the research. Track segments are surveyed according to a surveying scope
defined by the end-user of the data. Such a survey scope is usually designated with a code like AAA1_2-3.
In this code ’AAA’ represents a three-letter code representing the location at which the scope starts,
’1’ indicates the survey number, and ’2’ and ’3’ represent the start and end mileage (in local units).
Together with Fugro, a list of requirements has been established in order to find a suitable survey scope
for the analysis:

• The survey scope needs to include varying levels of GNSS signal availability along the trajectory.
This allows for the comparison of trajectory accuracy between environments and for isolation of
an environment with ’reduced GNSS signal access’, as required by the research question.

• The observations at the survey scope need to have been acquired by the RILA04 measurement
unit as this unit is one of the newer and more accurate models. It also contains a very accurate
IMAR IMU system1 with accessible processing software

• The survey scope needs to be mostly single-track as this generally increases the number of runs
over the same railway track and therefore the sample size of the dataset.

• The survey scope needs to have a sufficient number of measurement runs to make a meaningful
analysis of the cross-track trajectory spread (see section 3.3). In general, the larger the sample
size (number of runs over a track segment), the better.

4.1.1. Research Scope Selection
With the requirements in mind, survey scope MLG1-2_0-39 has been selected as the research dataset.
As can be seen in Figure 4.1, MLG1-2_0-39 is situated in the northeast of Scotland, the ’highlands’.
Furthermore, data has been acquired by means of six measurement runs over the entire scope by the
RILA04 measurement unit.

1https://www.imar-navigation.de/en/

27
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Figure 4.1: Overview of survey scope MLG1-2_0-39

The scope is nearly fully single-track (apart from railway stations etc.) and is, by nature of the high-
lands’ coastline, very twisty including many railway underpasses and has high canyons along the track.
Furthermore, dense vegetation can be found along the track that can cause a potential GNSS signal
obstruction. Therefore, all the GNSS environments as established in section 2.3 are present and, accord-
ing to Fugro, data engineers encountered many inaccurate GNSS/IMU trajectory segments along the
selected survey scope (needing manual adjustment). Finally, the survey scope is situated in a ’middle
latitude’ region, which should allow for accurate GNSS positioning under ideal conditions using only
the GPS and GLONASS constellations (same constellations as used by RILA04) (Zheng et al. 2022).
This makes scope MLG1-2_0-39 a good starting point for the analysis of the trajectory accuracy. An
overview of the available measurement runs, together with their direction, is presented in Table 4.1.

Table 4.1: Runs in survey scope MLG1-2_0-39

Runs in Forward Direction Runs in Backward Direction
15_run1 2021-11-15_run2
15_run3 2021-11-15_run4
16_run1 2021-11-16_run2

Note on MLG1-2_0-39 Railhead Detection & Case Study Analysis
Upon conducting the research (see chapter 4), it was discovered that the Railhead Detection
for this track segment was unreliable resulting in inaccurate track centre line computations.
This can be caused by many circumstances such as wet tracks, broken railstripers or inaccurate
system calibration. The unreliable TCL trajectories made it impossible to compare the
trajectories of the track centre lines of the different runs. Hence, the decision was made to
compare the integrated GNSS/IMU trajectories provided in the output of Inertial Explorer.

As the train with the RTSS runs on fixed tracks, apart from small variances resulting
from the train suspension, the cross-track position variation of the RTSS across the different
passes is very limited. when the RILA system is mounted on the same train, in the same
orientation. Therefore, the case study analysis is performed on runs in the same direction
(15_run1, 15_run3 and 16_run1.)

An assumption is made, based on literature on train suspension (Fu et al. 2020), that
the variance in the position of the RILA body w.r.t. the TCL, caused by the train suspension,
is in the order of 1 [cm] in cross-track direction. Therefore, in the analysis of the trajectory
accuracy, this (potential) error needs to be accounted for.
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Case Study Requirements
The selected surveying scope is c.652 [km] long and therefore too long in order to make a qualitative
analysis of the trajectory accuracy along the entire track. Therefore, a case study analysis will be
performed on a subset (or track segment) of the selected scope. For the selection of a case study track
segment, again, a couple of requirements have been constructed:

• The scale, or length of the case study track segment shall be small enough to analyse local changes
in the trajectory accuracy and QC metrics. The scale must also be large enough to put these local
changes into perspective of the trajectory trends. A case study track segment with a 500 [m] to
3 [km] length is considered suitable.

• As the research aims to improve the trajectory solution where the GNSS signal access is reduced,
there must be satellite observations used in the trajectory solution (Environment 2, chapter 2).

• The case study track segment is not allowed to include a segment where the velocity of the system
is 0. A ’standstill’ of the system provides, by nature, very irregular and relatively inaccurate
position updates for the interval that the system is stationary. These standstill effects are only
partly removed when in the conversion from the time-based to mileage-based representation.

4.1.2. Case Study Track Segment Selection
When looking at the quality metrics along the railway track from survey MLG1-2_0-39, a significant in-
crease in the cross-track trajectory spread can be observed between kilometre 55 and 56. This trajectory
accuracy decrease, defined by a short interval where the trajectory accuracy metrics are significantly
higher than the observed nominal values (section 3.4), is highlighted in red in Figure 4.2a. This leads
to a critical question: What is the cause of the increase in the cross-track trajectory spread between
kilometre 55 and 56 of the research track segment?

(a) Standard deviation of the cross-track trajectory spread for
case study track-segment

(b) Number of satellites used in trajectory solution and
velocity for the SBET case study track segment

Figure 4.2: Case study initial observations

A potential cause for the decrease in trajectory accuracy would be the loss of satellite signals. From
Figure 4.2b, where the number of satellites used in the trajectory solution (NS) (exported from Inertial
Explorer) is plotted, this is proven not to be the case. The number of satellites used in the trajectory
solution is approximately 8 to 10 between kilometres 55 and 56. Generally, with good satellite geometry,
this can be considered a healthy number of satellites for a good GNSS position estimate (Maciuk 2015).
Furthermore, from the velocity profile in Figure 4.2b, the system is also it can be observed that the
system has a sufficiently high velocity (> 10 [m/s]) to avoid being impacted by ’standstill’ effects.

From the above, it can be concluded that the increase in the cross-track trajectory spread is caused by
something other than loss of satellite signal or standstill effects. Furthermore, the track segment con-
forms to the requirements for the case study track segment discussed in subsection 4.1.1. Therefore, the
track segment between kilometres 55 and 56 is suitable for the case study analysis. The track segment

239 miles
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Figure 4.3: Satellite image of the case study track-segment, indicated by the purple dots (km 53 to km 56.3). The
measurement system moves, in forward direction, from left to right

between kilometres 53 and 56.3 is situated close and parallel to a riverbank. A satellite image with
the track segment indicated by purple dots can be found in Figure 4.3. Along the track segment, open
areas, good for GNSS reception, are alternated with dense vegetation such as trees and semi-forested
areas limiting the ’sky view’3(Hussain et al. 2020). This is in accordance with Environment 2 identified
in chapter 2.

4.2. Observations & Hypothesis
From section 4.1, it was concluded that, in first instance, there was no obvious cause for the observed
increase in the cross-track trajectory spread. Therefore the question remains: What is the cause of the
increase in the cross-track trajectory spread, given that NS is sufficient for adequate GNSS positioning
and there are no ’standstill’ effects? To find a solution to this question, the QC metrics for the individual
runs are plotted in Figure 4.4 as discussed in section 3.4.

Figure 4.4: Quality Control metrics (IE output) for the SBET case study track segment, with the area at which the
cross-track trajectory spread spike is observed highlighted in red

In Figure 4.4, the track segment at which the increased cross-track trajectory spread is observed is
highlighted in red. A couple of important observations can be made when observing the QC metrics of
the case study track segment at the highlighted trajectory interval. First of all, the number of satellites
used in the trajectory solution (NS) is approximately the same for all runs included in the analysis. This
therefore, by itself, cannot be the cause for the increase in the cross-track trajectory spread observed.

3Amount of sky that can be observed - spherical area at which GNSS signals can be observed
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To better analyse the effect of obstructions along the track, one can look at a subset of the trajec-
tory QC-metrics when the system travels from a more open, to a more enclosed track segment. A
detailed view of the case study track segment, indicated by the white box, is presented in Figure 4.5.

Figure 4.5: Quality metrics with corresponding location on the map, RTSS moving from ’open area’ into ’vegetated area’.
Train direction is from left to right.

In line with expectations, when looking at Figure 4.5, it can be observed that NS decreases when mov-
ing onto a track segment surrounded by more vegetation. When the RTSS moves from a relatively
open area (green), further into the vegetated area (red), for all runs, some satellites are lost and the
PDOP increases. However, it can be observed that the PDOP values of 15_run3 increase about twice
as much as the PDOP values for 15_run1 and 16_run1. Where, the PDOP values of runs 15_run1
and 16_run1 show an increase of approximately ∆PDOP ≈ 1.3, from 1.8 to 3.1, 15_run3 shows an
increase of approximately ∆PDOP ≈ 3.4, from 1.8 to 5.4. From Figure 4.4, it is observed that the
increased PDOP values of 15_run3 compared to the other runs are consistent along the track segment
highlighted in red.

In Figure 4.4, it can also be seen that the Estimated Standard Deviation values of 15_run3 are signifi-
cantly higher (c 30%) than that of the other runs. According to the Inertial Explorer Manual4: ”spikes
in DOP caused by loss of satellite signals are typically correlated with spikes in estimated position ac-
curacy”. The increase of the PDOP metric as a result of the loss of 2 satellite observations (NS) is
therefore the likely cause of the increase in the estimated standard deviation for run 15_run3.

As explained in section 3.4, GNSS positioning solution with a higher PDOP has, by definition, a
lower accuracy. Because of the PDOP increase in all runs going from the green to the red epoch in
Figure 4.5, it can be expected that the cross-track trajectory spread increases. However, the PDOP
increase in runs 15_run1 and 16_run1 is only marginal compared to 15_run3. This leads to think that
the GNSS position updates with increased PDOP values observed for 15_run3, could have a profound
effect on the increase of the cross-track trajectory spread (Figure 4.2a). A good method to check the
effect of the GNSS position updates on the trajectory solution, is to inactivate the raw measurements
and reprocess the trajectory. If the trajectory spread where to decrease after the inactivation of the
GNSS position updates with high PDOP of 15_run3, one could state that the GNSS position updates
lead to decreased accuracy of the integrated trajectory solution. This leads to the following hypothesis:

Hypothesis
By removing the GNSS observations for 15_run3 at the case study track segment, therefore
forcing the processing software to rely on IMU measurements for the position updates, the
cross-track trajectory spread can be decreased.

4page 113 on: Estimated Standard Deviation
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4.3. Analysis
In order to test the hypothesis, the GNSS observations are inactivated for the trajectory segment where
the high PDOP values for 15_run3 are observed. It is decided not to include the (bordering) GNSS
epochs where the NS= 0 at kilometres 54.72 and 54.86. The complete loss of satellite signals might have
a different cause and is therefore better to remove from this analysis. Furthermore, the GNSS epochs
are inactivated up to the point where the PDOP values for 15_run3 are excellent (PDOP < 2). In
Table 4.2, the alterations to the raw GNSS observations used for re-processing 1 (RP1) of the trajectory
solution in IE are presented.

Table 4.2: RP1: GNSS epoch inactivation for the reprocessing of the trajectory of the case study

Run Metric Unit Start End Delta

15_run3 GNSS Time s 126950 127018 69
Kilometre along axis km 54.95 56.28 1.33

Figure 4.6: Quality Control metrics (IE output) for the SBET case study track segment, including the QC-metrics of the
reprocessed trajectory solution (red) and the interval at which the raw GNSS epochs are adjusted highlighted in grey

The effect of the reprocessed trajectory solution on the quality metrics can be found in Figure 4.6,
where the reprocessed trajectory, RP1_15_run3, is presented in red. The interval where the raw GNSS
data is modified is highlighted in grey. From Figure 4.6, a few observations can be made. First of
all, obviously, the NS (and PDOP) statistic goes to 0 for RP1_15_run3. This forces the IE software
to rely on IMU-derived position updates for the reprocessed trajectory in the grey interval. As the
position error of these IMU position updates is cumulative over time, so is its effect on the accuracy
of the trajectory solution. This effect can be observed as the increase in the estimated position error
in Figure 4.6. As the trajectory solution is forwards- and backwards-processed, it is expected that the
peak of the increase in the estimated position error can be found approximately halfway through the
modified trajectory interval.
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4.4. Validation
To check if potential results obtained in the case study analysis can be reproduced, a validation strat-
egy is constructed. In order for the results to be considered validated, similar levels of accuracy gains,
indicated by decreased cross-track trajectory spread, must be able to be obtained when GNSS position
updates with high PDOP values are inactivated. Furthermore, similar results must be achieved when
high PDOP GNSS position updates are observed and inactivated for different runs than 15_run3. Fi-
nally, an increased accuracy should be realised when high PDOP GNSS position updates are inactivated
for multiple runs at the same time. The validation requirements only apply to track segments compliant
with the case study track segment requirements (sufficient NS, no standstill). Three Validation Cases
(VC), along different track segments of the survey MLG1-2_0-39, have been developed.

VC1: High PDOP, 1 run inactivated
In validation case 1, along a 1.2-kilometre tack segment between km 59.6 and 60.8, multiple intervals
are observed where the PDOP values are significantly higher than the other runs. Similar to the case
study analysis, the run for which this is observed is 15_run3. However, for the validation case, the
intervals are shorter and more widely spread along the track segment. Therefore, GNSS positioning
updates have been inactivated for three distinct intervals, presented in Table 4.3.

Table 4.3: VC1: GNSS epoch inactivation for the reprocessing of the trajectory of the validation case

Interval Run Metric Unit Start End Delta

1 15_run3 GNSS Time s 127382 127399 17
Kilometre along axis km 59.80 60.11 0.31

2 15_run3 GNSS Time s 127414 127418 4
Kilometre along axis km 60.35 60.40 0.05

3 15_run3 GNSS Time s 127435 127453 18
Kilometre along axis km 60.60 60.74 0.14

VC2: High PDOP, 2 runs inactivated
In the second validation case, a situation is identified where two runs have significantly higher PDOP
values compared to the other run in the analysis. Reprocessing the trajectories of two runs at the same
location leaves only one run in the original position. This could lead to an increased, or reduced effect in
the change of the cross-track trajectory spread. A short, c. 70 [m] interval is identified for this analysis
at kilometre 40.8. The GNSS inactivation settings are presented in Table 4.4.

Table 4.4: VC2: GNSS epoch inactivation for the reprocessing of the trajectory of the validation case

Run Metric Unit Start End Delta

15_run1 GNSS Time s 111316 111320 4
Kilometre along axis km 40.78 40.83 0.31

16_run1 GNSS Time s 197668 197675 7
Kilometre along axis km 40.77 40.86 0.05

VC3: High PDOP around zero NS
In the analysis performed on the case study, it has been explicitly decided not to include the GNSS
epochs at and surrounding a track segment where the NS statistic. This is because there is no use
inactivating the GNSS position updates where NS is already zero. However, at the epochs surrounding
the interval with NS= 0, high PDOP values are observed with NS> 0. In the case study, these
epochs have also been omitted as the effect of these very short high PDOP intervals on the cross-track
trajectory spread was expected to be limited. In order to confirm if that expectation was correct, the
third validation case identifies a track segment where this situation occurs. Along the track segment at
20.5 to 23.5 [km], there are three instances where NS= 0. After the GNSS signals are re-acquired, for
a few epochs, the PDOP values for 15_run3 are significantly higher. This can be seen in Figure 4.7.
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Figure 4.7: VC3: QC metrics and cross-track trajectory spread along the track segment

However, as can be seen from the standard deviation of the cross-track trajectory spread, also plotted
in Figure 4.7, no significant spike can be observed in the trajectory accuracy metric. Therefore, it can
be concluded that the spikes in PDOP values before and after short intervals with NS= 0 do not have
a deteriorating effect cross-track trajectory spread and therefore on the trajectory accuracy. This in
turn, confirms the expectation made in the case study analysis and proves that GNSS epochs with high
PDOP ’spikes’ surrounding short NS= 0 intervals can be ignored. It is likely that the Inertial Explorer
is able to mitigate the effects of the short PDOP spikes on the integrated trajectory solution.

4.5. Results
4.5.1. Case Study Results
Recomputing the trajectory accuracy metrics for the case study trajectory using the reprocessed tra-
jectory RP1_15_run3, allows for an analysis of the impact on the cross-track trajectory spread. The
results for the standard deviation and smallest circle analysis are presented in Figure 4.8. First of all, a

(a) RP1: cross-track standard deviation analysis (b) RP1: smallest circle analysis

Figure 4.8: RP1: results on the trajectory accuracy metrics of the reprocessed trajectory solution
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decrease of approximately 50% can be observed in the standard deviation of the cross-track trajectory
spread and the radius of the smallest enclosing circle at the reprocessed trajectory interval. When
comparing the (ECEF) coordinates of the original and reprocessed trajectories of run3 at the peak of
the cross-track trajectory spread (GNSSTime = 126973 [s]), the total, absolute position change can be
computed. This results are presented in Table 4.5.

Table 4.5: Comparison of (re)processed trajectory coordinates for 15_run3 at GNSS epoch 126976 [s]

Value Unit 15_run3 RP1_15_run3 Delta (abs)
X (ECEF) m 3481064.570 3481064.664 0.094
Y (ECEF) m -317512.082 -317512.100 0.018
Z (ECEF) m 5317167.609 5317167.682 0.073

Position Change m 0.120

The magnitude of the absolute position shift, 12.04 [cm], is an order of magnitude larger than the max-
imum linear interpolation error (2 [cm], section 3.3) that could have been introduced in the trajectory
accuracy analysis. Furthermore, the position change is an order of magnitude larger than the potential
error introduced by the variance in the random position of the measurement system w.r.t. the track
centre line, as a result of train suspension movement (1 [cm], section 3.4). This excludes the possibility
that the increase in trajectory accuracy is caused by the introduced linear interpolation error or random
variations in the position of the RTSS w.r.t. the railway track.

A second important observation from Figure 4.8, is that the trajectory accuracy computed using the
reprocessed trajectory is also affected outside of the modified GNSS interval. As the SBET trajectory
solutions are used in the comparison, it is likely that the LC IMU measurement integration also im-
pacts the position of the trajectory outside of the modified GNSS interval. To analyse if this is true, the
cross-track trajectory spread using the original and reprocessed trajectory for the GNSS-only trajectory
solution are plotted in Figure 4.9.

Figure 4.9: RP1: cross-track standard deviation of the GNSS-only trajectory solution

From Figure 4.9, the difference in the GNSS-only cross-track trajectory spread including 15_run3
or RP1_15_run3 along the inactivated GNSS positioning update interval is clear. Furthermore, with
differences in standard deviation in the 10 [cm] range, the accuracy increase can be attributed to the
different positions of the reprocessed trajectory. From this, it can also be concluded that the error
of the GNSS only trajectory solution, therefore the high PDOP GNSS position updates, is in the
order of 10 [cm]. Outside of the inactivated GNSS interval, there are also differences in the standard
deviation of the cross-track trajectory spread to be observed. These differences are mostly in the 2 [cm]
range, similar to the order of magnitude of the linear interpolation error, 2 [cm] (see section 3.3). The
discrepancies between the original and reprocessed accuracy metrics in Figure 4.9, are therefore likely
caused by linear interpolation errors. Therefore, it can be assumed that the difference in trajectory
accuracy metrics of the original and reprocessed integrated GNSS/IMU trajectory solutions observed
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outside of the modified GNSS interval (Figure 4.8), is caused by the integration of GNSS and IMU
measurements. This proves that epochs with high PDOP values have a more widespread negative effect
on trajectory accuracy than just the interval at which they are observed.

4.5.2. VC 1: High PDOP, 1 run inactivated - Results
The results of reprocessing the trajectory using the manipulated raw GNSS observations input file on
the trajectory accuracy metrics are presented in Figure 4.10. For context on the validation case, such
as SBET QC metrics and a situational overview, please refer to Appendix D. Due to the inactivation
of the GNSS epochs with high PDOP values, a significant decrease in both the standard deviation
cross-track trajectory spread as the smallest circle radius can be observed in the metrics using the
reprocessed trajectory solution (Figure 4.10). The increase in the trajectory accuracy metrics in the
original analysis is nearly completely eliminated in the accuracy metrics for the reprocessed trajectory.

(a) VC1: cross-track standard deviation analysis (b) VC1: smallest circle analysis

Figure 4.10: VC1: results on the trajectory accuracy metrics of the reprocessed trajectory solution for the validation case

4.5.3. VC 2: High PDOP, 2 runs inactivated - Results
The results of reprocessing the trajectory using the manipulated raw GNSS observations input file on
the trajectory accuracy metrics are presented in Figure 4.11. Although an improvement in trajectory
accuracy can be observed from Figure 4.11, it is significantly smaller than the accuracy gains observed
in the case study and VC1. Two potential causes for this observation have been identified. First of

(a) VC2: cross-track standard deviation analysis (b) VC2: smallest circle analysis

Figure 4.11: VC2: results on the trajectory accuracy metrics of the reprocessed trajectory solution for the validation case

all, as the trajectories of two runs are reprocessed, two trajectories have different locations. Therefore,
as indicated in section 4.4, the effect on the cross-track trajectory spread might not be as profound as
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when the trajectory of one run is reprocessed. A more likely explanation is the short duration of the
GNSS interval at which the GNSS observations are inactivated. This is significantly shorter than for
the case study and VC1. Therefore, the negative effect of the GNSS position updates with high PDOP
values are likely limited compared to situations where longer high-PDOP intervals are observed.

4.6. Conclusions
Inactivating GNSS epochs of a run with significantly higher PDOP values compared to other runs at the
same location does decrease the absolute cross-track trajectory spread of the SBET trajectory solutions.
Forcing the trajectory processing software to rely on IMU measurements provides, provided that the
inactivated interval is not too long, a more accurate trajectory compared to a trajectory with GNSS
position updates with high PDOP values. High PDOP values are defined as PDOP> 5, or moderate
according to Table 3.2. This confirms the hypothesis posed in section 4.2. Furthermore:

• Accuracy (trajectory precision) gains of up to 50% can be obtained along track segments where
sustained periods of high PDOP (> 5) values are observed.

• The accuracy gain is significantly higher than the accuracy error that can be expected from the
interpolation error and random position variation of the measurement system w.r.t. the track.

• The negative effect of GNSS position updates with high PDOP (> 5) values on the trajectory
accuracy is noticeable in the integrated SBET trajectory estimate outside of the GNSS interval
at which the high PDOP (> 5) values are observed.

• Short spikes (1 − 2 [s]) in PDOP values after a complete signal loss do not cause a significant
increase in the cross-track trajectory spread and are likely handled well by Inertial Explorer.

From the conclusions of the case study analysis, it is likely that the amount of accuracy gain is de-
pendent on the length of the interval at which the original trajectory is affected by high PDOP GNSS
epochs. This would make sense as it can be expected that the impact of a short interval of inaccu-
rate GNSS position updates on the trajectory solution is less than that of a long interval. It must be
noted that the conclusions constitute no direct proof of improvement of the accuracy of the trajectory
solution, but rather of improvement of the trajectory precision. However, under the assumption that
the measurements of the individual runs are unbiased, it does provide proof that the accuracy of the
trajectory solution has increased. In the absence of a ground-truth trajectory, trajectory precision is the
best alternative for a measure of trajectory accuracy. However, as indicated by the note in section 4.1,
the analysis was intended to performed on the TCL trajectory and a larger dataset (6 runs). Increasing
the sample size (number of runs), increases the confidence that can be put in the conclusions found in
this report as a larger sample size limits the effect of systematic errors in the individual runs.

However, following the case study performed in section 4.3, there are a few questions that remain.
Understanding and answering these questions would provide a better insight into the problem, its root
causes and its implications. Up until now, it is not clear exactly why the PDOP values of 15_run3 are
approximately twice as high as the other runs. Hence, the first question:

Q1 Why are the PDOP values of 15_run3 so much higher than runs 15_run1 and 16_run1, when
they all use a similar number of satellites for the GNSS position update?

In the case study analysis, trajectory accuracy improvement has been established when deactivating
the GNSS position updates for only one of the runs. It is important to further investigate if similar
accuracy gains can be achieved for all runs and a larger dataset. Furthermore, it might be worth
exploring the possibilities of processing with PDOP thresholds, above which the GNSS position updates
are inactivated. Hence, questions 2 and 3:

Q2 Does the current 3-run dataset have a sufficiently large sample size and can comparable accuracy
gains to the case study be obtained, when the sample size of runs is increased?

Q3 What is the effect on the accuracy of the trajectory solution of processing the entire trajectory
solution using strict constraints for the PDOP thresholds?

In the following chapters, chapter 5 and chapter 6, the questions will be extensively discussed along with
methods to find relevant answers. Furthermore, results of the research performed will be presented.
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5
Results: Position Dilution of Precision

Scrutinization

One of the questions that remained after the case study performed in chapter 4, is what could have
caused the significant increase in PDOP values for one of the runs compared to the other. More
specifically, what explains the increased PDOP values of 15_run3 (PDOP ≈ 5.4) compared to runs
15_run1 and 16_run1 (PDOP ≈ 3.2), given the fact that the observations are made at the same
distance along the track, using a similar number of satellite observations. In order to answer that
question, the PDOP values of the different runs at the same railway track location will be analysed.
This railway track location will be designated as the critical epoch. The critical epoch, defined by the
red vertical line in Figure 4.5, is the first epoch in the case study track segment where the PDOP values
for all runs increase, and for 15_run3 are found to be significantly higher than the other runs in the
analysis. In Table 5.1, an overview of the quality statistics is given for the critical epochs of all runs.

Table 5.1: Trajectory statistics at the critical epoch of the runs in MLG1-2_0-39 (∆PDOP = PDOPi - PDOPi−1)

Critical Epoch Value Unit 15_run1 15_run3 16_run1

GPSTime s 112014 126953 198371
Mileage km 55.03 55.02 55.03
∆PDOP at epoch - 1.44 3.52 1.58
NS 8 9 8

Where normally, the PDOP is directly computed from the observed satellite geometry, it could be the
case that the derivation of the PDOP in Inertial Explorer is not as direct. As Inertial Explorer performs
many edits, weighting algorithms and smoothing to the dataset, potentially, the PDOP is computed
using a more complex algorithm. For example, from Table 5.1, it would be expected that the satellite
with the highest NS, has the lowest PDOP. However, this is not the case. In this chapter, four theories
that could provide a potential explanation for the PDOP increase of 15_run3 will be explored. First of
all, the time of data acquisition of the RILA system is analysed in section 5.1. Secondly, the skyplots of
the raw GNSS observations at the critical epochs will be analysed in section 5.2, followed by a manual
(re)computation of the PDOP values in section 5.3. In section 5.4, a thorough analysis of the precise
GNSS ephemeris files is performed. The chapter is concluded with a summary of the conclusions found
throughout the chapter in section 5.5.

5.1. Data Acquisition Time
Dilution Of Precision (DOP) metrics are a function of the observable satellite constellation and the
position of the receiver alone (Driver 2007). When the position of the receiver is fixed, changes in
the satellite geometry will therefore also imply changes in the observed DOP. Furthermore, as GNSS
satellites are in orbit at c. 20, 000 [km] altitude with an orbital period of c. 12 [h], the constellation

39
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approximately repeats itself every 12 hours (Petrovski 2014). This means that, w.r.t. a fixed receiver,
different values for the DOP can be obtained at different times during the day. In order to quantify
the effect of the data acquisition time on the PDOP values observed by the RTSS system, the data
acquisition times and PDOP values are analysed at the critical epoch. The results are presented in
Table 5.2.

Table 5.2: Time stamps of the data acquisition of the different RILA runs for survey scope MLG1-2_0-39

Metric Unit 15_run1 15_run3 16_run1

Date - 15 Nov 2021 15 Nov 2021 16 Nov 2021
GPS Week - 2184 2184 2184
GPSTime Run Start s 108263 123112 194631
GPSTime @ crit. epoch s 112014 126953 198371
UTC Time Run Start hh:mm:ss 06:04:05 10:11:34 06:03:33
UTC Time @ crit. epoch hh:mm:ss 07:05:53 11:15:35 07:06:36
PDOP - 3.21 5.35 3.45
NS - 8 9 8
∆t to 15_run3 hh:mm 00:00 04:10 24:01

From Table 5.2, it can be observed that time difference between 15_run1 and 16_run1 is 24 hours
and 1 minute. This means that the constellation at the critical epochs of these runs is nearly the
same. As expected, the observed PDOP values for 15_run1 and 16_run1 are approximately the same.
The relative (12-hour cycle) time difference between 15_run3 and 15_run1, is 4 hours, leading to a
significantly different GNSS constellation. Hence, the following hypothesis can be formed:

Hypothesis
The increased PDOP values of the GNSS observations for 15_run3 in the track segment between
km 55 and 56,3 could be caused by the significant difference in constellation geometry, due to
the difference in data acquisition point in time of the runs (+4 hours).

Analysis
Not only is the PDOP related to the position of the satellite constellation but also the amount of GNSS
observations impacts the satellite geometry and PDOP value. In general, the higher the number of
satellite observations, the lower the DOP statistic (Hofmann-Wellenhof et al. 2008). When looking at
the NS statistic in Table 5.2, a higher number of satellites is used for 15_run3 (NS = 9) compared to
the other runs (NS = 8). Therefore, a lower PDOP value would have been expected.

In general, having 8 or 9 satellite observations leads to high-quality PDOP values. Research shows
that 7 to 9 satellite observations, from any GNSS constellation, lead to average PDOP values in the
1.5 < PDOP < 2.5 range1 (Pan et al. 2020) (Fang et al. 2021). Therefore PDOP values of > 5 are not
expected when 9 satellite observations are used in its computation.

Conclusion
The small relative time difference (1 [min]) between the different runs passing the critical epoch in the
case study track segment does explain why similar PDOP values are observed for 15_run1 and 16_run1.
As the time at which 15_run3 passes the critical epoch is significantly different, it can be expected that
the satellite geometry, and therefore PDOP value, is different.

However, due to the sufficient, and increased number of satellite observations at the critical epoch of
15_run3 (compared to the other runs), it is not obvious why the PDOP value is much worse (PDOP> 5).
In order to find out, a more thorough analysis of the satellite constellation is needed. More detailed
information on the satellite geometry observed by the receiver could be obtained by looking at the
receiver skyplots.

1Apart from extreme latitudes
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5.2. Skyplot Analysis
In order to gain a better understanding of the satellite geometry, one could look at the receiver skyplots.
A skyplot is a graphical representation of the azimuth and elevation of all satellites observed by the
receiver at a certain time instance (Shen et al. 2019). By comparing the satellite geometries at the
critical epochs of the different runs, an indication can be obtained of the PDOP values. As explained
in section 3.4, if satellites are more spread-out - i.e. at lower elevation angles distributed across the
horizon - the geometry will be better and the PDOP value lower. With this in mind, the following
hypothesis can be constructed:

Hypothesis
The increased PDOP values of the GNSS observations for 15_run3 in the track segment between
km 55 and 56,3 could be caused by poorly situated satellites (unlucky geometry).

Analysis
To find out if the hypothesis is true, the skyplots of the receiver at the critical epochs of 15_run1
and 15_run3 are compared at the critical epoch, and the epoch prior. These skyplots can be found
in Figure 5.1. The green- and red colours of the skyplots, Figure 5.1a and Figure 5.1a respectively,
correspond to the green- and red line in the QC metrics plotted in Figure 4.5.

(a) Skyplot analysis at epoch prior to the critical epoch (b) Skyplot analysis at the critical epoch

Figure 5.1: Skyplot analysis of 15_run3 & 15_run1

In Figure 5.1, the areas enclosing the satellite geometry for 15_run3 and 15_run1 are presented in orange
and blue respectively. The number of satellite observation statistics given in Figure 5.1 are for 15_run3
only. First of all, from Figure 5.1, it can be observed that the number of satellite observations decreases
for both 15_run1 (blue) and 15_run1 (orange). As can be expected from Figure 4.5, most satellites are
lost at lower elevation angles in the south (180◦) to east (90◦) area. In this azimuth range (90◦ − 180◦),
the (dense) vegetation is located which is causing the obstruction for the GNSS signals. With the loss
of satellite signals, the area enclosing the satellite geometry becomes smaller for both runs at the criti-
cal epoch. This is the direct cause of the PDOP increase experienced for both runs at the critical epoch.

1NO: Number of GNSS Observations
2NGR: Number of GPS + Glonass observations (used in trajectory processing), with resolved parity bit solution
3NS: Number of Satellites used in the trajectory processing
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The second observation that can be made from Figure 5.1, is that the total number of satellite ob-
servations (NO) is much higher than the number of satellites used in the trajectory solution (NS). First
and foremost, this is because the skyplots show the GNSS observations for the G42 constellation. How-
ever, the trajectory is processed using only the GPS and GLONASS observations (G2), as explained in
Table 3.1. Therefore, the Galileo and Beidou observations are discarded. However, when counting the
GPS and GLONASS observations, the sum still exceeds NS. This is because a satellite observation can
be rejected at multiple stages during trajectory acquisition and processing.

Figure 5.2: Different stages of GNSS observation rejection in the trajectory processing flow

In Figure 5.2, the three stages at which a GNSS observation can be rejected is presented in a flow chart.
First of all, an observation can be rejected at the receiver if the parity bit check, performed for signal
robustness and reliability, cannot be resolved (Anghileri et al. 2013). Secondly, if the quality metrics of
a GNSS observation exceed the GNSS pre-processing thresholds, the observation is rejected by Inertial
Explorer. Finally, if the quality metrics of the positioning solution of a certain GNSS epoch exceed the
GNSS / IMU (LC) integration thresholds, the GNSS observations can be rejected. The rejections at
the receiver level are indicated with a red circle in Figure 5.1, however, the GNSS observations that are
rejected during the actual processing of the trajectory (in the red box in Figure 5.2) are not present in
the skyplot.

The third important observation that can be made from Figure 5.1 is that the geometry of the ac-
cepted satellite observations is more favourable - more satellite observations at lower elevation angles
- for 15_run3 at the critical epoch. Therefore, it is not expected that the PDOP value at the criti-
cal epoch for 15_run3 indicates an inferior geometry. For further analysis, a count of the raw GNSS
measurements is presented Table 5.3.

Table 5.3: Overview of satellite observations at the critical epochs for the skyplot analysis

Metric Unit 15_run1 15_run3

GPSTime s 108263 123112
Mileage km 55.033 55.025
PDOP - 3.21 5.35
Total Raw Sat Obs. - 19 19
Total G3+ R4Obs - 11 15
Total G + R Obs. with PBR5 - 8 10
Total G + R Obs. used in traj. solution - 8 9

Software Satellite Rejections - 0 1

2G4: GPS + GLONASS + Galileo + Beidou
3G: GPS observation
4R: GLONASS observation
5PBR: Parity Bit check Resolved
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From Table 5.3, it becomes clear that at the critical epoch of 15_run3, a satellite observation is rejected
by the processing software. As this observation rejection is not excluded in the skyplot, it could
be that the geometry of 15_run3 is worse than 15_run1 when removing the rejected satellite from
the constellation. Unfortunately, Inertial Explorer does not provide logs or records on what GNSS
observations are rejected and why, making it difficult to perform the analysis.

Conclusion
When looking at the skyplots of the different runs at the critical epoch, a loss of GNSS signals com-
pared to the previous epoch can be observed. As the ’lost’ signals are at lower elevation angles, it has a
negative impact on the satellite geometry an therefore, explains the increase in PDOP values that can
be observed for all runs. However, from the skyplot analysis, it seems that the satellite geometry for
15_run3 at the critical epoch is better than the other runs in the analysis, contrary to what is expected
from the higher PDOP values observed for this run.

It is found that one of the satellite observations is rejected by the processing software for 15_run3
at the critical epoch. This potentially has a negative effect on the satellite geometry for 15_run3.
However, no information is present on what satellite is rejected (and why). Therefore, rejecting each
satellite at a time, to see if the PDOP values for the 15_run3 at the critical epoch can be reproduced,
could provide a solution.

5.3. PDOP Reconstruction
The PDOP is a direct function of the position of the ephemeris of the observed GNSS satellites and
the location of the receiver. Records of the Ephemerides of all GNSS satellites are constructed, pub-
lished and kept by the International GNSS Service (IGS)6. These ephemeris files are publicly available.
Furthermore, the position of the receiver along the trajectory is known. This information allows for
the recomputation of the PDOP observed by the RTSS receiver at the critical epoch. If the PDOP
value computed by the IE software can be recreated manually, a sensitivity analysis on the rejected
satellite can be performed to identify the rejected satellite observation (see section 5.2). If the rejected
satellite can be identified, it would provide an explanation as to why the PDOP values for 15_run3 are
high compared to the other runs. With this information, the following hypothesis can be formed for a
manual PDOP analysis.

Hypothesis
The increased PDOP values of the GNSS observations for 15_run3 in the track segment between
km 55 and 56,3 could be caused by the rejection of a satellite observation by Inertial Explorer.

Analysis
To compute the PDOP, equations and definitions as presented by Langley et al. (2017) and Chen (2015)
are used. First of all, the design matrix A for the satellite observations is constructed in Equation 5.1.

A =
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(5.1)

In Equation 5.1, the (x0, y0, z0) represent the coordinates of the receiver, (xi, yi, zi) represent the
coordinates of GNSS satellite i and pseudo-distance ρ is given by equation Equation 5.2.

ρ =
√

(x0 − x1)2 + (y0 − y1)2 + (z0 − z1)2 (5.2)

6https://igs.org/

https://igs.org/
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The next step is to compute the covariance matrix Q from the design matrix (A) and weighting matrix
W using Equation 5.3.

Q =
(
AT WA

)−1 (5.3)

The weighting matrix (W) contains a weighting scheme to account for the differences in variances of each
measurement. Variation in variances can occur because, for example, multiple satellite constellations are
used in the position determination (Chen 2015). However, due to environmental effects and other error
sources, it can be that the variance of a single observation deviates from the others. The weighing matrix,
computed by the receiver and/or trajectory processing software, assigns less weight to the measurement
with greater variance. As the weighting matrix used in the PDOP computation is unknown (and
untraceable), the weighting matrix is assumed to be the identity matrix (I). This assumption is widely
used in DOP computations (Langley et al. 2017). Therefore, the covariance matrix can be computed
using Equation 5.4.

Q =
(
AT A

)−1 =
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 (5.4)

In Equation 5.4, σab represents the variance of a measurement mapped to its respective (a, b) coordinate.
Finally, the PDOP can be computed using the relation in Equation 5.5.

PDOP =
√

σ2
xx + σ2

yy + σ2
zz (5.5)

The results of manually recomputing the PDOP at the critical epoch of 15_run3 are presented in
Table 5.4. Furthermore, a sensitivity analysis is included where, in turn, a single satellite observation
is excluded from the design matrix. Also, a sensitivity analysis is performed on the inactivation of an
entire satellite constellation.

Table 5.4: Results of the manual PDOP computation analysis at the critical epoch of 15_run3

Sat in Analysis: G02, G07, G09, G20, R05, R06, R07, R15, R21, R22

Critical Epoch Metrics Sensitivity Analysis
Metric Value Unit Excluded Sat. Computed PDOP NS
GPSTime 126953 s G02 2.56 9
Mileage 55.025 km G07 2.75 9
∆t to nearest ephemeris 58 s G09 2.52 9
NR of Sats (NS) 10 - G20 2.58 9
PDOP Observed 5.35 - R05 2.76 9
PDOP Computed 2.48 - R06 3.04 9
∆PDOP 2.87 - R07 2.56 9
GLONASS PDOP 57.69 - R15 2.74 9
GPS PDOP 3.18 - R21 2.55 9

R22 2.96 9

From Table 5.4, a couple of observations can be made. First of all, manually computing the PDOP
with all 10 GNSS observations, yields a value of PDOP= 2.48. A lower value compared to the PDOP
generated by the IE processing software (PDOP= 5.35) can be expected, as no satellites are rejected
and therefore, an extra satellite observation is present (see Table 5.3). However, when performing the
sensitivity analysis - where all 10 satellites are alternately ’rejected’ - no computed PDOP value is of
the same order of magnitude as the observed PDOP= 5.35. Rejecting satellite R06, yields the largest
PDOP value, PDOP= 3.04, at 56% of the observed value. When computing the PDOP for another
epoch, for example, the critical epoch of 15_run1, the results (PDOP= 5.17) also do not match the
PDOP values of Inertial Explorer (PDOP= 3.21). For a full table of the results at the critical epoch
of 15_run1, please refer to Appendix D. It is important to note, that all ephemerides files published
by the IGS, are sampled at 15-minute intervals. This means that a discrepancy can exist between the
constellation observed by the receiver at a certain epoch and the constellation that can be retrieved
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using the ephemeris files. At the critical epoch of 15_run3, the time discrepancy to the closes ephemeris
update is 58 [s]. It can be assumed that the change in the GNSS satellite constellation (with altitude
c. 20,000 [km]), observed by the receiver, is negligible for PDOP computation.

As per Equation 5.3, the different GNSS observations can be assigned different weights, to prioritise
their relevance in the GNSS positioning solution. These weights can be assigned at the receiver, to
provide an initial positioning solution and PDOP value, but can also be assigned by Inertial Explorer.
It is likely that the Inertial Explorer software implements a (proprietary) weight matrix to, for example,
eliminate discrepancies in the variance between the measurements of different GNSS constellations and
improve the GNSS positioning solution. The discrepancies between the manually computed PDOP and
the PDOP value provided by the software are therefore likely caused by the simplification of the weight
matrix to the identity matrix (W = I). The weight matrix used by the software cannot be traced, and
estimating its contents is very ambiguous.

Conclusion
From the manual PDOP sensitivity analysis, of which the results are presented in Table 5.4, it cannot
be determined which satellite is rejected at the critical epoch of 15_run3. Furthermore, from the
manual PDOP analysis, much lower PDOP values have been obtained than those provided by the
Inertial Explorer software, in all cases. In validation cases, it was also not possible to recreate the
IE-generated PDOP values by means of manual computations. The discrepancies between the software-
generated, and manual PDOP values is likely due to the simplification of the weight matrix (W = I)
in the manual computation. Therefore, the reconstruction of the PDOP computation at the critical
epoch cannot provide a decisive answer to the hypothesis posed at the beginning of this sector. Further
analysis of the raw GNSS observations within Inertial Explorer could provide more insights.

5.4. GLONASS Precise Ephemerides
When looking into the raw GNSS observations using the Inertial Explorer GPBViewer7, a discrepancy
can be found. In Figure 5.3, the raw GLONASS observations at the critical epoch are presented.

Figure 5.3: Analysis of the Raw GLONASS measurements at the critical epoch of 15_run3

Furthermore, in Figure 5.3, the satellite observations of R07 and R15 have no data for the satellite
elevation statistic. Counting the GPS (G) + GLONASS (R) raw observations, a total of 15 GNSS
measurements is present. When deducting the non-contributing G30 observation, and the observations
rejected at the receiver8 (indicated with ∗∗), a total of 10 observations is present at the critical epoch.
This corresponds to the observations from section 5.2. This means that the observations of which the
elevation statistic is missing, R07 and R15, are used in the GNSS positioning solution. The elevation
data of a satellite originates from the satellite broadcast- or precise ephemeris files, present in Inertial
Explorer. The absence of the elevation statistics raises the question if the ephemerides of these satellites
are corrupted, or contain inaccurate data. From this, the following hypothesis can be formed:

7IE Manual, page 170 (https://docs.novatel.com/Waypoint/Content/PDFs/Waypoint_Software_User_Manual_
OM-20000166.pdf)

8measurements of which the parity bit cannot be resolved

https://docs.novatel.com/Waypoint/Content/PDFs/Waypoint_Software_User_Manual_OM-20000166.pdf
https://docs.novatel.com/Waypoint/Content/PDFs/Waypoint_Software_User_Manual_OM-20000166.pdf
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Hypothesis
The increased PDOP values of the GNSS observations for 15_run3 in the track segment between
km 55 and 56,3 could be caused by corrupted ephemerides of GLONASS satellites present in
Inertial Explorer.

Analysis

In order to establish if the missing PDOP values are due to corrupted ephemerides files, precise ephemeris
files can be added to Inertial Explorer. Currently, the RILA trajectory is processed using only the GPS
ultra-rapid ephemeris files, and GLONASS broadcast ephemerides. GLONASS preliminary- and pre-
cise ephemeris files take longer to publish (Bezmenov 2020), (Weber et al. 2002). Hence, in practical
applications, it is not always possible to wait. In general GNSS positioning techniques, significant
positioning accuracy gains can be obtained by using the final precise ephemeris files published by the
IGS (Lu et al. 2011). However, in differential positioning applications in commercial software, as is the
case for the RILA system, only millimetre accuracy gains are to be expected (David et al. 2003). This
is because in differential GNSS positioning, the orbital errors are mostly cancelled out (David et al. 2003)

As only elevation statistics are missing for the GLONASS constellation, only the precise ephemerides
of the GLONASS satellites will be uploaded to the navigation software. The aim of this analysis is to
find if any improvements of the PDOP values of satellites R07 and R15 can be found. It is however
likely that the reprocessed trajectory has limited to no effect on the accuracy metrics of the trajectory
solution, as the ephemeris errors mostly cancel out in differential positioning.

After analysis of the reprocessed trajectory, it was found that still, no elevation data for satellites
R07 and R15 are present in the output of Inertial Explorer. Furthermore, identical PDOP values are
observed for 15_run3 at the critical epoch. A more elaborate overview of the results is presented in
Table 5.6. Finally, the cross-track trajectory spread and smallest circle analysis of the reprocessed tra-
jectory using the precise GLONASS ephemerides are identical to the original. The results are therefore
not plotted in this report.

A solution to find and quantify if the GNSS measurements with missing elevation statistics do have
an effect on the accuracy of the trajectory solution is to inactivate the observations for R07 and R15
specifically. This inactivation is performed for the same trajectory interval as for the case study (see
Table 5.5).

Table 5.5: GNSS epoch inactivation for satellites R07 & R15 for the reprocessing of the trajectory of the case study

Run (Satellites excluded) Metric Unit Start End Delta

15_run3 - (R07, R15) GNSS Time s 126950 127018 69
Kilometre along axis km 54.95 56.28 1.33

The results on the standard deviation of the cross-track trajectory spread and on the QC metrics of
the reprocessed trajectory solution are presented in Figure 5.4. Again, the interval at which the GNSS
observations are modified is highlighted in grey.
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(a) Results on the cross-track trajectory spread (b) Results on the QC metrics of the reprocessed trajectory

Figure 5.4: Results of the reprocessed trajectory solution with observations for R07 & R15 inactivated

As one can observe from Figure 5.4a, the standard deviation of the cross-track trajectory spread is
significantly lower than the original trajectory. Furthermore, at c. 54.9 [km], the cross-track spread
seems to go to 0. This could be caused by the 3 trajectories intersecting each other at this point. The
decrease in cross-track spread can be explained when looking at the qc metrics of the track segment in
Figure 5.4b. The NS statistic for the reprocessed trajectory (NSRP ) is 0 at a large part of the modified
interval. This is caused by the trajectory software deeming it has not enough GNSS observations with
sufficient quality for an accepted position fix. In the segments where NS= 0, the processing software will
rely on the IMU measurements for position updates. At the locations where NS> 0, NSRP = NS0 − 2
(the 2 excluded observations).

Inertial Explorer constantly accepts new integer ambiguity fixes with only a limited number of satellite
observations. This results in high PDOP values where the GNSS observations are used in the trajectory
solution (NSRP > 0). However, because the IMU measurements, proven to be more accurate than the
high PDOP GNSS position updates, are weighted heavily in the modified track segment, it improves
the trajectory accuracy of RP_15_run3 compared to the original. The results of the PDOP and NS
statistics at the critical epoch are presented in Table 5.6.

Table 5.6: Qualitative PDOP classification (Isik et al. 2020)

Metric Original Precise Ephemeris Without R07 & R15
GPSTime 126953 126953 126953
PDOP 5.35 5.35 11.12
NS 9 9 7

Conclusion
Reprocessing a trajectory using added GLONASS precise ephemeris files does not provide the missing
elevation statistics observed in the raw GNSS data for 15_run3. Therefore, the missing satellite eleva-
tion statistics are not the cause of the increased PDOP values of 15_run3 (compared to the other runs)
experienced at the critical epoch. This, therefore, denies the hypothesis. Furthermore, reprocessing the
trajectory using the precise ephemeris files does not contribute (significantly) to the accuracy of the
trajectory solution.

Although an improvement of the trajectory accuracy is obtained by excluding the GNSS observations
for satellites R07 and R15, it is likely caused by the increased weight assigned to the IMU-derived
position updates. As NS= 0 for most of the modified track segment, the software relies heavily on the
IMU measurements, yielding similar results as obtained in the case study analysis (chapter 4).
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5.5. Conclusions on PDOP Scrutinization
In this chapter, several methods have been discussed to determine why the PDOP of 15_run3 (PDOP≈
5.4) are so much higher at the critical epoch than the PDOP values of the other runs (PDOP≈ 3.2),
given the fact that a similar number of satellite observations was used for the trajectory processing of
all runs. However, using all methods, no definitive answer on the root cause of the observed, increased
PDOP values has been found. Following the analyses performed, the following conclusions can be made:

• The small (1 [min] relative time difference, based on the 12-hour orbital period of the GNSS con-
stellation, does provide an explanation why the observed PDOP values for 15_run1 and 16_run1
are the same. This is because the observed satellite constellation is nearly identical. Therefore,
it can be expected that at 15_run3 with a relative time difference of 4 [hrs], the PDOP value
deviates due to the differences in the observed constellation.

• When looking at the skyplots of the runs at the critical epoch, the geometry of 15_run3 seems
more favourable than that of 15_run1. However, it was found that a GNSS observation has
been rejected by the receiver. This could potentially have a detrimental effect on the observed
constellation and PDOP value.

• Manually reconstructing the PDOP values that are provided by the IE software does not lead to
a definitive answer on what satellite is rejected by the software. The manually computed PDOP
values deviate too much from the values exported by Inertial Explorer. This is likely due to
the application of a weighting matrix in Inertial Explorer, which cannot be traced, estimated or
reconstructed.

• Although GLONASS observations are found in the raw GNSS measurements with incomplete
statistics, it is unlikely that they are the source of the increased PDOP values. Uploading and
reprocessing the trajectory using precise ephemeris files does not yield the missing data and
does not significantly impact the trajectory accuracy metrics. Although the exclusion of the
satellite observations with missing elevation statistics does (in this case) provide an increase in
the trajectory accuracy, the gain is likely due to the increased importance of IMU measurements
in the integrated GNSS/IMU trajectory solution.

In general, it can be concluded that no definitive cause of the increased PDOP values of 15_run3 can
be identified. Therefore, also no targeted error mitigation strategy can be applied to improve on the
accuracy of the GNSS position updates. As there are more satellites available to Inertial Explorer than
it uses, it is likely rejecting a satellite due to one (or more) of the processing constraints. Tweaking the
constraints, making them more lenient or more strict, could provide some additional information on the
GNSS data processing in IE. However, this is a very labour intensive sensitivity analysis that, without
starting point, is likely to bring little added value.

Although the PDOP value could not be reconstructed, in chapter 4, it was proven that inactivating
the GNSS position updates with high PDOP values (> 5) does increase the accuracy of the trajectory
solution. This is still a valid conclusion. GNSS position updates with High PDOP values do more harm
than good to the integrated trajectory solution. It would have an added benefit to perform a sensitivity
analysis on the exact value of a PDOP processing threshold, were all GNSS observations with PDOP
values exceeding that threshold are inactivated.
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Results: Increasing the Number of

Runs
The trajectory accuracy metrics used for the quantification of the trajectory accuracy in the case study,
are statistical metrics that are used to represent accuracy, based on the assumption that the trajecto-
ries of the individual measurement runs are unbiased (see section 3.3). To increase the trueness of the
dataset, more samples are to be added to the analysis. In other words, it would increase the support for
the results obtained in the case study, if similar results can obtained on a larger dataset. Therefore, an
answer is to be found on the second question posed in the conclusion of the case study (section 4.6): Can
similar accuracy gains be obtained, under similar conditions, when the sample size of the measurements
over the same track segment is increased?

First, in this chapter, a track segment is identified for the trajectory accuracy analysis with multi-
ple runs in section 6.1. Next, in section 6.2, an elaboration of the TCL analysis is provided together
with any existing considerations followed by the results in section 6.3. Finally, the chapter is concluded
with the conclusions on the analysis in section 6.4.

6.1. Survey Scope Identification
When comparing trajectories at the IMU body frame, only runs in the same direction can be used in
order to avoid misalignment in the mounting position of the RTSS system on the train. However, when
a certain track segment is surveyed using the RILA system, the system usually travels an i-amount
of runs in one direction, and an i-amount of runs in the opposite direction. Therefore, to be able to
compare the trajectories of all the runs over the same track segment, a comparison of the TCL trajectory,
which corrects for any body frame misalignment, is required (see section 3.2).

Figure 6.1: Overview of survey scope ANI2_0-30
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At the survey scope of the case study analysis, MLG1-2_0-39, the railhead detection, and therefore TCL
computation was notoriously inaccurate and unreliable. Therefore, in close collaboration with the RILA
track processing team, a survey scope has been identified where the TCL computation is reliable, and
the survey meets the requirements posed in section 4.1. This survey scope is ANI2_0-30 and is located
in the northwest of Scotland (see Figure 6.1).

The survey of ANI2_0-30 is, similar to the survey of the case study, obtained by the RILA04 mea-
surement unit in order to prevent any potential inconsistencies in the different measurement units.
Furthermore, the survey consists of five individual measurement runs presented in Table 6.1.

Table 6.1: Runs in survey scope ANI2_0-30

Run Direction
2022-05-11_run1 forward
2022-05-11_run2 backward
2022-05-12_run2 forward
2022-05-12_run3 backward
2022-05-12_run4 forward

6.2. Track Centre Line Analysis
For the analysis of the track centre line trajectory spread of the measurement runs along the same
track segment, a similar research strategy is applied as for the case study analysis (see chapter 4). First
of all, a track segment is identified where the RTSS velocity and the number of satellites used in the
trajectory solution are greater than zero, and, the PDOP values of one of the runs are higher than the
other runs. Such a track segment along ANI2_0-30 has been selected between 39 [km] and 41.5 [km].
The observations of the QC metrics and standard deviation of the cross-track trajectory spread at this
track segment can be found in Figure 6.2a and Figure 6.2b respectively.

(a) QC metrics of the TCL of the runs (b) Cross-track TCL trajectory spread of the runs

Figure 6.2: Initial observations of the trajectory metrics of the TCL of the runs along a track segment of scope ANI2_0-30

In Figure 6.2, the track interval at which the increase in the standard deviation of the cross-track
trajectory spread is observed is indicated in red. Although multiple runs show ’spikes’ in PDOP values
at certain segments along the track, only 12_run4 shows increased PDOP values for a significant distance
along the track. As concluded from the case study analysis (section 4.6), ’spikes’ in PDOP values seem
to have a limited negative effect on the trajectory accuracy as the trajectory processing software is able
to cope with these incidental increases.
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Trajectory Reprocessing
In the established research procedure, normally, the trajectory of 12_run4 would be reprocessed. Next,
the effect of the reprocessed trajectory of the run on the trajectory accuracy would be analysed. Repro-
cessing the IMU trajectory of 12_run4 is straightforward following the process explained in section 3.2.
However, reprocessing the TCL trajectory using the reprocessed IMU trajectory as input, requires a lot
more effort and is unfortunately, due to practical considerations, not possible at this time. There is a
few factors that obstruct this process:

• First of all, RILA track processing is a semi-automated process. This means that a Fugro operator
needs to monitor the TCL computation and perform manual quality control and reprocessing once
the initial TCL computation is complete. Acquiring an accurate TCL can take up to 3 days for a
50 [km] track segment, according to Figure 2.6. Currently, Fugro does not have the resources to
perform TCL reprocessing for research purposes.

• During the TCL processing, the operator has applied manual corrections to the initial TCL co-
ordinates. In order to obtain an accurate comparison, the reprocessed TCL should be subject to
exactly the same adjustments as the original. This is difficult to obtain as only limited documen-
tation on the adjustments is available.

As for all epochs, coordinates are available on the IMU- and TCL trajectory, a workaround solution
has been considered. This workaround solution consists of computing the offset between the IMU co-
ordinate and the TCL coordinate at all epochs for the original trajectories. This offset would then be
applied to the reprocessed IMU trajectory, in order to obtain the coordinates of the reprocessed TCL
trajectory. However, this workaround solution is currently not possible.

The coordinates of the IMU body frame are given in an ECEF global coordinate system (selected
in IE). However, when processing the track data and computing the TCL, Fugro converts the global
ECEF coordinates to a local coordinate system selected by the end-user of the data. The transforma-
tion of the coordinates is performed using proprietary conversion systems, in order to allow Fugro to
exactly tailor the output TCL coordinates to the client’s demands. Therefore, when trying to convert
the global ECEF coordinates to the local grid using Inertial Explorer or open-source software, the coor-
dinate transformation will differ from the one performed by Fugro. The discrepancy (depending on the
latitude and orientation of the trajectory) can be as large as 0.5 [m] according to Fugro operators. In the
TCL trajectory, 1 [cm] level accuracies are required, making it impossible to refer the TCL trajectory
coordinates to the IMU coordinates without using Fugro’s proprietary coordinate conversion system.

Alternative Analysis
An alternative method to establish the effect of the runs with comparatively high PDOP values on
the trajectory accuracy is applied. By excluding individual runs from the trajectory accuracy analysis,
conclusions can be drawn about its effect on the trajectory accuracy. If the standard deviation of
the cross-track trajectory spread decreases after excluding a certain run, it can be concluded that the
trajectory of this run had a negative effect on the observed trajectory precision. Therefore, under the
assumption that the dataset is unbiased, the trajectory of the run was less accurate. If the trajectory
accuracy metrics are to be unchanged after the exclusion of a certain run, the accuracy of this run has
been similar to the other runs.
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6.3. Results
The results of the alternative analysis of the track segment between kilometres 39 and 41.5 on the
trajectory accuracy metrics are presented in Figure 6.3. The PDOP metric and standard deviation of
the cross-track trajectory spread are given in the same figure. Furthermore, the excluded run 12_run4
is indicated with a dotted line.

Figure 6.3: Results of the exclusion of high PDOP 12_run4 on the cross-track TCL trajectory spread

From Figure 6.3, it can be observed that indeed, the standard deviation of the cross-track trajectory
spread decreases after the exclusion of 12_run4. As explained in section 6.2, this indicates that the TCL
trajectory of 12_run4 deviates from the TCL trajectories of the rest of the runs. With the conclusions
from the case study (section 4.6) in mind, it is very likely that the trajectory of 12_run4 is less accurate
due to the GNSS position updates with high PDOP values. However, it is not possible to reprocess the
trajectory to get a definitive answer.

Furthermore, it can be observed that a standard deviation decrease of c. 60% is achieved at kilo-
metre 40.3. This can be considered significant. From kilometre 40.7 onward, the cross-track trajectory
spreads of the analysis in- and excluding 12_run4 are approximately similar but increasing. This is
likely due to the irregular PDOP values of all the runs experienced at this interval. Nearly all runs
show PDOP increases or complete signal loss. It is therefore likely that that has a negative effect on
the trajectory accuracy.

(a) Results of the exclusion of 11_run1 (b) Results of the exclusion of 12_run2

Figure 6.4: Results of the exclusion of nominal PDOP runs on the cross-track TCL trajectory spread
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Computing the standard deviation of a data set before and after the removal of a sample, the standard
deviation can by definition never increase. Therefore, to check the significance of the removal of the
TCL with high PDOP values (12_run4), the same test has been performed in Figure 6.4 for the removal
of runs 11_run1 and 12_run2 with nominal PDOP values.

From Figure 6.4, it can be clearly observed that the change in the cross-track trajectory spread is
minimal, especially compared to the results from Figure 6.3. This proves that the excluded runs from
Figure 6.4, 11_run1 and 12_run2, lie in-between all the other runs where 12_run4 is clearly an outlier.
This is conform the conclusions from the case study performed in chapter 4. Also conform the results of
the case study, from Figure 6.3 it can be observed that there is a difference in cross-track trajectory ac-
curacy outside of the intervals where GNSS position updates with high PDOP values are observed. This
is in line with the conclusions from the case study analysis, as it was established that the effect of the
inaccurate GNSS position updates propagates through the integrated GNSS/IMU (SBET) trajectory.

Validation
In order to validate if similar results can be obtained using the alternative analysis on the TCL trajecto-
ries, two validation track segments (VC1 & VC2) with similar characteristics to the segment presented
in section 6.2 have been identified along the survey scope. The results of the validation analyses are
presented in Figure 6.5.

(a) VC1: Results of the exclusion of 12_run4 (b) VC2: Results of the exclusion of 11_run2

Figure 6.5: Validation results on the PDOP and cross-track TCL trajectory spread metrics along track segments
ANI2_0-30

In Figure 6.5a, the results of the exclusion of run 12_run4 between km 36.5 and 40 is presented. Exclu-
sion of the run leads to a significant reduction in the standard deviation of the cross-track trajectory
spread. Although the interval at which the PDOP values are very high (PDOP > 5) is relatively
short, the PDOP values of 12_run4 are, with a few exceptions, the highest during the entire analysed
trajectory interval.

A decrease in the cross-track TCL trajectory spread can also be obtained when excluding the TCL
trajectory of 11_run2 between km 34.6 and 36. Although significant increases in PDOP values can be
observed, they are relatively short. It could be that the PDOP increase at km 34.6 causes inaccurate
GNSS position updates to be used for the trajectory determination. This could lead the TCL of 11_run2
to be positioned further away from the other runs, of which the effect propagates through the entire
1.4 [km] track segment. However, as spikes in the PDOP values have only had limited effects on the
positioning accuracy in previous analyses, it cannot be stated with certainty. It would be interesting to
reprocess the IMU- and TCL-trajectory of 11_run2 with IMU measurements only to isolate the effect
of the epochs with increased PDOP values.
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6.4. Conclusions on Increasing the Number of Runs
Performing a cross-track trajectory spread analysis to determine the accuracy of the trajectory solution
on the trajectory of the Track Centre Line (TCL) does propose some challenges. First of all, a track
segment with known high-quality railhead detection and TCL computation must be selected. This has
been found to be along the survey scope of ANI2_0-30. While it is possible to reprocess the IMU
trajectory of a run, due to current practical limitations, it is not possible to reprocess the trajectory of
the TCL of a given run. This is because recomputing the TCL using the exact same QC modifications
as the original is difficult and very labour-intensive and time-consuming. A workaround solution, where
the offset between the original IMU- and TCL trajectories is reapplied to the reprocessed IMU trajectory
is not possible due to the unknown parameters for the accurate coordinate system transformation.

However, by comparing the trajectory spread metrics before and after the exclusion of a single run,
some conclusions can be made regarding the accuracy of the excluded run. It was observed that exclud-
ing the trajectory of a run in which sustained relatively high PDOP values are observed, does decrease
the cross-track trajectory spread. This implies that the TCL trajectory of the excluded run was of
inferior quality compared to the other runs. This conclusion is further supported by the exclusion of
runs with nominal PDOP values. When these runs were excluded from the analysis, the change in the
cross-track trajectory spread was limited. This indicates that the high PDOP runs were in-fact, outliers.

To definitively prove that this loss in accuracy is due to the high PDOP values and quantify the
inaccuracy, an analysis including the reprocessed TCL of that excluded run is needed. This is an impor-
tant recommendation made in this report, as it allows for both further validation of the results obtained
in chapter 4, and for assessment of the practical use of the high PDOP GNSS observation removal in
daily trajectory processing performed for RILA.
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Conclusions & Recommendations

This chapter will summarise the main conclusions of this thesis research report. Furthermore, recom-
mendations will be presented for further research on the topic, and for practical implementations of the
research findings. First of all, in section 7.1, conclusions and answers to the research questions posed in
section 2.6 are presented. Furthermore, in section 7.2, recommendations for the processing and research
of the trajectory of a rail-based track surveying system, based on the findings in this report, will be
presented.

7.1. Conclusions
To formulate an answer to the main research question posed in chapter 2, first of all, a summary of the
conclusions from the report supporting answers to the subquestions is presented.

Subquestion 1:
What would be a good quality metric to represent the accuracy of the integrated GNSS/IMU estimated
trajectory solution?

In order to find an answer to the first research subquestion, research was performed on the available
accuracy metrics in section 3.3. The conclusions on the trajectory accuracy metrics are the following:

• The observed cross-track trajectory spread provides a qualitative metric to quantify the accuracy
of multiple passes over the same track segment.
In absence of a ground-truth reference trajectory, which can be used as a benchmark to determine
the accuracy of the integrated GNSS/IMU trajectory solution, different quality metrics needed
to be constructed. The trajectory accuracy is defined by the trueness and precision (spread).
Assuming the trajectory estimates of the passes over a certain track segment are unbiased and the
sample size is sufficiently large, the accuracy of the trajectory can be determined by its precision.
Although the precision is only a measure of the accuracy under this specific assumption, there
are no better alternatives feasible with the current available RILA data. Therefore, when compar-
ing cross-track trajectory spread metrics, a higher precision indicates more accurate individual
trajectory solutions.

• The standard deviation and the radius of the smallest enclosing circle are selected as metrics to
provide a statistical- and absolute measure of the cross-track trajectory spread.
To quantify the cross-track trajectory spread, or precision, two metrics have been selected. First
of all, the standard deviation of the observed cross-track spread. With the multiple runs over the
same track segment present, the standard deviation can be used to provide a statistical measure
of the trajectory precision. Secondly, the radius of the smallest enclosing circle is selected as
an absolute metric to indicate how far the trajectory solutions of different runs are apart in a
local cross-track plane. It is important to note that the true performance of the accuracy metrics
(compared to ground truth) is not investigated in this report.
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Subquestion 2:
In a GNSS signal-constrained environment, what is the magnitude of degradation in the accuracy of
GNSS positioning updates, and what strategies can be employed to improve the accuracy of the GNSS
positioning update?

To answer the second subquestion, an extensive case study analysis was performed. The results and
conclusions of the case study and supporting research, performed in chapter 4, chapter 5 and chapter 6,
are presented below.

• Inaccurate GNSS position updates can be identified at track segments where both the cross-track
trajectory spread and the amount of GNSS observations in the SBET solution are high.
In this report, the time-based trajectory and Quality Control (QC) output generally provided by
commercial trajectory processing software has been transformed to show the data on a mileage-
based scale. This allows for comparison of the GNSS quality metrics of the (generally 4-6) indi-
vidual runs and the computed quality metrics at an arbitrary track location. When a sufficient
number of satellites (>7) is used for the GNSS positioning update in the integrated trajectory so-
lution, and the cross-track trajectory spread shows a significant increase, it can be concluded that
the GNSS position updates are of decreased accuracy. Because the increase in the cross-track
trajectory spread does not correlate to the known error-propagation curve of the IMU-derived
positioning updates, the error in the trajectory solution is predominantly caused by inaccurate
GNSS position updates.

• The decreased accuracy of GNSS positioning updates is strongly correlated with observed high
PDOP values but mitigating the GNSS position update inaccuracy is not feasible.
Runs with large PDOP values (PDOP> 5) were shown to have a significant correlation with
increased cross-track the trajectory spread, indicating a decreased accuracy of the GNSS position
updates. In chapter 4 it was found that the error in the GNSS-only processed trajectory solution
of a run, at a track segment with increased PDOP and cross-track trajectory spread, was in
the order of 10 [cm]. High PDOP values indicate a bad satellite geometry, which cannot be
’fixed’ in post-processing. However, in chapter 5, it was concluded that the observed ’raw’ PDOP
indicates a better satellite geometry than the PDOP values reported by Inertial Explorer. This
discrepancy can be caused by GNSS observation rejections by the software and by the software-
assigned weighting matrix of the individual GNSS observations. However, the exact cause of the
discrepancy could not be traced, making error mitigation unfeasible.

Subquestion 3:
What is the effect of inaccurate GNSS position updates on the accuracy of the integrated trajectory
solution of an RTSS, and what measures can be taken to mitigate these effects?

From the case study analysis and supporting research, the third and final research subquestion can
be answered. The conclusions are:

• The accuracy of the integrated GNSS/IMU trajectory solution is decreased where at segments
where high PDOP (inaccurate) GNSS position updates are present.
In the Loosely Coupled (LC) integration of the GNSS- and IMU-derived position updates in
Inertial Explorer, the software assigns less weight to GNSS position updates of lower quality.
With this, the software aims to account for the decreased accuracy of the high PDOP GNSS
position updates. However, there is still a strong correlation between the existence of high PDOP
(PDOP> 5) in one of the measurement runs and the increased cross-track spread of the integrated
GNSS/IMU trajectories. It can therefore be concluded that the GNSS position updates with
increased PDOP values (PDOP> 3) are assigned too much weight in the LC Kalman filter at the
GNSS/IMU integration. The effect on the integrated trajectory solution is the same whether the
observed satellite geometry or the weighted satellite geometry is considered ’bad’. This leads to
an accuracy decrease in the integrated trajectory estimate.
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• By inactivating the GNSS position updates for a trajectory at a track segment where high PDOP
values are observed, a significant contribution (50%) to the trajectory accuracy can be made.
For high-precision measurement systems featuring a very high-quality Inertial Measurement Unit
(IMU), position updates derived from the IMU can be more accurate than position updates ob-
tained by the GNSS receiver under sub-optimal conditions. Inactivating the GNSS measurements
entirely, at the interval at which they are known to provide position updates with decreased ac-
curacy, forces the software to rely on the IMU-derived position updates. After the inactivation of
high PDOP (> 5) GNSS positioning updates, the position of the SBET trajectory shifted by c.12
[cm]. Furthermore, the trajectory precision increased by 50%, indicated by the standard deviation
decreasing from 8 [cm] to 4 [cm], and the radius of the smallest enclosing circle decreasing from
10 [cm] to 5 [cm]. This is a very significant result for precise (railway) surveying applications
where the trajectory accuracy required for rapid rail surveying is in the order of 3 [cm] (Specht
et al. 2016). However, due to the cumulatively IMU-introduced positioning error, the interval for
which the GNSS observations are inactivated cannot be too long.

• An increase in the accuracy of the reprocessed trajectory can be observed outside of the inacti-
vated high PDOP interval.
The Smoothed Best Estimate Trajectory (SBET) solution undergoes multiple ’smoothing’ steps
after integration of the forwards and backwards processed trajectory solution. Therefore, the tra-
jectory solution is affected by inaccurate GNSS positioning updates even outside of the interval at
which they are observed. Therefore, when inactivating these inaccurate GNSS position updates,
or mitigating their effects, an increase in the trajectory accuracy can be observed even outside of
the modified interval.

All in all, when combining the answers to the subquestions, an answer can be formulated to the main
research question formulated in chapter 3. To reiterate, the main research question investigated in this
report is the following:

What would be a way to improve the accuracy of the GNSS/IMU integrated trajectory solution of a
rail-based track surveying system, in environments with reduced GNSS signal access?

In short: The accuracy of the integrated GNSS/IMU trajectory solution can be increased by limit-
ing the negative effects experienced by inaccurate GNSS position updates. Especially in areas with
limited GNSS signal access, it can occur that either the satellite geometry observed at the receiver or
the weighted satellite geometry computed by Inertial Explorer can be considered ’bad’ (PDOP> 5).
This causes inaccuracies in the GNSS position updates in the integrated trajectory solution, which in
turn causes a decrease in the accuracy of the GNSS/IMU integrated trajectory solution. By inactivating
the GNSS position updates at these high PDOP epochs, increases the integrated trajectory accuracy
by as much as 50%.

However, the discrepancy found between the satellite geometry observed by the receiver and the satellite
geometry presented by Inertial Explorer, could not be traced. A better understanding of this discrep-
ancy might lead to a successful strategy for improvement of the accuracy of the GNSS position update.
Potentially, this could eliminate the need for ’inactivation’, which is generally considered to be prefer-
able as less costly data is deleted. The research framework presented in this report can also be used
to establish other correlations between GNSS- or trajectory QC metrics and the cross-track trajectory
spread. Also, sensitivity analyses of the different processing settings and thresholds (see section 3.2)
can be performed to find other (GNSS) error sources and methods to mitigate their effects.

7.2. Recommendations
Based on the findings in this report, recommendations are provided for further research on the prob-
lem at hand. The recommendations focus on both practical implementations in trajectory processing
operations, and on further research on the topic. The recommendations are prioritised based on an
indication of the estimated implementation time.
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• Recommendation 1: Short-term
Using the research framework presented in this report, the effect of different trajectory process-
ing settings and thresholds on trajectory accuracy can be quantified. The current settings and
thresholds, discussed in section 3.2, are not yet thoroughly investigated. Performing a sensitivity
analysis on these processing thresholds, such as the C/N0 tolerance, L1 Locktime Cutoff and Max.
RMS to find optimal values could lead to increased accuracy of the trajectory estimates.

• Recommendation 2: Short-term
Currently, in the daily processing flow of the RILA trajectories, no feedback loop is present between
the Quality Control (QC) of the Inertial Explorer output and the provided processing settings
and threshold as input (see Figure 3.3). Although QC is performed, it is merely to observe if the
trajectory processing has not failed. However, now the QC output can be linked to trajectory
accuracy metrics, it is recommended to implement a feedback loop between (quality thresholds
in) the cross-track trajectory spread and the QC metrics of the individual runs. For an individual
survey, the RILA data engineer could reprocess the trajectory to increase the trajectory accuracy.
A suggested trajectory processing flow is presented in Appendix B.

• Recommendation 3: Short-term
Currently, as discussed in chapter 3, a linear interpolation method is used to interpolate the
different trajectories, in order to compute the cross-track trajectory spread and accuracy metrics.
However, it can well be that other interpolation methods would provide more accurate representa-
tions of the interpolated trajectories, thereby limiting the potential interpolation error (currently
2.03 [cm]). For this application, a good recommendation would be to implement a cubic-spline
interpolation method (Kucuk 2017).

• Recommendation 4: Medium-term
From chapter 4 and chapter 6, it was concluded that the reprocessing of trajectories with GNSS
updates removed for high PDOP observations, significantly increases the trajectory accuracy.
Therefore it is recommended to process the trajectory with a tight PDOP constraint. As no such
feature is currently present in Inertial Explorer, a tool will need to be developed to inactivate the
GNSS measurements at the epochs which, in the originally processed trajectory, have a PDOP
value exceeding the threshold. Additional research will be needed to determine the optimal value
of this PDOP threshold. Due to the availability of a high-quality IMU and the positive results
presented in chapter 4, where the GNSS position updates with PDOP> 2 were inactivated, the
threshold can be expected to be in the order of 2 <PDOP Threshold< 3.

• Recommendation 5: Medium-term
In chapter 6, a trajectory spread analysis is performed on the TCL obtained by the different runs.
It was proven that a decrease in cross-track trajectory spread could be obtained by removing
the trajectory of a run with high PDOP values. However, due to resource constraints, it was
not possible to perform the TCL spread analysis using reprocessed TCL trajectories based on
improved IMU trajectories. Therefore, it is recommended to redo the analysis with a reprocessed
TCL trajectory in order to quantify the potential (TCL) trajectory improvement.

• Recommendation 6: Medium-term
Currently, the RTSS trajectory is processed using only the GPS + GLONASS constellations (G2),
Differential GNSS positioning (DGNSS) and a Loosely-Coupled (LC) IMU integration scheme.
However, research has proven that trajectory processing using four GNSS constellations (G41) (An
et al. 2020) (Delikaraoglou et al. 2016), GNSS Precise Point Positioning (PPP) (Ramachandran
et al. 2019) (Héroux et al. 2004) and Tightly-Coupled (TC) integration schemes (Shi et al. 2021b)
(Liu et al. 2018) can provide significant (accuracy) advantages in challenging GNSS environments
for high-precision, land-surveying applications. Therefore, it is recommended to quantify the effect
of these processing settings on the accuracy of the trajectory estimates. It is recommended to
prioritise the implementation of G4 constellations in the trajectory processing.

1G4: GPS + GLONASS + Beidou + Galileo
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• Recommendation 7: Medium-term
As concluded from chapter 5, it has been proven difficult to recreate PDOP values at a certain
epoch of the trajectory estimate, because the GNSS observation weighting applied by the soft-
ware is untraceable. It is recommended to further research and better understand this weighting
algorithm. This potentially allows for tuning of the weighting matrix, for example in the Kalman
filter settings of the GNSS/IMU integration, could prevent the need for inactivation of GNSS ob-
servations in order to obtain a similar accuracy increase. In general, it is preferred to not ’delete’
costly obtained GNSS epochs altogether as the observations can contribute to an accurate trajec-
tory solution. For example, it might be that significant performance gains can be obtained by
eliminating only an individual GNSS observation, or implementing a different observation weight
matrix.

• Recommendation 8: Long-term
Improvements in trajectory accuracy have been quantified using statistical metrics under the
assumption that the individual trajectory measurements are unbiased. As discussed in section 3.3,
this is a critical assumption where the individual measurements are assumed to be true. However,
the actual trueness is very important for high-accuracy surveying and the acquisition of the
true absolute track geometry measurements. Therefore, it is recommended to obtain a ground-
truth reference trajectory to quantify the accuracy and performance of the trajectory accuracy
metrics. As indicated by Fugro, this has been previously attempted and is a very costly process.
Furthermore, the measurements of the reference trajectory did not have much higher accuracies
than what can be obtained by the RILA system. However, there is added benefit as the reference
trajectory allows for a true comparison of the accuracy of the trajectory solutions of the different
runs.

• Recommendation 9: Long-term
In the absence of a ground-truth trajectory, the cross-track trajectory spread of the multiple runs
over the same track segment is used in this report. However, research by Tombrink et al. (2023),
suggests geospatial sorting of the runs along the track in order to benchmark the accuracy of
different trajectory solutions. Contrary to the current chronological (time-based) sorting of the
position epochs, geospatial sorting arranges the epochs along the trajectory. Where chronological
sorting yields four ’individual’ runs over a track segment separated by time, geospatial sorting
integrates all epochs into a single trajectory solution. Geospatial sorting, therefore, leads to a
trajectory estimate based on a much higher sampling rate, which in turn could lead to higher tra-
jectory accuracy. It is therefore recommended to explore its applications for multi-run trajectory
processing.
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A
Track Geometry Parameters

In Table 2.1, an overview with the definitions of the different track geometry parameters can be found.
In Figure A.1, a graphical representation of the different relative track geometry parameters is presented.

Table A.1: Definitions of absolute- and relative track geometries

Geometry Type Definition
Gauge Relative Distance between the inner sides of both rail heads perpendicular

to the track centre
Twist Relative Elevation difference between the topside of both rail heads over a

certain segment
Alignment Relative Deviations in lateral position between both rail heads from the

mean distance (gauge)
Longitudinal Level Relative Deviations in the vertical position between the topside of both rail

heads from the ideal running plane
Cant (Cross Level) Relative Elevation difference between the topside of both rail heads perpen-

dicular to the track centre line
Position Absolute True position of the track (centre line) in a three-dimensional space
Radius Absolute Radius of the track centre line
Gradient (Slope) Absolute Gradient of the track centre line

Figure A.1: Schematic overview of the relative track geometry measurements (Liao et al. 2022)
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B
RILA Data Acquisition & Processing

B.1. RILA Data Acquisition
Below, an overview of the RILA sensors can be found together with their sampling interval and statistics
in Table B.1

• GNSS Antenna The Global Navigation Satellite System antenna provides the absolute position
to which all measurements of the RILA system are related.

• IMU The Inertial Measurement Unit measures accelerations and rotations along all axis of its
internal reference frame. The data is used to complement the GNSS measurements by calculating
the change of position between GNSS measurements using the observed accelerations.

• LiDAR Scanner The 360◦ LiDAR scanner, measuring perpendicular to the track centre line,
provides a point cloud representation of the railcorridor and track that the train travels through.

• Railstripers There are two optical (laser) railscanners on the bottom of the RILA system pointed
at the rails. These scanners provide accurate relative measurements of the track, trackbed, ballast
and sleepers.

• Video Camera The three video cameras mounted on the RILA system provide a geo-referenced
video representation of the rail corridor. This data, together with the point cloud, is used to make
a virtual representation of the rail corridor.

Table B.1: Overview of parameters of RILA sensors

Sensor Sampling Frequency [Hz] Amount Along-track Sampling Interval [m]
@ 100 kph @ 160 kph

GNSS Antenna 5 1 5.56 8.89
IMU 300 1 0.09 0.15

LiDAR scanner 250 x 4000 1 0.11 0.18
Railscanner 500 x 2352 2 0.06 0.09

Video Camera 15 3 1.85 2.96
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B.2. RILA Trajectory Processing Settings
B.2.1. Current Trajectory Processing Settings

Table B.2: Current RILA GNSS-only trajectory processing settings

Parameter Unit Current Setting
Processing direction n/a foward + backward
Processing method n/a Differential GNSS
GNSS Constellations n/a GPS + GLONASS
Elevation Mask deg 10
L1 Locktime Cutoff s 0.00
C/N0 rejection tolerance dB-Hz disabled
ARTK Engine n/a default
ARTK Quality Acceptance Criterion n/a Q2-99%
Minimum Reliability n/a 3.00
Maximum RMS mm 3.00

In Table B.2 ARTK is Novatel’s proprietary software used to resolve integer carrier phase ambiguities.
In its default processing mode, the ARTK engine is constantly re-checking its resolved ambiguities
when the observed satellite geometry changes. This can lead to a new position fix (set of integer
ambiguities) being accepted when a more favourable geometry is observed. The quality acceptance
criterion determines the confidence level required in residual testing for an ARTK fix to be accepted. A
higher quality criterion reduces the chance of an incorrect fix being accepted but increases the possibility
of no fix being achieved in environments with limited GNSS coverage. The minimum reliability is the
ratio between the second-best RMS and the best RMS of the individual GNSS observations. High-
reliability values indicate a high confidence level that can be placed in the solution.

Table B.3: Current RILA GNSS/IMU integration processing settings

Parameter Unit Current Setting
Processing direction n/a foward + backward
Require fixed ambiguities n/a disabled
SD tolerance m 2.0
GNSS Quality Number n/a 6 (2 - 10 [m])

In Table B.3, the SD-tolerance is a threshold for the standard deviation of the baseline as calculated
by the LC Kalman Filter. The GNSS quality number threshold allows for the specification of a certain
level of estimated accuracy for a GNSS position update to be accepted.

B.2.2. Processing settings definitions
In this section of the appendix, more context is provided, based on the Inertial Explorer user manual,
on the RILA trajectory processing settings defined in section 3.2, Table B.2 and Table B.3.

• Processing Method
[Differential GNSS] ”Differential processing can be selected if base station(s) have been added to
the project. This method of processing provides access to ARTK, where carrier phase ambiguities
may be fixed for high accuracy applications.”

[Precise Point Positioning] ”PPP is an autonomous positioning method where data from only
the remote receiver is used. If base station data has been added to the project, it will not be used
when processing PPP. By design, both differential and PPP trajectories can be processed within
the same project without over-writing each other”
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• Elevation Mask
”Satellites below this elevation (relative to the horizon) are ignored. Common elevation masks for
differential kinematic processing are 10-12 degrees. Static processing generally benefits from a
higher elevation mask (15 degrees).

Low elevation signals are more affected by multipath and tropospheric error, and are more likely to
be affected by cycle slips due to signal blockages and/or signal attenuation by the antenna. Thus,
pre-filtering low elevation signals is generally beneficial to post-processed accuracy. Increasing this
value too high may cause satellite geometry to become poor which can affect the performance of
integer carrier phase determination.”

• L1 Locktime Cutoff
”This is the number of seconds that continuous carrier phase tracking is required before measure-
ments will be used. Lowering this value will help to maximize GNSS position availability following
a total loss of carrier phase lock. However, using low values increases the likelihood of an incorrect
ambiguity fix. This is because the quality of carrier phase measurements may be suspect within
the first few seconds the receiver achieves carrier phase lock”

• C/N0 Rejection Tolerance
”Most often, pre-filtering GNSS signals by elevation mask and L1 locktime cutoff is effective. For
specialized applications, introducing an alternative or additional pre-filtering method based on the
signal to noise ratio may also be effective.

This option is not engaged by default as not every receiver provides a C/N0 value, and differ-
ent receivers may output this value at different stages of signal processing. Care should be used if
applying this option.”

• Default-mode ARTK Engine
”When ARTK is used in default mode, it is constantly re-checking its solved ambiguities when the
satellite geometry changes (i.e. when new satellites come into the solution or when individual
satellites are lost). Thus it is possible, even under open sky conditions where no loss of lock
occurs, that ARTK will accept a new set of integer ambiguities when there is a change in satellite
geometry. This may result in a position jump where the new ambiguities are accepted.

Using ARTK in default mode is thus mostly preferred for ground vehicle applications, as this
method provides a high level of solution accuracy over the entire length of a trajectory.”

• ARTK Quality Acceptance Criterion
”This is the confidence level required in residual testing for an ARTK fix to be accepted. Using
lower quality acceptance criteria increases both the likelihood of achieving a fix and the possibility
the fix may be incorrect. Conversely, increasing the quality acceptance criteria helps reduce the
likelihood of incorrect ambiguity fixes, but also the chance that no fix is achieved when conditions
are marginal for ambiguity determination.”

• Maximum Reliability
”The reliability of an ARTK fix is the ratio of the second best RMS and the best RMS. It indicates
how much better, statistically, the best solution is from the second best solution. High reliability
values indicate the best RMS is significantly better (lower) than the second best RMS, and thus a
high degree of confidence can be placed in the solution. This option provides direct control over
the minimum reliability ARTK will accept as a pass.”

• Maximum RMS
”An RMS is computed for every possible ARTK fix within a given search area. This RMS, output
by Inertial Explorer in units of mm, represents the mathematical fit of the solution or how well
the carrier phase measurements in the solution agree with each other. Low values (mm level or
sub-mm) represent well fitting solutions, or measurements that agree very closely. Large values
(cm level) indicate poorer fitting solutions that are more suspect. This option provides direct user
control over the maximum allowable RMS for an ARTK fix to be considered a pass.”
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• Require Fixed Ambiguities
”If using a high precision IMU and when surveying in urban conditions with some challenging
GNSS data, this option may be useful in achieving the best possible results. This option is not
recommended for most systems (MEMS or tactical grade IMUs) as any GNSS updates (even one
derived from float ambiguities) are generally beneficial in observing IMU sensor errors.”

• SD Tolerance
”If the position update returned by the GNSS processor is larger than this value, it will not be passed
to the IMU filter. By default a large threshold is used as Inertial Explorer relies on variance factor
testing to determine whether a GNSS position update should be applied or not”

• GNSS Quality Number
”The GNSS processing engine assigns a quality number to each processed epoch between the values
of 1 to 6, 1 being the best. By default Inertial Explorer does not use the GNSS quality number in
pre-filtering as instead it relies on GNSS variance factor testing in determining whether a GNSS
position update should be accepted. If you wish to enable a lower prefiltering tolerance, enter it
here.”

Table B.4: Quality number description

Quality Color Description 3D Accuracy (m)
1 Green Fixed Integer 0.00 - 0.15
2 Cyan Converged float or noisy fixed integer 0.05 - 0.40
3 Blue Converging float 0.20 - 1.00
4 Purple Converging float 0.50 - 2.00
5 Magenta DGPS 1.00 - 5.00
6 Red DGPS 2.00 - 10.00
Unprocessed Grey Has not been processed N/A

B.2.3. Recommended Trajectory Processing Flow
An updated flow(chart) is recommended for the processing of the RILA trajectory solution:

Figure B.1: Recommended RILA trajectory processing flowchart
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B.3. RILA Track Processing
Flowchart of the RILA track processing process

Figure B.2: Flow Chart of RILA track processing
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C
Data Analysis Algorithm

C.1. Description of the Data Analysis Algorithm
The output of a processed RILA survey using Inertial Explorer, ’RILA trajectory processing’ (see
Figure 3.3), is a continuous time-based string of coordinates containing a days-worth of surveying.
Furthermore, all output provided by the software, such as the QC metrics, are provided on the same
time-based axis. All the runs over the same track segment are therefore chronologically sorted in the
Smoothed Best Estimate Trajectory (SBET) solution. This can clearly be observed from the velocity
profile in Figure C.1. The four runs in the survey can clearly be identified. It can even be deducted
that the measurement unit has travelled two times in forward direction over the track (runs 1 & 3), and
two times in the opposite direction (runs 2 & 4), hence the ’inverted’ metrics.

Figure C.1: Velocity profile in North, East and Up direction together with the combined horizontal speed of an arbitrary
survey consisting of four runs

However, to apply the research methodology proposed in section 3.4, and compare the trajectories and
the quality metrics of the different runs at a certain geographical track location, the time-based trajec-
tory output needs to be converted to a mileage based output. Although ’mileage’ implies a distance in
miles, in this report, the definition is used to indicate the distance along a track in kilometres.

The conversion of the time-based output of the IMU trajectory to the mileage-based trajectory of
the Track Centre Line is performed in the Matlab-based RILA track processing software, RILA-suite1.
In short, the software identifies unique track segments and assigns a trackID based on the observed
trajectory and existing railroad maps in each part of the survey track. In this step, for example, railway
track switches are identified, adjacent parallel tracks are distinguished and other unique railway track

1A schematic overview of the process can be found in Appendix B
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elements are established. Most importantly, however, the software can identify based on matching
GNSS coordinates when the system travels over the same track segment. Next, the software assigns
a mileage value to all the trajectory epochs that match the mileage of the track segment (trackID) at
which the observation is located. This makes sure that measurements with the same mileage value
(within the same scope), are taken at the exact same distance along the track, although there can be
variation in the cross track direction. This information for a survey scope (all runs over the same track
segment) is then stored in a Matlab data structure called tussenresultaten3.mat.

C.1.1. Algorithm Setup
The aim of the Python-based data analysis algorithm constructed for this research is to project the
time-based trajectory (QC) output of Inertial Explorer onto the mileage-based axis constructed by the
RILA-suite software. In order to do so, the algorithm consists of approximately six steps: (1) Collect
all relevant data, (2) Match GNSS timestamps provided by inertial explorer onto the mileage data, (3)
Construct a class instance that allows for comparison of all runs along a track segment, (4) Compute
trajectory accuracy metrics and (5) Plot and present results. A simplified flowchart of the data analysis
algorithm is given in Figure C.22.

Figure C.2: Velocity profile in North, East and Up direction together with the combined horizontal speed of an arbitrary
survey consisting of four runs

1. Data collection
First of all, from the tussenresultaten3.mat file, a conversion table is derived linking GNSS times-
tamps to the mileage values and TCL coordinates assigned by the RILA-track processing software. This
data is available per ’run’ and loaded into a Python data structure. Next, the time-based trajectory
output containing GPS timestamps, IMU trajectory coordinates and QC-metrics are loaded from a
.txt file, sampled every 0.5 seconds, obtained from Inertial Explorer.

2. Match GNSS time & mileage
When all input data is collected, the trajectory output can be segmented into the different (established)
runs. Furthermore, the mileage and TCL trajectory coordinates can be matched onto each epoch in
the trajectory output. When this is completed, it is possible to plot Inertial Explorer’s trajectory QC
metrics on a mileage-based axis. An example of this is given in Figure C.3, where the horizontal velocity
is plotted of the survey from Figure C.1.

3. Construct comparison class
Next, in sequential order, two Python class instances are created in order to compare the data of all
runs over the survey scope. First of all, a SingleSurveyAnalysis class instance is created containing
all the runs of a single survey. Next, a RunComparison class instance is created where the data of
multiple surveys, or individual runs, can be added to the comparison. This is relevant because the track
geometry measurements of many railway tracks are obtained over multiple days, and thus multiple
surveys.

2An elaborate flowchart of the algorithm, together will all the datastructures, functions and relations can be found in
Appendix C
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Figure C.3: The horizontal velocity profile of an arbitrary survey (from Figure C.1) consisting of four runs, plotted on
the mileage axis.

4. Compute Trajectory Accuracy Metrics
The next step is to compute the accuracy metrics for the runs along a given track segment. Because
the different runs start at an arbitrary position (at a railway station) and the velocity along the track is
not identical (but the trajectory is sampled at a time-based interval), the observations of the different
runs are situated at an irregular interval. Therefore, the trajectory solutions need to be interpolated as
explained in section 3.3. To do so, the first run3 is selected as the baseline and is used to obtain (linearly)
interpolated at the same along-track location of the trajectory. This allows for the evaluation of the
cross-track trajectory spread. The calculation of the trajectory accuracy metrics has been extensively
discussed in section 3.3.

5. Plot & present results
After the quality metrics are computed, all information is present in the runComparison class instance
to plot all the results. Furthermore, output data tables on the trajectory accuracy metrics are available
as well as logs of all the steps performed in the algorithm.

C.1.2. Verification
To verify that the data analysis algorithm is working correctly, every step in the algorithm is extensively
verified. Mostly, this has been done by performing unit tests on the different functions and implemen-
tations have been performed. Furthermore, sanity checks have been performed by plotting the data
obtained in the different data structures. A good example of the importance of such unit tests combined
with sanity checks is given in Figure C.4.

Figure C.4: The horizontal velocity profile of an arbitrary survey performed for a sanity check for the GPS Time and
Mileage matching algorithm

In the process of matching the mileage data onto the QC metrics, although the software passed the unit
checks, as one can observe from Figure C.4, a clear (mileage) mismatch in the velocity profile of run1 &
run3 and that of run2 & run4 was present. This was caused by the use of an incorrect data structure
linking mileage values and GNSS timestamps obtained from the tussenresultaten3.mat. Another
good example is the verification of the interpolation algorithm. In Figure C.5, the original samples
along an arbitrary track segment are presented in Figure C.5a. Furthermore, the properly interpolated
observations are presented in Figure C.5c and the results of an incorrect, earlier version of the algorithm
in Figure C.5b. As one can observe, after the interpolation in Figure C.5b, there was still some along-
track deviation in the observations. To solve the problem, an interpolation correction algorithm was
implemented, where the along track distance between the first iteration of the interpolated was used

3The first run is used because it has, by nature of the way that the RILA track data is stored, the most consistent
mileage data
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as correction value in the second iteration of the interpolation. This ’shifts’ the points along their
respective along-track linear interpolation line to find the coordinates of the trajectories in the same
cross-track plane - i.e. correct interpolation.

(a) Original sampled trajectory data (b) Verification: Incorrect interpolation (c) Verification: Correct interpolation

Figure C.5: Verification results of the interpolation algorithm

All cases tested in this report have been verified using the methods displayed in Figure C.5. Furthermore,
all the datasets have been analysed for anomalies that could not have been caused by the observations
of the measurement system, such as gaps in the dataset and misalginment of the runs.
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C.2. Extended Data Analysis Algorithm Flowchart

Figure C.6: Comprehensive flowchart of the data analysis algorithm constructed for this report
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D
Validation Cases

In this appendix, more context to the validation cases, presented in this report, is provided. For the
given validation cases, both a situational overview of the track (segment), and the Inertial Explorer
SBET quality metrics are provided.

D.1. Case Study

Validation 3: km 20.5 - 23.5

Figure D.1: Situational overview of validation case 3
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Validation 1: km 59.8 - 60.8

Figure D.2: Situational overview of validation case 1

Figure D.3: SBET QC metrics of trajectory at track segment of validation case 1
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Validation 2: km 40.0 - 41.2

Figure D.4: Situational overview of validation case 2

Figure D.5: SBET QC metrics of trajectory at track segment of validation case 2
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D.2. PDOP Analysis
D.2.1. Manual PDOP Computation
The results of the manual PDOP computation of the critical epoch of 2021-11-15_run1.

Table D.1: Results of the manual PDOP computation analysis at the critical epoch of 2021-11-15_run1, GPSTime =
112014s

Sat in Analysis: G01, G03, G17, G19, G22, R03, R04, R19
Metric Value Unit
GPSTime 112014 s
Mileage 55.033 km
∆t to nearest ephemeris 6:54 m:ss
NR of Sats (NS) 8 -
PDOP Observed 3.21 -
PDOP Computed 5.17 -
∆PDOP 1.96 -

Sensitivity Analysis
Excluded Satellite(s) Computed PDOP NR of Sats
All GLONASS 57.69 5
All GPS 3.18 3
G01 2.56 7
G02 2.75 7
G17 2.52 7
G19 2.58 7
G22 2.76 7
R03 3.04 7
R04 2.56 7
R19 2.74 7
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