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A B S T R A C T

The swash zone is an important region for the coastal morphodynamics. Often, model studies of the swash zone
use depth-averaged models. These models typically assume a vertically uniform velocity and sand concentration
for calculating the sand transport flux. However, this assumption is not always accurate in the swash zone.
In order to investigate the vertical distribution of velocity and sand, we use a depth-resolving model that is
able to capture these vertical variations. We simulate the flow and suspended sediment transport induced by
bichromatic waves using a 2DV depth-resolving RANS model. Our verification of the model shows that special
care needs to be taken to deal with bubbles in 2DV simulations. Furthermore, we show that turning off the
(Wilcox, 2006, 2008) limiter for turbulence, increases the modelled turbulent kinetic energy that is induced by
wave-breaking, resulting in improved predictions of sediment concentrations. Using the depth-resolving model,
we show that the vertical distribution of velocity and sand is far from uniform in the swash zone. The results
show that if one assumes vertically uniform depth-averaged velocities and concentrations, one can overpredict
the sediment flux by 50%.
1. Introduction

The morphodynamics of the coast is largely controlled by the ef-
fects of waves and currents on the beach. An important region influ-
encing the coastal morphodynamics is the swash zone. Here, waves
intermittently cover and expose the beach face. The swash zone is
characterised by strong shallow flows, breaking waves, large amounts
of turbulence and the presence of air bubbles (Masselink and Puleo,
2006). These dynamics can lead to large sediment transport fluxes
and strong intraswash bed level changes in the order of centimetres
per seconds (Blenkinsopp et al., 2011; Van der Zanden et al., 2019a),
which make it difficult to study important morphological processes
experimentally. Numerical models can provide a valuable tool to com-
plement such experiments for understanding and ultimately predicting
the dynamics of the swash zone.

There are different model techniques for understanding intraswash
morphodynamics (Briganti et al., 2016). In this paper we distinguish
two types of models: depth-averaged and depth-resolving models. In
depth-averaged models, the model equations define relations between
depth-averaged flow quantities that do not include information of the
vertical distribution of the flow quantities. As such, depth-averaged

∗ Correspondence to: Deltares, Delft, The Netherlands.
E-mail address: joost.kranenborg@deltares.nl (J.W.M. Kranenborg).

models are relatively computational efficient due to their lower di-
mensionality. These models can give insight into important processes
that drive morphodynamics (see e.g. Reniers et al., 2013; Incelli et al.,
2016; Zhu and Dodd, 2020). However, depth-averaged models have
difficulty accurately predicting intraswash sediment dynamics, in par-
ticular suspended sediment transport (Ruffini et al., 2020; Mancini
et al., 2021). Depth-resolving models have shown promising results in
terms of their hydrodynamic and morphodynamic predictions (e.g. Li
et al., 2019; Kranenborg et al., 2022; García-Maribona et al., 2021).
For depth-resolving models, the model equations also describe the
variation of flow quantities in the vertical direction. This means that
these models resolve important vertical variations in the flow, however,
this comes at a cost in computational resources. For this reason, we
employ the depth-resolving model technique for gaining insight into
important depth-dependent processes, which can be used to improve
depth-averaged models.

An important process for the suspended sediment transport is turbu-
lence (Fredsøe and Deigaard, 1992). For instance, Sumer et al. (2013)
showed experimentally that eddies created during the wave-breaking
process can lead to strong sediment suspension. Some depth-averaged
vailable online 8 April 2024
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Fig. 1. Schematic showing (a) the depth-resolving model domain and (b) the OW3D model domain. The red region in panels (a) and (b) shows where the one-way coupling from
OW3D to OpenFOAM is done. Panel (c) shows the area around the still water line and the probes used in the paper. Here crosses show positions of wave gauges, triangles show
ADV probes and stars show OBS probes.
model studies on turbulence and sediment interaction also exist. For
instance, Alsina et al. (2009) used a modified version of the model
by Deigaard et al. (1986) to model turbulence and found that the
contribution of bore-generated turbulence essential to achieve accurate
cross-shore suspended sediment transport. Zhu and Dodd (2020) used
a different approach by estimating the turbulent kinetic energy from
data instead. They found that bore-generated turbulence dominated the
sediment entrainment, and is more important than entrainment from
pure shear.

A different turbulence-related process is the vertical distribution of
suspended sediment and the vertical velocity profile. For instance, (Aa-
gaard et al., 2021) discuss the influence of turbulence on the vertical
distribution of sediment in the surf zone. In the swash zone, the study
of Sumer et al. (2013) shows that turbulent eddies can rapidly entrain
sediment high into the water column, putting clouds of sediment above
regions with lower sediment concentration. This was also seen in the
model results of Kranenborg et al. (2022), especially in the presence of
a backwash bore. The recent depth-averaged study of Mancini et al.
(2021) argued that, at least in-part, the difficulty in modelling sus-
pended transport is due to uncertainties in the vertical structure of
sediment transport.

Many depth-averaged models incorporate parametrisations to deal
with these vertical nonuniformities. For instance, Mancini et al. (2021)
uses a bottom boundary layer model, based on a friction coefficient, to
account for the vertical profile of the cross-shore velocity. Similarly,
for calculating the sediment deposition, they use a power-law pro-
file (Soulsby, 1997) to calculate the near-bed sediment concentration.
The method of Galappatti and Vreugdenhil (1985), which is used by
for example Reniers et al. (2013), uses a different concept to account
for the flow conditions, namely the introduction of an equilibrium
2

sediment concentration and an adaptation time. These examples all use
information about the vertical distribution. However, this information
is only applied to calculations of erosion and deposition fluxes, and
not for the cross-shore flux of sediment. The importance of vertical
structures in the cross-shore sediment flux is not well understood.

To investigate the importance of vertical structures, we employ a
depth-resolving model. There are different approaches for both the flow
and sediment modelling in a depth-resolving way. In this study we
limit ourselves to using the Reynolds Averaged Navier Stokes (RANS)
approach, combined with modelling suspended sediment as a passive
scalar that is transported and diffused with the flow. Such models have
been used previously to analyse breaker bar morphodynamics (Jacob-
sen and Fredsoe, 2014a,b) and swash-zone morphodynamics induced
by solitary waves (Li et al., 2019; Kranenborg et al., 2022). These
studies all use models that are based on the original model by Jacobsen
et al. (2014), implemented in the OpenFOAM framework. The (Jacob-
sen et al., 2014) model uses the Volume of Fluid (VoF) method to
discriminate between air and water in the solution. Recently, a different
model based on the IH2VOF model was used to study morphodynam-
ics and intraswash suspended sediment dynamics under bichromatic
waves (García-Maribona et al., 2021, 2022). An important difference
between the IH2VOF studies and the studies by Li et al. (2019) and Kra-
nenborg et al. (2022), is that they use different implementations of the
VoF method. Where typical VoF implementations compute the RANS
equations in both the air and water phases, the IH2VOF model instead
compute the RANS equations in the water phase only.

The presence of an air phase in the VoF method means that care
needs to taken around the air/water interface. For instance, unphysical
layers of air can remain sticking close to a body in a phenomenon called



Coastal Engineering 191 (2024) 104519J.W.M. Kranenborg et al.

p
b
t
T
q

2

f
m
d

2

w
w
s
a
Z
s
p
e
a
t
r

s
W
a
e
U
i
s
c

d
i
b
c
w
r
p

2

t
w
(
c

𝜓

p
d
a

t
f

numerical ventilation, leading to an incorrect decrease of skin fric-
tion (Gray-Stephens et al., 2019). Furthermore, the modelled behaviour
of air bubbles is related to the 2DV approach typically employed in
depth-resolved swash zone studies, which disregards 3D effects.

In this paper, we investigate the importance of wave-breaking tur-
bulence and vertical nonuniformities for sediment transport in the
swash zone. To this end we use the model by Kranenborg et al. (2022).
First, we will investigate the effects of air entrainment and bubbles in
the model on the swash flow. Furthermore, the effects of the turbulence
limiter introduced by Wilcox (2006, 2008) are investigated. Finally,
we use the depth-resolved model to determine nonuniform vertical
structures in suspended sediment concentration and flow velocity, and
how they influence the calculated suspended sediment flux. To study
these processes we formulate the following research questions for this
paper:

• What is the effect of the air entrainment and bubbles in a 2DV
VoF model and how does it influence sediment transport?

• What is the influence of the (Wilcox, 2006) limiter on wave-
breaking turbulence and sediment transport?

• How does the vertical distribution of sediment concentration and
flow velocity influence the sediment transport flux?

In Section 2, the research methodology is described. Section 3
resents the model verification and the role of bubbles and wave-
reaking turbulence. Section 4 presents model results on the impor-
ance of vertical structures in the suspended sediment transport flux.
he results are subsequently discussed in Section 5 and the research
uestions are answered in 6.

. Methodology

We start by describing the experimental conditions used as a basis
or the analysis. Subsequently, the model and its implementation, do-
ain and initial and boundary conditions are described. Finally, the
efinitions of metrics and analysis tools are laid out.

.1. Experiment description

To investigate sediment transport and vertical structures therein,
e need an experiment that includes the relevant processes. Solitary
aves are too simple for this purpose as they do not produce wave-

wash interactions, or the advection of pre-suspended sediment. These
re both processes which are often thought to be important (Van der
anden et al., 2019b). Furthermore, we need detailed time-series of
uspended sediment concentrations and velocities to verify the model
erformance. For these reasons, we opt to use the bichromatic wave
xperiments by Van der Zanden et al. (2019a). This enables both
n analysis of suspended sediment which includes processes men-
ioned above, and makes it possible to make averages over wave group
epetitions.

Van der Zanden et al. (2019a) divided up their experiments in
maller wave runs to measure the evolution of the profile over time.
e use the initial morphology from run no 5 which starts at 180 min

fter the first wave run (see Fig. 1 for the initial profile of run 5). The
xperiments were conducted in the large-scale CIEM wave flume at the
niversitat Politéchnica de Catalunya in Barcelona, Spain. The flume

s 100 m long and 3 m wide, in which a sediment bed with an initial
lope of 1:15 was built. This bed consists of medium sand with sand
haracteristics 𝐷50 = 0.25mm, 𝐷10 = 0.15mm and 𝐷90 = 0.37mm. The

mean sediment settling velocity was measured as 𝑤𝑠 = 0.034m/s.
The waves were generated as a first order bichromatic wave with

two wave components. The wave group period was 𝑇𝑔𝑟 = 14.8 s with a
wave repetition period 𝑇𝑟 = 2𝑇𝑔𝑟, meaning that every repetition con-
sisted of two different wave groups. The individual wave components
3

had periods 𝑇1 = 𝑇𝑟∕7 and 𝑇2 = 𝑇𝑟∕9 and wave heights 𝐻1 = 𝐻2 =
0.32m. Together the wave components have a mean short wave period
of 𝑇𝑚 = 𝑇𝑟∕8 = 3.7 s. Reflected waves that travel back to the paddle were
not absorbed in the lab experiment. This is different in the numerical
model where the reflected waves are absorbed by the relaxation zone.
This is expected to result in slightly different wave conditions (Van der
A et al., 2017).

The measurements featured an array of measuring equipment. The
full description can be found in the original paper of Van der Zanden
et al. (2019a). In this study we use the acoustic wave gauges, the ADV
probes for measuring flow velocities and OBS probes for measuring
sediment concentrations. Fig. 1 shows the location of the instruments.
The OBS and ADV probes were mounted 3 cm above the bed at the
start of the wave run.

2.2. Model description

We use the model of Kranenborg et al. (2022), which was adapted
from the model of Jacobsen et al. (2014), to use in the swash zone.
Although the model is capable of morphodynamic simulations, in this
study we limit ourselves to modelling suspended sediment transport
only and not take intraswash morphodynamics into account. In other
words, we run the model using a static bed but still allow suspended
sediment to entrain and settle.

The model is defined on a 2D spatial domain  ⊂ R2, where we
efine the Cartesian coordinates in two notations, (𝑥1, 𝑥2) = (𝑥, 𝑦), with
ts origin at the still water line and positively directed towards the
each and up respectively. Throughout the paper we use the 𝑥 and 𝑦
oordinates for analysis, but for the description of the model equations
e use Einstein notation. 𝑡 refers to the time coordinate. In total, we

un the simulations from 𝑡0 = 30 s to 𝑡𝑒𝑛𝑑 = 240 s. This is because the
addle was stationary for the first 30 s.

.2.1. Implementation
The model solves the 2DV incompressible RANS equations and uses

he Volume of Fluid (VoF) method for discriminating between air and
ater. Specifically, we use the isoAdvector approach of Roenby et al.

2016). This introduces a volume fraction field 𝛼 with which in each
ell fluid properties 𝜓 are set using

= 𝛼𝜓𝑤𝑎𝑡𝑒𝑟 + (1 − 𝛼)𝜓𝑎𝑖𝑟. (1)

To close the flow equations we use the 𝑘−𝜔 turbulence model, incor-
orating the Wilcox (2006) and Larsen and Fuhrman (2018) limiters,
efined here in Einstein notation following the conventions of Larsen
nd Fuhrman (2018):

𝜕𝜌𝑘
𝜕𝑡

+
𝜕𝜌𝑢𝑗𝑘
𝜕𝑥𝑗

= 2𝜈𝑡𝑆𝑖𝑗𝑆𝑖𝑗 − 𝜌𝛽∗𝑘𝜔 + 𝜕
𝜕𝑥𝑗

(

𝜇 + 𝜌𝜎∗ 𝑘
𝜔
𝜕𝑘
𝜕𝑥𝑗

)

, (2)

𝜕𝜌𝜔
𝜕𝑡

+
𝜕𝜌𝑢𝑗𝜔
𝜕𝑥𝑗

= 𝛼𝜔2
𝜔
̃̃𝜔
𝑆𝑖𝑗𝑆𝑖𝑗−𝜌𝛽𝜔2+𝜌

𝜎𝑑
𝜔

𝜕𝑘
𝜕𝑥𝑗

𝜕𝜔
𝜕𝑥𝑗

+ 𝜕
𝜕𝑥𝑗

(

𝜇 + 𝜌𝜎 𝑘
𝜔
𝜕𝜔
𝜕𝑥𝑗

)

,

(3)

𝑘 being the turbulent kinetic energy density and 𝜔 being the specific
dissipation rate. The mean strain rate tensor is defined as

𝑆𝑖𝑗 =
1
2

(

𝜕𝑢𝑖
𝜕𝑥𝑗

+
𝜕𝑢𝑗
𝜕𝑥𝑖

)

, (4)

with 𝑢𝑖 and 𝑥𝑖 are the velocity and spatial coordinate components.
𝜌 is the density, 𝜇 and 𝜈 are the dynamic molecular viscosity and
he kinematic viscosity respectively, which all depend on the volume
raction field 𝛼. Furthermore, 𝛽 = 0.708, 𝛽∗ = 0.09, 𝜎∗ = 0.6, 𝜎𝑑𝑜 = 0.125,
𝜎 = 0.5, 𝛼𝜔 = 0.52 and

𝜎𝑑 = 𝐻
(

𝜕𝑘 𝜕𝜔
)

𝜎𝑑𝑜 (5)

𝜕𝑥𝑗 𝜕𝑥𝑗
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are all model parameters (with 𝐻 being the Heaviside step function).
ere the turbulent eddy viscosity 𝜈𝑡 is defined as

𝑡 =
𝑘
𝜔̃
. (6)

t remains to define the two limited versions of 𝜔:

̃̃𝜔 = max
(

𝜔, 𝜆1

√

𝑝0
𝛽∗

)

, 𝜔̃ = max
(

̃̃𝜔, 𝜆2
𝛽
𝛽∗𝛼

𝑝0
𝑝𝛺
𝜔
)

, (7)

here 𝑝0 = 2𝑆𝑖𝑗𝑆𝑖𝑗 , 𝑝𝛺 = 2𝛺𝑖𝑗𝛺𝑖𝑗 , with

𝑖𝑗 =
1
2

(

𝜕𝑢𝑖
𝜕𝑥𝑗

−
𝜕𝑢𝑗
𝜕𝑥𝑖

)

. (8)

Following Larsen and Fuhrman (2018) we use 𝜆2 = 0.05 and 𝜆1 =
0.875 by default. Later in the paper, the (Wilcox, 2006) limiter will be
deactivated by setting 𝜆1 = 0.

We do not apply a buoyancy production term as this can lead to sta-
bility issues around wave-breaking and it does not lead to considerable
differences in modelled morphodynamics (Christoffersen, 2019). The
effects of sediment on turbulence are not accounted for in this model.
For wave generation we use the waves2Foam module (Jacobsen et al.,
2012), coupled with OceanWaves3D (OW3D) (Engsig-Karup et al.,
2009; Paulsen et al., 2014).

We model suspended sediment transport using an advection diffu-
sion approach where the evolution of the sediment concentration field
𝑐 is modelled as
𝜕𝑐
𝜕𝑡

+ (𝛼𝑢𝑖 +𝑤𝑠𝛿𝑖3)
𝜕𝑐
𝜕𝑥𝑖

− 𝜕
𝜕𝑥𝑖

[

𝛼(𝜈 + 𝜈𝑡)
𝜕𝑐
𝜕𝑥𝑖

]

= 0, (9)

here 𝛿𝑖3 is the kronecker delta and the sediment is advected by the
um of the flow velocity and the fall velocity 𝑤𝑠, which is calculated
ollowing the method of Fredsøe and Deigaard (1992). Sediment is
iffused by the sum of the fluid kinematic viscosity and the eddy
iscosity 𝜈𝑡. For details of the implementation we refer to the initial
ublication on the model by Jacobsen et al. (2014).

.2.2. Model geometry and mesh
Fig. 1 shows the setup of the model, consisting of different zones

here different models are run. The full model domain, reaching from
he seaside to above the swash, is 87 m long. At the seaward side, the
ater depth is ℎ0 = 2.5m. As written above, the full model consists of

wo different models that are coupled together using a relaxation zone.
he OW3D model is run on the full domain, from the seaward boundary
t 𝑥𝑝 = −75.97m up to 𝑥 = 11.03m. The domain of the depth-resolving
penFOAM model starts at 𝑥 = −50.47m and reaches to 𝑥 = 11.03m
t the upper swash boundary. The region between 𝑥 = −50.47m and
= −41.97m defines the relaxation zone where the solution of OW3D

s mapped onto the depth-resolving model. Details about the relaxation
one method and the mapping can be found in Jacobsen et al. (2012).

The geometry of the depth-resolving model domain follows the mea-
ured bed profile before the experiment run took place (see Section 2.1
elow). The profile was measured from approximately 𝑥 = −22.3m
pward. The profile offshore from this point was assumed to be linear
ith a slope of 1:15 until the toe of the profile at depth 𝑦 = −ℎ0. The

domain height generally is 3.3 m, except at the sloped section where
the top of the domain is a straight line, with endpoints 3.3 m above the
bottom profile.

The mesh is created by rectangular cells with a cross-shore length
of 4 cm. The vertical discretisation is done in three layers. This is done
to facilitate a high resolution at the bed boundary while keeping the
aspect ratio small in the majority of the domain. The bottom layer is
10 cells thick with all cells being 0.625mm thick. This layer follows the
bed geometry. The top layer is 2.3 m thick and consists of 140 cells
with the same thickness (approximately 16.4mm). This layer follows
the top, linear boundary geometry. The middle layer, consisting of 177
cells, facilitates a smooth transition between the two outer layers.

The OW3D model is discretised in 1000 equidistant points in the
4

𝑥-direction.
2.2.3. Boundary conditions and wave generation
The boundary conditions are very similar to the (Kranenborg et al.,

2022) study, with no-slip boundary conditions at the bed, offshore and
onshore boundaries, and an ambient atmospheric pressure condition
at the top boundary, from which the velocity condition is calculated.
We use the (Fuhrman et al., 2010) boundary conditions for 𝑘 and 𝜔
at the bed. We use the (Cebeci and Chang, 1978) rough wall model,
implemented by Larsen et al. (2017) for modelling the friction velocity
and incorporating the bed roughness. For this we use a Nikuradse
roughness height of 𝑘𝑁 = 2.5𝐷50, where 𝐷50 denotes the median grain
size.

For sediment transport we use the (Zyserman and Fredsøe, 1994)
reference concentration to determine the suspended sediment con-
centration 𝑐 at the reference height 𝑦𝑎 = 2.5𝐷50 above the bottom
oundary. Here we also use the new divergence scheme proposed
n Kranenborg et al. (2022) to stabilise the sediment concentrations
t the boundary, mitigating wiggles and negative sediment concentra-
ions (Jacobsen, 2011). The (Zyserman and Fredsøe, 1994) approach
equires the Shields parameter 𝜃 as input, which we here define as

𝜃 =
|

|

𝜏𝑏||
(𝜌𝑠 − 𝜌)𝑔𝐷50

, (10)

where 𝜏𝑏 is the bed shear stress as calculated using the turbulence
model, 𝜌𝑠 = 2650 kg/m3 is the sediment density, 𝜌 is the fluid density
nd 𝑔 = 9.81m/s2 is the magnitude of the gravitational acceleration.
e here define the Shields parameter to always be positive.
We generate the waves at the offshore boundary in the domain.

imilar to Chen et al. (2022), Jacobsen et al. (2018), we apply the
W3D model to incorporate the paddle velocity signal. In our study,
e do not use the paddle velocity signal 𝑢𝑝 directly but modify it by a

caling factor 𝛾𝑝 to create the model paddle velocity 𝑢𝑚𝑝 :

𝑚
𝑝 = 𝛾𝑝𝑢𝑝. (11)

his is because the paddle in the experiments is of the wedge type,
hich has is different from the model paddle in two important ways.
or one, the laboratory paddle has a vertical component in its stroke
ovement where the model paddle only allows horizontal movement.

econdly, because of the nonhorizontal paddle stroke, the laboratory
addle does not contact the water for the full flume depth ℎ0, which is
he case in the model. The calibration process was done by comparing
odelled surface elevations using paddle signals produced by a gamma

arying between 1 and 0.7, with an interval of 0.05. In the end,
𝑝 = 0.75 gave the best results. We do not give more details on this
alibration here, but refer to the general model verification in Section 3.

The OW3D model assumes a constant depth of ℎ0, and as such does
ot include the bottom geometry (see Fig. 1). This is not an issue for
ffshore generated waves, as the coupling between the models is done
efore the toe of the bed profile. However, waves reflected in the OW3D
odel would be different because of the different bed profiles between

he OW3D and depth-resolving models. Therefore, the OW3D model
as a damping zone which absorbs the offshore generated waves after
he coupling region.

.3. Model verification

To aid in verification of the model performance, a normalised Root
ean Square Error (nRMSE) is calculated for the water surface, flow

elocities and the sediment concentrations. For the free surface location
e use the deviation from the initial water depth 𝜂. For the flow
elocity comparison, the normalisation variable is the maximum of the
bsolute value of the measured velocity. Furthermore, dry periods in
he measurement data (measurements were done at 3 cm above the
ed) were removed from the data before comparison. The latter point
lso holds true for comparisons of sediment concentration. We also note
hat there were no co-located measurements of velocities and concen-
rations. As such the model predictions of the vertical distribution of
ediment and velocity cannot be verified.
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2.4. Analysis of cross-shore fluxes

To calculate the advective cross-shore flux 𝐹 at a certain position we
integrate the local sediment transport flux. This is done in the following
manner:

𝐹 = ∫

𝑦𝑡𝑜𝑝

𝑦𝑏+𝑦𝑎
𝑐(𝑦)𝑢𝑥(𝑦)d𝑦, (12)

where 𝑐(𝑦) and 𝑢𝑥(𝑦) describe the suspended sediment concentration
and the cross-shore velocity at depth 𝑦. Here 𝑦𝑏 is the bed level, 𝑦𝑎 is the
eference height used for the suspended sediment boundary condition
nd 𝑦𝑡𝑜𝑝 is the upper bound of the domain at the particular cross-shore
ocation. The integration bounds include parts of the domain that are
illed with air. This avoids dealing with cases where the free surface
s not easily defined such as overturning waves or bubbles in the flow.
lso, because the air is free from sediment, it does not contribute to

he transport integral.
As a proxy for depth-averaged models, we can similarly define a

lux 𝐹𝑢 by first averaging the velocity and integrating the sediment
oncentration over depth:

𝑢 = 𝑈𝐶, (13)

here 𝑈 is defined as

= 1
ℎ − 𝑦𝑎 ∫

𝑦𝑡𝑜𝑝

𝑦𝑏+𝑦𝑎
𝑢𝑥(𝑦)𝛼(𝑦)d𝑦, (14)

ith 𝛼 being the volume fraction of air and water, and the water depth
defined as

= ∫

𝑦𝑡𝑜𝑝

𝑦𝑏
𝛼(𝑦)d𝑦, (15)

nd the depth integrated concentration 𝐶 is defined as

= ∫

𝑦𝑡𝑜𝑝

𝑦𝑏+𝑦𝑎
𝑐(𝑦)d𝑦. (16)

ote that for ease of comparison, both fluxes are calculated in the
uspension part of the domain only.

We then define the difference between these fluxes as

𝐹 = 𝐹 − 𝐹𝑢, (17)

hich means 𝛥𝐹 can be interpreted as the signed remainder of the flux
hat is needed when modelling the flux assuming vertically uniform
ediment and velocity distributions.

Depth-averaged models that model suspended sediment transport
ften employ a similar advection diffusion model where sediment
s transported using the flow velocity. However, because of vertical
onuniformities, one could use a different velocity 𝑈𝑐 , here called the
ffective transport velocity, as the advection velocity in the transport
quation. Using this, we can redefine the depth-averaged flux given
n Eq. (13) by substituting the depth-averaged velocity 𝑈 with the effec-
ive transport velocity 𝑈𝑐 and equate it to the flux defined in Eq. (12):

𝑐𝐶 = 𝐹 ⟺ 𝑈𝑐 =
𝐹
𝐶
. (18)

This gives us a way to analyse the effective transport velocity in a
depth-averaged approach, in terms of the depth-integrated sediment
concentration and the depth-resolved sediment flux. Note that for small
water depths this equation becomes very sensitive due to 𝐶 being close
to zero. For this reason, both fluxes and the effective transport velocity
are assumed to be zero when the water depth is lower than 0.5 cm.

We define the difference between the velocities 𝛥𝑈 as

𝛥𝑈 = 𝑈 − 𝑈𝑐 . (19)

It is important to note that, while we use the above defined met-
rics as methods to compare with a depth-averaged, or depth-uniform,
approach, the calculation of 𝐹 is still based on the depth-resolving
5

𝑢

Table 1
The definitions of the four different model configura-
tions.

Config Wilcox (2006) limiter Bubble
modification

A on off
B on on
C off off
D off on

model. These assumptions and their impact on the interpretation of the
analyses using this is further discussed in Section 5.4

For all integrals above the numerical integration is achieved using
the trapezoidal method.

In the remainder of the manuscript, time-averaging over a time
interval 𝑇 is denoted as ⟨.⟩𝑇 .

3. Model improvements and verification

This section deals with the model verification and the steps to
improve the performance. Before going into detail about the results,
we provide a quick background to give the reader some context before
we dive into the issues discovered and the solutions found.

The starting point is the (Kranenborg et al., 2022) model. However,
when analysing the model results we quickly noticed that air bubbles
would stick to the bed. These bubbles led to underpredicted friction and
sediment transport, particularly in the uprush. Section 3.1 explains this
issue in more detail and proposes a temporary solution, here called the
bubble modification.

A second issue found was that the prediction of suspended sediment
concentrations was insufficient. More specifically, very little sediment
was brought into suspension in the lower swash during uprush. Fur-
thermore, when a suspension event happened it was very localised and
short-lived. One important parameter contributing to the capacity of
the flow to carry sediment is the eddy viscosity 𝜈𝑡. For this reason, the
influence of the (Wilcox, 2006) limiter in the turbulence model was
analysed. The results of this analysis is written in Section 3.3.

These two issues are treated separately because, as will be detailed
below, they have different origins. These two modifications lead to
four different model setups, as detailed in Table 1. The effect of the
different configurations on sediment transport is shown in Section 3.4.
Finally, the verification of the best model configuration is detailed in
Section 3.5.

3.1. 2DV bubble effects

The model does not describe the air/water interface directly, instead
it uses a VoF approach for bookkeeping whether individual cells contain
water or air. This enables the modelling of more complex surface
interface shapes that, for instance, a model based on the shallow water
equations cannot capture. One result of this is that bubbles can be
formed. In our case, this leads to the model trapping air below the
swash. Fig. 2 shows what happens both at the swash tip and the same
location roughly two seconds later. As the swash moves up the beach,
sometimes small pockets of air get trapped below the swash flow.

A possible explanation is the phenomenon of numerical ventilation.
This phenomenon has previously been seen in simulations of planing
ship hulls (e.g. Viola et al., 2012; Mancini et al., 2016; Gray-Stephens
et al., 2019). Numerical ventilation is the phenomenon where the
numerical discretisation of the VoF field 𝛼 leads to an unphysical layer
of air sticking to a body. For planing hulls this layer of air forms at the
triple point between the air phase, the water phase and the hull. For
more details on numerical ventilation, we refer to Gray-Stephens et al.
(2019). Apart from numerical ventilation, once bubbles have formed,
bubbles do not rise as quickly in a 2DV simulation compared with a 3D

simulation. This is further detailed in Appendix A.
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Fig. 2. Figure showing the volume fraction field 𝛼 between 𝑥 = 1m and 𝑥 = 3.5m at 𝑡 = 167.4 s (a) near the swash tip during uprush and at 𝑡 = 169.3 s (b) roughly two seconds
after the swash tip has passed, exemplifying the issue with air content near the bed.
Fig. 3 shows the modelled density at the bed 𝜌, friction velocity
𝑢∗, surface elevation 𝜂 and Shields parameter 𝜃 in time and space. The
friction velocity is related to the shear stress as

𝑢∗ =
𝜏𝑏
|𝜏𝑏|

√

|𝜏𝑏|
𝜌
. (20)

Note that the friction velocity incorporates the direction of the shear
stress, whereas the Shields parameter does not. During uprush, easily
identified by the positive i.e. onshore friction velocity, the bed density
shows very patchy behaviour with regions where the density is low,
for instance at 𝑥 = 4m, 𝑡 = 165 s (here low means close to air density:
𝜌 ≈ 1 kg/m3). In terms of the Shields parameter, the uprush also shows
patchy behaviour and higher values only very localised. This is in stark
contrast with the behaviour during the backwash, which displays a
large patch in space and time with high Shields values.

3.2. Modification to remove bubbles

To investigate the impact of these bubbles, a modification to the
model is introduced. This modification aims to remove bubbles that
are considered unphysical. This is the case when two criteria are met
simultaneously, namely that bubbles are within a distance 𝑑𝑏 from the
bed, and that the total pressure at that location is higher than 𝑃𝑏. This
last criterion can be thought of as a distance to the free surface, where
the pressure is roughly 0 Pa. Combining these criteria means that we
remove bubbles that are close enough to the bed but far enough from
the free surface. In other words, bubbles may be present around wave-
breaking, bores or at the swash tip, but if they linger at the bed they will
be removed. This is similar to method of adding a source term to the
VoF model, a commonly used strategy to mitigate numerical ventilation
in planing hull simulations (Viola et al., 2012; Mancini et al., 2016;
Gray-Stephens et al., 2019).

The procedure to remove bubbles is straightforward. For every cell
in the model that meets the criteria mentioned above, the value of 𝛼
is checked. This value is then set to 𝛼 = 1, meaning the cell is forced
to contain water. This means that the modification works by adding
water to the model. In Section 5.1 the impact of this method, and other
potential methods of dealing with bubbles in 2DV models are discussed.
6

The modification is applied in configurations B and D using the
criteria 𝑑𝑏 = 0.05m and 𝑃𝑏 = 500N/m2, which corresponds to a
surface elevation of roughly 5 cm. Fig. 4 shows the results using this
model (configuration B). The results are very different from the results
presented where the bubbles were not removed (compare with Fig. 3).
In this case, the density is almost always close to 𝜌 = 1000 kg/m3

underneath the submerged parts of the beach. Furthermore, the friction
velocity and Shields parameter now do not display the patchiness
during the uprush. Also, the magnitude of the Shields parameter has
increased during uprush and decreased during the backwash. The effect
on sediment transport will be shown in Section 3.4.

3.3. Turbulence effects

To analyse the quality of sediment predictions by the model we
compare them to the measurements of the OBS probes. Fig. 5 shows the
time series of the modelled sediment concentrations for all four config-
urations. It shows that for Configuration A, the concentrations do not
correspond at all with the time series of the measured concentrations.
Especially at the upper two locations, the model underestimates the
magnitude of the sediment concentration during uprush (see especially
panels (b–e) at 𝑡 = 137 s and 𝑡 = 153 s). Furthermore, especially at
locations (b) and (c), the model predicts high concentrations at the end
of the backwash around 𝑡 = 163 s.

As turbulence is an important factor in both the pick up of sediment
and the ability for the flow to hold sediment in suspension, it is natural
to look at how modifications to the turbulence modelling can influence
the results. Eqs. (3) and (7) show that a low value of 𝜆1 leads to a
lower specific dissipation rate 𝜔, i.e. slower dissipation of 𝑘. Larsen
and Fuhrman (2018, Figure 6) also show that the limiter of Wilcox
(2006) has a large impact on the eddy viscosity from the point of wave-
breaking for spilling breakers (Ting and Kirby, 1994). Specifically, with
the limiter turned off, i.e. 𝜆1 = 0, the eddy viscosity was notably
higher after the waves had broken. However, when this turbulence
model was used, the model became unstable when, during the process
of wave-breaking, the overturning wave shape was about to touch the
water surface below. Here, a layer of air was trapped between the
two approaching water surfaces. In this thin air layer, the turbulent
kinetic energy, and thus the eddy viscosity, rapidly increased. This
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Fig. 3. Time series of the spatial variation in (a) density at the bed, (b) friction velocity 𝑢∗, (c) water depth ℎ and (d) Shields parameter 𝜃 from a simulation using with no bubble
or turbulence modifications (Configuration A, Table 1). The circles in panel (a) show examples or regions where the density is low due to the presence of air at the bed below
the uprush flow.
Fig. 4. Time series of the spatial variation in (a) density at the bed, (b) friction velocity 𝑢∗, (c) water depth ℎ and (d) Shields parameter 𝜃 from a simulation using Configuration
B (Table 1).
destabilised the solution, leading to unphysically high flow velocities,
eddy viscosities, pressures and eventually a model crash. To mitigate
this, the turbulence production term 2𝜈𝑡𝑆𝑖𝑗𝑆𝑖𝑗 in Eq. (2) was deactivated
in the air phase by multiplying it with 𝛼.

The impact of the limiter and bubble modification can be seen in
Fig. 6, where the instantaneous spatial distribution of the cross-shore
7

velocity 𝑢𝑥, the suspended sediment concentration 𝑐 and the turbulent
kinetic energy 𝑘 are shown during an uprush. Here, configurations A
and B with the (Wilcox, 2006) limiter active, i.e. where 𝜆1 = 0.875,
display considerably lower levels of turbulent kinetic energy (panels
(i) and (j)) compared to configurations C and D, where the limiter
is inactive (panels (k) and (l)). This is also seen in the sediment
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Fig. 5. Comparison of suspended sediment concentration at the location of the OBS probes, 3 cm above the bed, for the four different model configurations. Here the measured
concentrations are only shown for times when the water depth is larger than 5 cm. This figure shows two swash events.
concentration field, which shows higher suspension levels at the swash
tip when the limiter is deactivated (see panels (g) and (h), between
𝑥 = −2m and 𝑥 = 0m).

3.4. Effect on sediment transport

Fig. 5 shows that there are large differences in the modelled sedi-
ment concentration behaviour between the model configurations. Con-
figurations A and B generally show low sediment concentrations, except
at the end of the backwash in panels (b) and (c). Compare this to the
model configurations C and D where 𝜆1 = 0, which generally produce
higher concentrations in the uprush. Furthermore, a comparison be-
tween configurations C and D shows that bubble modification leads
to increased sediment concentrations for the more onshore locations
(panels (c–e)), suggesting that numerical ventilation and bubbles lead
to lower shear stress predictions. This seems to be especially important
at the beginning phase of the uprush (e.g. 𝑡 = 137 𝑠). Both the limiter
and the near-bed bubbles lead to lower concentrations in the uprush,
which is explained by a lowering of the shear stress. A decreased shear
stress in the uprush phase also means that more energy is conserved,
8

making the backwash stronger. This explains the relatively high sedi-
ment concentrations during the backwash predicted by configurations
A and C at 𝑡 = 162 s.

Fig. 7 shows time-averaged flow velocities and cross-shore sediment
fluxes for all model configurations. The hydrodynamics are qualita-
tively very similar, displaying only minor differences, for instance
around the point of wave-breaking (see B for a comparison of wave
gauges and flow velocities between Configurations A and D). However,
there are apparent differences in the averaged suspended sediment flux.
Most clearly, the direction of transport in the swash has changed from
offshore for configuration A to more onshore, especially for configura-
tions B and D. This can be explained by a combination of two effects.
First, the presence of bubbles decreases the bed shear stress resulting
in lower reference concentrations. Furthermore, the bubbles inhibit the
pickup of sediment even when the reference concentration is large.
This is because the sediment diffusion term in Eq. (9) becomes zero
in air where 𝛼 = 0. This makes the suspended sediment transport in
Configurations B and D comparatively much stronger in the uprush.
At the same time, the extra friction during the uprush means that
the swash has lost energy, which explains the weaker backwash. The
combination of these effects mean that, where the model configuration
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Fig. 6. Figure showing (a, b, c, d) cross-shore flow velocities, (e, f, g, h) suspended sediment concentrations 𝑐 and (i, j, k, l) turbulent kinetic energy density 𝑘 for four different
configurations during the uprush at 𝑡 = 137 s.
Table 2
nRMSE values of sediment concentration time-series of the five configurations compared
with the measurements. The nRMSE is calculated for 𝑇 ∈ [135 s, 135 + 3𝑇𝑟 s], i.e. three
group repetitions, and is only calculated for points in time where measurement data
exists. Here the columns correspond to the five locations and panels in Fig. 5, and the
rows correspond to the four model configurations.

1, (a) 2, (b) 3, (c) 4, (d) 5, (e)

A 0.172 0.269 0.301 0.185 0.332
B 0.162 0.249 0.248 0.143 0.223
C 0.213 0.245 0.237 0.132 0.218
D 0.167 0.221 0.222 0.150 0.208

A predicts offshore transport in the swash, model configuration B
predicts onshore transport. In other parts of the domain the differences
are smaller, which is expected as the impact of bubbles was already
small outside of the swash zone. A similar argument can be made for
configuration C and D. The (Wilcox, 2006) limiter leads to decreased
levels of turbulence. Therefore, in configurations C and D, turbulence
levels are higher and in turn friction is higher, leading to increased
sediment transport. Configuration D combines both effects that increase
friction during the uprush, which explains why this leads to the most
onshore sediment transport.

To confirm the visual inspection, Table 2 shows normalised Root
Mean Square Errors (nRMSE) for all configurations at the five different
OBS locations. Configuration D overall scores the best, having the
lowest nRMSE at three locations. Only at locations 1 and 4 do other
configurations perform better. Looking at Fig. 5, the relatively good
performance of configuration C at location 4 can be explained by the
backwash peak around 𝑡 = 160 s. This backwash peak is dominant in the
data. For the first location, panel a), all configurations underpredict the
concentration in a similar fashion, except Configuration C, and as such
the difference in performance of configurations A, B and D is small.

From the results discussed above we conclude that model configu-
ration D results in the best modelled sediment behaviour. This is the
model configuration that will be used for the remaining analysis in this
paper. We emphasise that this is only based on point measurements of
the sediment concentration and that the predicted vertical distribution
of sediment concentration and velocities are not verified.
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3.5. Final model verification

It remains to show the hydrodynamic performance of the model. As
determined in Section 3.4, model configuration D overall reproduces
the suspended sediment dynamics the best. Therefore, the hydrody-
namic verification will only be presented for that model.

Fig. 8 shows a comparison of the surface elevation time series. These
are complemented with nRSME values in Table 3. At the three most
offshore locations, the waves have not broken yet. Here, the model
predicts the surface elevations very well, capturing the amplitude and
shape of the waves. The largest discrepancies happen in between the
wave groups where the group envelope is small. These discrepancies
become smaller as the waves transform when they travel further in the
flume. At the last probe location before wave breaking (𝑥 = −13.99m),
the modelled waves still correspond well to the measurements. Between
this probe and the next probe at 𝑥 = −6.3m, the waves break. This
is evident in the signal at this next probe, which is very spiky for
both the measured and the modelled signals. The next two probes (at
𝑥 = −4.17m and 𝑥 = −1.25m) show the surface elevation in the surf
zone, offshore of the initial water line. Here intermittent effects from
wave-breaking and possibly air bubbles lead to some differences in
the details between the measured and modelled signals. However, the
overall behaviour is well reproduced, with the two alternating wave
groups showing distinct behaviour at the upper two probe locations (at
𝑥 = 0.52m and 𝑥 = 2.77m). However, especially at the upper most
probe, the differences become larger. Also, at 𝑥 = 0.52m, the probe
measures negative surface elevations at the experiments, which points
to local erosion happening. This will be further discussed in Section 5.3.

Similarly, we compare the cross-shore flow velocities in Fig. 9, for
five locations around the initial water line, and at 3 cm above the bed.
nRMSE values of these time-series can be seen in Table 4. Again, the
model predicts the measured velocities very well. The model does show
somewhat higher peak velocities at 𝑥 = −1.25m and 𝑥 = −0.46m,
but the general behaviour is still captured well. Above the still water
line, the ADV measurements become unreliable when exposed to the
air. Also, at the start of wet periods the signal is spiky and might be
unreliable due to the ADV needing some time to adapt when being
wetted. During the wet periods, the model predicts the velocities very
well, capturing even some minor details in the flow at for instance
𝑡 = 160 s.

Overall, we conclude that the model performs well hydrodynami-
cally. We discuss this further in Section 5.3.
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Fig. 7. Figure showing the time-averaged cross-shore velocity in the water phase (a, c, e, g) and time-averaged cross-shore suspended sediment flux (b, d, f, h) in a region of the
domain  for three wave repetition periods starting at 𝑡 = 120 s. Panels (a, b) show the results using model configuration A, (c, d) show configuration B, (e, f) show configuration
C and (g, h) show configuration D. The black line shows the envelope of the maximum surface elevation as defined in (15).
Table 3
nRMSE values of modelled deviations from the initial water depths (𝜂) at eight different cross-shore locations. The nRMSE values are
calculated for 𝑇 ∈ [135 s, 135 + 3𝑇𝑟 s], i.e. three group repetitions, and is normalised by the maximum measured value.

x [m] −45.67 −21.28 −13.99 −6.3 −4.17 −1.25 0.52 2.77

nRMSE 0.155 0.094 0.143 0.207 0.211 0210 0.127 0.129
Table 4
nRMSE values of modelled flow velocities 3 cm above the bed at five different cross-
shore locations. The nRMSE values are calculated for 𝑇 ∈ [135 s, 135 + 3𝑇𝑟 s], i.e. three
group repetitions, and are normalised by the maximum measured (absolute) velocity.

x [m] −2.27 −1.25 −0.46 0.55 1.53

nRMSE 0.536 0.357 0.369 0.465 0.537

4. Transport uniformity

The results of suspended sediment transport from the previous
section, e.g. Fig. 7, show strong vertical dependence, at least when
considering time-averaged suspended sediment fluxes. This section will
go into more detail on the importance of these vertical dependencies.

Fig. 10 shows time series of the suspended sediment fluxes 𝐹 and
𝐹𝑢, as well as cross-shore velocities 𝑈 and 𝑈𝑐 at five different cross-
shore locations. Furthermore, the difference between the fluxes 𝛥𝐹 is
shown. The most offshore location coincides with the main breaker
bar. Here, compared with the other two locations offshore of the initial
water line, strong sediment transport occurs, and every peak in water
10
depth coincides with a peak in onshore-directed suspended transport. In
between the peaks, sediment is transported offshore. At the two other
locations below the initial water line, only one prominent peak in the
fluxes is visible, showing a momentary large onshore-directed sediment
flux. At the two locations located onshore of the initial water line, two
strong onshore-directed flux peaks that coincide with the arrival of the
swash event are visible. Furthermore, the initial swash group shows a
strong backwash flux, whereas the second swash group does not show
as big a backwash flux.

The velocities 𝑈 and 𝑈𝑐 also show different behaviour at the differ-
ent locations. At the most offshore location, both velocities 𝑈 and 𝑈𝑐
match well. This is an indication that the vertical sediment and velocity
distribution is close to uniform, or at least that for the purpose of
modelling the vertical distribution is not very important. Looking at the
two other locations offshore of the initial water line, the lines generally
coincide well but do differ at some points in time. For instance, during
the local maxima in offshore transport, |𝑈𝑐 | < |𝑈 |, indicating that the
uniform flux 𝐹𝑢 overestimates the effective advection velocity. For the
uprush, there is a moment at 𝑥 = −2.97m, roughly at 𝑡 = 152 s where 𝑈𝑐
is roughly half of 𝑈 , indicating again that the uniform approximation
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Fig. 8. Comparison between measured and modelled surface elevations at different locations, made using model configuration D.
would overestimate sediment transport. A similar overestimation hap-
pens after the bore at 𝑡 = 157s, suggesting that bores can be a source
of vertical nonuniformity in the sediment flux. The same characteristics
are also seen at the two most onshore locations, although the difference
is relatively small for the most onshore location.

We can also look at how time averages of the fluxes 𝐹 , 𝐹𝑢 and the
difference 𝛥𝐹 vary spatially. The time-averaged quantities, averaged
over three repetition periods (𝑇𝑟), are shown in Fig. 11. Here, the
behaviour in the swash-zone stands out, showing overall large net
onshore sediment fluxes. Here, the uniform approximation 𝐹𝑢 leads to
an overestimation of the onshore sediment flux. Another interesting
11
observation is that when one first takes the absolute value of the
difference 𝛥𝐹 , the largest difference actually occurs at the position of
wave-breaking, and not in the swash-zone as one might expect. This can
be explained by looking at the instantaneous fluxes in Fig. 10, where
at the point of wave-breaking 𝛥𝐹 displays both a positive and negative
error in time. Contrast this with the two upper locations, where 𝛥𝐹 is
mostly negative. Measuring the error in an absolute sense ensures that
positive and negative errors do not cancel out, but it cannot tell the
direction of the error. In short, although the differences are bigger at
the point of wave-breaking, the net difference is substantially larger in
the swash zone. In terms of uniformity in depth, again this points to
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Fig. 9. Comparison between measured and modelled velocities at 3 cm above the bed at five different cross-shore locations, made using model configuration D. In panels (d) and
(e) data is omitted when the ADV probe is exposed to air.
that vertical nonuniformities are indeed important for determining the
suspended sediment flux in the swash zone.

5. Discussion

5.1. Dealing with bubbles

The results show that care needs to be taken when modelling the
air/water interface close to the bed. For instance, the presence of
numerical ventilation can lead to unphysical air bubbles sticking to the
bed. Furthermore, a 2DV approach can mean that bubbles do not rise
correctly. Previous research has shown that certain coastal processes
are inherently 3D. For instance, there are large-scale 3D structures
present around the process of wave-breaking (Dalrymple and Rogers,
2006; Tazaki et al., 2022). Furthermore, small-scale turbulence presents
3D characteristics. Complementing these, Appendix A shows that also
bubble break-up and rise is a 3D process that needs to be carefully
considered when one models the presence of bubbles in a 2D setting.

There are many different ways one can deal with this issue. One
way is accepting that a 3D model is required for the problem. This
is of course in many applications not feasible. In this thesis we chose
to define restrictions on where bubbles are allowed, and remove them
when they are deemed unphysical. This means bubbles are removed,
but a penalty to the conservation of water mass is paid. Also, the choice
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of criteria is not immediately clear and can therefore lead to additional
model uncertainty. This approach is similar to an approach taken in
planing hull simulations (Viola et al., 2012; Mancini et al., 2016).

To quantify the effects of the added water, a comparison is made
with the total volume of water in the domain between configura-
tions A and B. Fig. 12 shows the evolution of the total volume in
these configurations over time and the difference in volume between
both configurations. The maximum difference is approximately 0.3m2,
which amounts to less than half a percent of the total volume. This has
the effect of locally raising the water levels in the swash (see Fig. B.14
in B). This can be explained by a combination of the added water mass
to the domain and the increased friction in the swash for Configurations
B and D locally increasing the water depth. Close to the paddle, the
relaxation zone used to generate the waves keeps the average water
level steady, meaning that the added water can leave the domain.

Another way of dealing with this is to remove the air phase from
the VoF implementation. This is the approach used by García-Maribona
et al. (2021, 2022), which also explains the lack of air under broken
bores in their results. This was until recently not available in Open-
FOAM, however, a novel study has implemented such a model in the
OpenFOAM environment (Qwist and Christensen, 2023). In these meth-
ods, air is not conserved which could lead to different flow behaviour
where air content is important, such as breaking waves and bores.
The importance of modelling air conservation is, to the knowledge of
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Fig. 10. Figure showing (a–e) water depth, (f–j) sediment fluxes and (k–o) transport velocities for five different cross-shore locations.
Fig. 11. Figure showing the time-averaged fluxes 𝐹 , 𝐹𝑢 and 𝛥𝐹 . Here the interval 𝑇 = [135 s, 135 + 3𝑇𝑟 s].
the authors, not yet understood, and is something that requires more
investigation.

In our study we used the VoF method and specifically the isoAdvec-
tor implementation. There are also alternatives for determining the free
surface, such as for instance the level set method. However, when this
method is used, the bubbles disappear because these methods strictly
do not conserve mass. Recent studies have introduced ways to correct
this by coupling the level set method with the VoF method (Kim and
Park, 2021; Xia and Kamlah, 2022). However, this means that, in effect,
we are back to the situation with 2D bubbles, which we have shown
show unphysical bubble rise behaviour. Alternatively, a different VoF
method, such as the default MULES (Ubbink, 1997; Rusche, 2002)
method can be used. This method produces smoother interfaces com-
pared with isoAdvector and as such could pose a solution to the small
13
bubbles. However, as detailed in Roenby et al. (2016), isoAdvector was
designed precisely to generate sharp interfaces between fluids, which
is physically more accurate.

Finally, one can model bubbles in a similar manner this study
approaches suspended sediment, by viewing dispersed bubbles as a
continuous field with a concentration, which is modelled according
to a conservation law. This has previously been successfully done for
breaking waves (e.g. Shi et al., 2010; Derakhti and Kirby, 2014; Castro
et al., 2016), however to the authors’ knowledge this has not yet been
applied to simulations involving sediment transport or in the swash
zone.

For modellers, the most important take-away from this discussion is
that it matters how one deals with bubbles and the air/water interface.
Depending on the application, some methods are more suitable than
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Fig. 12. Time series of the total volume of water in the domain for Configurations A and B (panel a) and the difference between these Configurations (panel b).
others. For instance, 3D simulations are in many situations not suitable.
For coastal applications, it could be fruitful to study the importance of
air-conservation under breaking waves and bores, as methods that do
not require computations in the air phase are computationally more
efficient. Furthermore, the method of modelling bubbles as a dispersed
phase could be a promising, physics-based approach. Finally, the phe-
nomenon of numerical ventilation needs to be better understood. This
has, to the authors’ knowledge not been studied in a coastal context.
An analysis of these methods and their impact on sediment transport
would be a valuable endeavour.

5.2. Turbulence

It is widely accepted that bore-related turbulence is an essential
driver for sediment transport in the swash zone (e.g. Butt et al., 2004;
Alsina et al., 2009; Zhu and Dodd, 2020). This is again affirmed in
the present study, which shows that the limiter for the 𝑘 − 𝜔 model,
introduced by Wilcox (2006) in this situation leads to underpredicted
sediment concentrations, and as such can be presumed to underpredict
turbulent kinetic energies as well. This limiter was introduced to bet-
ter capture flow separation phenomena in compressible flows in the
presence of a shock (Coakley, 1983). This is a different application
than water waves, which are usually modelled as incompressible and
as such no shocks occur. Our results suggest that the limiter can lead to
underpredicted sediment concentrations in the uprush. To definitively
conclude this though, this should be investigated for more cases.

There are various studies on the suitability of RANS turbulence
closures and modifications to them. For instance the study by Brown
et al. (2016) analysed turbulence closures under plunging and spilling
breakers. Furthermore, Devolder et al. (2018) analysed a buoyancy
production modification specifically for free-surface waves and the
aforementioned (Larsen and Fuhrman, 2018) limiter addresses the
overproduction issue many two-equation RANS turbulence closures
posses. Recently, a stress-𝜔 model by Li et al. (2022) showed that their
model both improved velocity profiles in the surf zone, and resulted in
larger Reynolds shear stresses in the inner surf zone.
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These are important and promising results for sediment transport.
However, it is not always straightforward to investigate their impact
in the swash zone. Even though the goal of the present paper was not
to investigate turbulence models in depth, we tried applying different
flavours of turbulence models such as the Launder and Sharma (1974)
𝑘 − 𝜖 model as implemented in Larsen and Fuhrman (2018), but also
the nonlinear 𝑘 − 𝜖 model (Shih et al., 1996) which (Brown et al.,
2016) ranked the best among their studies. However, these models led
to unphysically large eddy viscosities and velocities, which ultimately
led to unstable simulations. This makes the study of turbulence models
in the swash zone, and their verification for sediment transport, very
difficult to do.

5.3. Model performance

The comparison of the modelled hydrodynamics with the wave
gauges and ADVs show that the model performs well. The performance
is similar to the model study of Larsen et al. (2020), who also used a
RANS and VoF model based on OpenFOAM for studying turbulence un-
der plunging bichromatic waves, and the study of Losada et al. (2008)
who used the COBRAS model. Both models show small discrepancies
at the crest of the wave group envelope, and larger differences at the
trough of the wave group envelope. A comparison with measurements
of modelled flow velocities shows that the model performs well in
this respect as well. The quality of the simulation is similar at all
five locations. The largest differences happen around quick jumps in
velocity. Previous studies conducting 3D simulations have shown that
the flow is inherently 3D (e.g. Dalrymple and Rogers, 2006; Tazaki
et al., 2022), which the 2DV model cannot capture, and could lead to
some discrepancies.

The model predicts onshore-directed suspended sediment transport,
whereas the experiments show mild accretion high in the swash. This
can also be seen in Fig. 5, where model configuration 𝐷 shows high
sediment concentrations in the uprush but low sediment concentrations
in the backwash, especially at the two most onshore locations. During
uprush these concentrations correspond well with the measurements,
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but later towards the backwash the model predicts significantly lower
concentrations than the measurements. Because of this, one can assume
that the model performs reasonably well in the uprush, but has more
difficulty in the backwash. Given the observations of Alsina et al.
(2009) and Zhu and Dodd (2020), this suggests that the model accu-
rately captures the suspended transport due to wave-breaking related
turbulence and sediment advection, which is more important in the
uprush, but underestimates the shear-related transport in the backwash.
However, the different results from the four different configurations
show that this balance is delicate and can be difficult to achieve.
Currently, Configurations B and D remove all bubbles that remain
close to the bed, whereas in reality some bubbles will still be present
there. This suggests that the bubble-removal in these configurations
perhaps is too aggressive. However, all four configurations generally
show underpredicted sediment concentrations between the end of the
uprush and the end of the backwash. This means that for all configura-
tions sediment is not kept or brought into suspension enough at these
moments. It is difficult to directly attribute a reason for this because the
effects of errors in hydrodynamics and errors in the sediment transport
modelling alone need to be separated. A possible explanation could
be a general underprediction of turbulent mixing, which fails to keep
sediment in suspension long enough. However, it is important to note
that this is a comparison with point measurements, and that OBS probes
can be sensitive to other impurities in the water such as air bubbles.

Finally, we note that the model is run for a situation where the
experiments are almost at their (pseudo)-equilibrium, or at the very
least show little morphological development compared with the start
of the measurements. Due to minor differences between the model
and the experiments, such as the different shapes of the paddles, 3D
flow effects around the point of wave-breaking and nonuniformities in
the alongshore direction, the model could tend to a different equilib-
rium than the experimental conditions. Furthermore, although bedload
contributes less to the overall morphodynamics for these sediment char-
acteristics in this model (Kranenborg et al., 2022), including bedload
transport and intraswash morphodynamics in this study could improve
flux predictions. The influence of this is seen in the measurements of
water depths, for instance panels (f,g) in Fig. 8, where the negative
water depths show that the bed level has decreased.

5.4. Vertical structures

The fluxes presented in Fig. 7 show strong vertical dependence in
the time-averaged water and sediment fluxes. This is similar to the
time-averaged fluxes presented by García-Maribona et al. (2022), who
observed different sediment fluxes near the bed compared with higher
in the water column (see Figure 14 in their paper). This is also seen
on top of, and offshore from the main breaker bar in panel (h) of
Fig. 7. García-Maribona et al. (2022) further point out that because of
this, one can expect depth-averaged models (called 1D models in their
paper) to have difficulty predicting suspended sediment fluxes.

In Section 4 we analysed the uniformity of the depth-dependent
sediment transport flux at various locations in the surf and swash zones.
An unexpected result is that, according to our results, around the point
of wave-breaking, the suspended sediment flux can be thought of as
being vertically uniform without a big concession in terms of sediment
flux. This is different in the swash, where even though the flows are
shallow, taking nonuniformities into account is clearly needed. Given
that comparatively little sediment is exchanged between the surf and
the swash, this is likely a local effect in the swash zone, and thus not
dependent on the advection of pre-suspended sediment from the surf
zone to the swash zone. This suggests that it is very important for depth-
averaged models to both take this turbulent mixing and the vertical
structures into account.

The uniform flux as defined in Eq. (13) is an interesting approach
for the inclusion of vertical nonuniformities in a depth-averaged model.
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However, there are important differences between this analysis and an
actual implementation in a depth-averaged model. Most importantly,
the velocity and sediment distributions on which the uniform flux
calculation is performed are still depth dependent. For this reason,
the evolution of the suspended sediment by a depth-averaged model
might differ more than the comparison between fluxes here suggests.
A direct comparison between the fully depth-dependent flux, and a
depth-averaged sediment model where the hydrodynamic input is the
same could improve these findings further, and point to improvements
that can lead to better depth-averaged flux calculations that can be
practically implemented in depth-averaged models. Furthermore, to im-
plement the effective velocity approach, first a suitable parametrisation
needs to be formulated.

6. Conclusion

A 2DV, depth-resolving model, based on the model by Kranenborg
et al. (2022) and Jacobsen et al. (2014) was used to analyse the
suspended sediment transport under field-scale bichromatic waves. The
model was applied to the experiments of Van der Zanden et al. (2019a)
and was validated using measured surface elevations, flow veloci-
ties and sediment concentrations. Here, the answers to the research
questions presented in the introduction are given.

What is the effect of the air entrainment and bubbles in a 2DV VoF model
and how does it influence sediment transport?

It was noticed that an unphysical layer of air can stay near the
bed, leading to decreased friction during the uprush. Furthermore, we
showed that in 2DV models bubbles stay too long near the bed. These
effects lead to a bias in the sediment transport towards the backwash,
as uprush sediment transport is inhibited and backwash transport is
enhanced due to the decreased uprush friction leaving the swash with
more potential energy. To investigate the origin of this issue, a compar-
ison was made between a 2DV and 3DV model of the bubble dynamics
of an inverted air/water layer, see Appendix A. The models showed
that bubbles rise considerably faster in a 3D model compared with
a 2DV model. When these parasitic bubbles were removed from the
swash zone model, the increased friction during uprush and decreased
friction during backwash lead to stronger onshore net transport fluxes,
improving model predictions of suspended sediment concentrations.

What is the influence of the Wilcox (2006) limiter on wave-breaking
turbulence and sediment transport?

A similarly important effect on sediment transport was noticed
when the effect of the (Wilcox, 2006) limiter on sediment transport
was analysed. When this limiter was deactivated, turbulence and in
turn the eddy viscosity was increased from the region of wave-breaking
and onshore. This led to increased sediment transport, especially during
uprush.

The combination of both effects mentioned above was needed to
achieve adequate sediment behaviour. In fact, these adaptations lead to
significantly different sediment dynamics, as shown in Fig. 7. The same
figure shows very small differences in mean flow velocities. This shows
that the quality of modelled flow velocities and water depths alone
are not a good enough for achieving correct sediment transport results,
and that small differences in turbulence model and small quantities of
parasitic bubbles near the bed can have large impacts on the quality of
the sediment transport predictions.

How do vertical structures in sediment concentration and flow velocity
influence the sediment transport flux?

The final validated model shows that the effect of nonuniformi-
ties in the cross-shore velocity and suspended sediment concentration
have a large influence on the total sediment flux in the swash. More
precisely, when uniform flow velocities and sediment concentrations
were assumed, net sediment transport fluxes were overpredicted. To
compensate for this, depth-averaged models would require a lower
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Fig. A.13. Figure showing three snapshots of the 2D and 3D models of bubbles
escaping from an inverted air/water layer. Here panels (c, d, g, h, k, l) show the
simulations of the 𝛼 field from a side perspective. Above the blocks (panels a, b, e, f,
i, j) are isosurfaces where 𝛼 = 0.5 are shown, where the colour indicates the vertical
velocity in positive upward direction. The left column shows the 2D results and the
right column shows the 3D results. Panels (a–d) show the situation at 𝑡 = 0.5 s, panels
(e–h) show the situation at 𝑡 = 1 s and panels (i–l) show the situation at 𝑡 = 2 s.

effective transport velocity compared with the depth-averaged velocity
in the sediment transport calculations. These findings are in contrast
with the region of intense wave-breaking where, although a large
amount of sediment is being transported, these vertical nonuniformities
are less important to take into account in the net flux calculations.
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Appendix A. 3D vs 2D bubble effects

To better understand what happens to bubbles in the model, we set
up a different model experiment solely focussed on bubble dynamics
when a layer of air is present under a layer of water. We look at a
cubic domain with sides 𝑙 = 0.1m. The initial condition is partitioned
in three vertical layers. At the bottom there is a layer of air (𝛼 = 0) with
a thickness of ℎ𝑎𝑖𝑟 = 0.01m. Next is a layer of water, with a thickness
of ℎ𝑤𝑎𝑡𝑒𝑟 = 0.07m. Finally, at the top there is a layer of air again.

The domain is discretised in a 2D and a 3D configuration. In both
models, the 𝑥 and 𝑦 directions are discretised in 100 equidistant layers
of cells. For the 3D case, also the 𝑧 direction is discretised in 100 layers.
This means that the 2D model consists of 10 000 cells, and the 3D
model consists of 1000 000 cells. In this case the boundary conditions
at the walls are slip conditions, and the atmosphere condition is the
same as explained in Section 2.2.3. Finally at the bottom wall a no-
slip condition is imposed. To keep these cases as simple as possible, no
turbulence was modelled, meaning only the fluid viscosities contributed
to the momentum diffusion.

Fig. A.13 shows the results, comparing the 2D and 3D cases. Qual-
itatively there is a big difference between the two solutions that is
immediately visible. In the 3D case, bubbles look natural and as ex-
pected have a 3D shape to them. However, this is not possible in the
2D case, meaning that the bubbles in fact represent long cylinders, as
there is only one cell in the 𝑧 direction. This also means that, even
though in panels (𝑔) and (ℎ) the solution looks similar on the boundary,
the amount of air in the domain is very different, as seen in panels (𝑒)
and (𝑓 ). Looking even later in the simulation at 𝑡 = 2 s, there are still
significant bubbles present in the 2D simulation, see panel (𝑖), whereas
panel (𝑗) displays no more bubbles. Note that some air is still visible
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Fig. B.14. Comparison of water levels between measurements and model Configurations A and D.
in panel (𝑙); this air is not visible in panel (𝑗), this is solely due to the
isosurface value of 𝛼 = 0.5.

The difference between the 2D and 3D bubbles simulations show
that in a 2D simulation, bubbles take much more time to reach the
surface. Moreover, bubbles also stay close to the bottom for longer than
in the 3D simulation. The explanation for this comes from the fact that,
for the 2D situation, water has only one degree of freedom in which it
can flow around the bubble. In the 3D situation, bubbles are allowed to
break up, and water is allowed to flow around bubbles in two degrees
of freedom. This effectively means that the friction bubbles experience
in the 2D situation is much larger than in the 3D situation.
17
Appendix B. Comparison between Configurations A and D

Figs. B.14 and B.15 show comparisons of wave gauges and flow
velocities between model Configurations A and D. The water levels
show little difference between the configurations. This is especially
true the closer one gets to the paddle. At the beach end, Configuration
D produces slightly larger water depths. The flow velocities similarly
show little qualitative difference. The largest differences occur when
either model produces a spiky signal, which indicates presence of a
bore or a similar phenomenon where velocities fluctuate rapidly. The
calmer signal between these events coincide well between both model
Configurations.
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Fig. B.15. Comparison of velocities between measurements and model Configurations A and D.
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