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1
INTROUCTION

The science of today is the technology of tomorrow.

Edward Teller

1.1. MOTIVATION

I T was late 1947 when William Shockley, John Bardeen, and Walter Brattain success-
fully demonstrated the first germanium-based transistor at Bell Laboratories[1]. In

1954, Texas Instruments started the first commercial production of junction transistors.
Later on, in 1959 Richard Feynman introduced the world to the concept of nanotech-
nology. In his famous lecture "There’s Plenty of Room at the Bottom" he laid the foun-
dations of an era where things could be miniaturized[2]. The first demonstration of the
transistor and the vision of Feynman led to the advancements of the technology, com-
monly named today "nanotechnology". The demonstration of the transistors gave birth
to the silicon technology. This technology employs highly pure silicon to make transis-
tors, which is an n-p-n structure using the grown-junction technique[3]. Because of the
rapid growth of silicon-based research in the semiconductor industry, it became the pre-
ferred semiconductor material by the end of the 1950s. Then, as now, silicon has been
the popular material choice for the semiconductor industries. However, silicon presents
several long-term challenges, which were highlighted by G. E. Moore in 1965, and is since
then commonly known as “Moore’s Law”[4]. Which states that the number of transistors
on an integrated circuit (IC) double every 18 months. Therefore, the need for smaller
and faster electronics is physically limited by the capability of silicon. In the 1970s, Gal-
lium arsenide (GaAs) became a potential material to replace silicon. But because of high
material costs and the lack of a native oxide, GaAs has never supplanted silicon. This led
to the continuous miniaturization of the silicon technology.

These advancements were strongly complemented by the inventions of optical lithog-
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raphy, electron microscopy, and later ion microscopy in the 1970s. Other metrological
tools such as the scanning tunneling microscope (STM), and the atomic force micro-
scope (AFM) were developed in 1981 and 1982, respectively. Since the mid-1970s, litho-
graphic tools became the heart of all semiconductor manufacturing components and
their assembly. As the integrated circuits (ICs) are incorporated into more and more
products, the quest for low-cost and high-performance devices continues to grow. To
reduce cost and improve performance, the crucial process parameters such as material
properties, defect profiles, linewidths and edge profiles need to be controlled carefully.
In order to fulfill these demanding needs, semiconductor metrology became an integral
part of semiconductor manufacturing process. Without the availabilities of metrological
tools, it would have been impossible to improve the fast pacing semiconductor technol-
ogy. In addition, focused ion beam (FIB) systems, developed almost 20 years ago, are
still primarily used by large semiconductor manufacturers. Their main function is to
patch or modify existing semiconductor devices. For example, in an integrated circuit,
the gallium focused ion beam could be used to cut unwanted electrical connections,
deposit conductive material, or to induce local doping. Therefore, to keep the semicon-
ductor industry improving, the technological advancements in semiconductor materi-
als, metrological tools, and the research on these need to continue.

Because of these advancements, science and technology have witnessed various scien-
tific and technical breakthroughs in the last decade. Two relevant ones are the isolation
of an atomically thin sheet of carbon, known as graphene in 2004[5], and the introduc-
tion of the helium ion microscope (HIM) in 2006[6]. Since then these became the center
of the fundamental and applied research. This is apparent from the number of articles
being published every year on graphene, see Figure 1.1. The number of HIM publica-
tions in 2016 is ∼100, far less than that of graphene.

Year
2000 2002 2004 2006 2008 2010 2012 2014 2016

N
o.

 o
f P

ub
lic

at
io

ns
 (1

04 )

0

0.5

1

1.5

2

2.5

Figure 1.1: Number of publications on graphene from 2000 to December 2016. The number of publications
are close to 22500. Source: Thomson Reuters Web of Science.
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Graphene research has appeared in almost every field of science, such as biology, chem-
istry, physics, and material science. A graphene sheet is a million times thinner than a
human hair, 200 times more resistant to breakage than steel[7], more conductive than
copper, super transparent (97.7%)[8], and totally flexible[9]. Furthermore, graphene is
impermeable to all gasses[10]. Graphene is a semimetal, unlike other semiconductors,
and its charge carriers are described by a Dirac equation rather than the Schrödinger
equation. This makes the electrons in graphene behave as massless fermions and gives
graphene mobilities in excess of 106 V−1 s−1[11]. Apart from high mobilities, the carrier
density in graphene is gate tunable. By simple electrostatic gating, one can exploit the
bipolar nature of the charge carriers in graphene.

From a basic physics point of view, graphene has led to interesting research on diverse
topics, such as room temperature quantum Hall effect (QHE)[12], Klein tunneling[13],
and proximity-induced superconductivity[14]. Of particular interest are the graphene-
superconductor hybrid devices, which provide a novel platform for studying the prox-
imity effect because of the gate tunable behavior and the unique electronic spectrum of
graphene. However, the realization of such devices requires very high crystal quality of
graphene and clean interfaces. Moreover, the superconductor-graphene contacts play a
crucial role in determining how the Cooper pairs penetrate graphene. Therefore, it is es-
sential to fabricate ultra clean graphene-superconductor hybrid devices and to study the
supercurrent in a regime where the charge carriers ballistically travel, that means with-
out random scattering from impurities and other imperfections. This realization could
open up many new applications of graphene in science and technology. It has been pro-
posed that high mobility graphene can be used to create new types of superconducting
quantum devices for high-speed computing. It is generally expected that graphene could
one day revolutionize electronics, energy, aerospace and biotechnology industry.

Although helium ion beam technology has by far not had the same impact as graphene,
there is wide interest in using this technology for various application in physics, chem-
istry, material science, and biology. The technology was mainly developed for imaging
and metrology applications, but it has now found its use for material modification and
structuring at sub-10 nm scale. Moreover, the beam induced deposition capabilities of
the helium ion microscope were explored for the deposition of platinum and tungsten by
Chen et al.[15] and Kohama et al.[16], respectively. A nice review on helium ion beam de-
position is reported by Alkemade et al.[17]. The authors reported the fabrication of a 36
nm wide PtC pillar with stationary exposure. However, because of the narrow interaction
width of the helium beam in materials, one expects that narrower pillars must be achiev-
able. This capability of the helium beam, to the best of my knowledge, is still unexplored.
Other promising application of the helium beam is the modification and structuring of
sensitive materials, such as graphene. There has been some, but limited, work on the
combination of graphene and helium ion microscopy. Initial experiments by Lemme et
al.[18] and Bell et al.[19] have outlined the potentials of the HIM in graphene research.
The authors have shown that a focused helium beam can be used to make sub-10 nm
structures in graphene. The capability to etch graphene with nanometer precision en-
ables the fabrication of devices, such as graphene nanoribbons. However, the sub-10 nm
nanoribbon devices made in graphene by HIM did not show any electrical conductance,
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likely due to the beam induced damage and contamination. Although the use of HIM to
etch graphene had already been demonstrated, detailed studies on the ion-material in-
teraction, beam induced lateral damage extent, and the fabrication of functional devices
were still lacking.

The idea to utilize the capabilities of helium ion microscopy and that of graphene gave
birth to the primary motivation of this thesis.

1.2. THESIS OBJECTIVE AND RESEARCH QUESTIONS

It is clear from the previous section that graphene and the helium ion microscope form
the two main ingredients of this thesis. The intended purpose of this thesis is to effec-
tively explore the capabilities of each of the two ingredients individually and to combine
them. Both ingredients offer a variety of interesting research themes dedicated, but not
limited, to the various sub-fields of physics, material science, and biology. Although
there are numerous interesting possibilities, we limit our research to a few of them.
While the helium ion microscope is explored for its beam induced deposition and milling
capabilities, proximity-induced superconductivity is explored in ballistic graphene. Not
just that, the combination of graphene and helium ion microscopy is also studied, mainly
for the modification of graphene and the fabrication of graphene nanoribbons.

In order to achieve the research objective, many research questions were raised and
hopefully answered satisfactorily. This thesis will provide an explanation as to why these
studies were conducted by addressing the following main research questions:

• Can we explain He+ beam induced damage in graphene with a sole mechanism?
What are the contributing factors? How does damage influence the charge trans-
port?

• What are the limits of the helium ion beam induced deposition process?

• What influences the critical current in a ballistic graphene Josephson junction?
What is the experimental signature?

• What is the importance of cleanliness of the graphene lattice and the metal-graphene
interface to realize ballistic transport?

• Is the current-phase relation (CPR) in a ballistic graphene Josephson junction non-
sinusoidal? How does the CPR behave as a function of gate-voltage and tempera-
ture in the ballistic limit?

1.3. OUTLINE OF THE THESIS

Chapter 2 gives an overview of the basic physical concepts of graphene and graphene
devices, such as nanoribbons. The aim is to establish a basis for discussing the experi-
mental results in the succeeding chapters. After an introduction, the electronic proper-
ties of graphene and the modification of graphene are discussed. The chapter ends with
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a brief discussion on the proximity-induced superconductivity in graphene.

Chapter 3 describes the working principles of helium ion microscopy. Overviews of ion-
matter interactions and various applications are also given.

Chapter 4 provides an overview of the experimental setups and the fabrication process
of graphene devices that are used in the other chapters.

In Chapter 5, I discuss the changes in graphene as a function of the helium ion dose. In
particular, I show that in graphene that is encapsulated between two hexagonal boron
nitride (h-BN) layers, the built-up of helium beam damage is retarded and that beam in-
duced contamination is absent. In Chapter 6, I used the helium beam to etch nanorib-
bons in encapsulated graphene, and in-situ electrical probes to determine the ion dose
needed to isolate the graphene ribbons. The measured devices at 4 K show an energy
gap opening in the narrowest ribbons.

Chapter 7 addresses the capabilities of a focused helium beam to grow hammerhead
atomic force microscope (AFM) probes. We made nanoprobes with a radius below 10
nm and a hammerhead smaller than 35 nm. Moreover, we test the capabilities of the
fabricated AFM probes for 2D metrology, in particular to measure sidewall angles and
line-edge roughness of trenches and shark-fins in silicon.

Chapter 8 and 9 focuses on studies of hybrid graphene-superconductor devices. The
Josephson junctions (JJs) studied in Chapter 8 show well-defined transparent contacts
of high-quality, thanks to the encapsulation of graphene in hexagonal boron nitride,
which led to the observation of ballistic transport in graphene. The critical current in
these Josephson junctions oscillates with the carrier density because of phase coherent
interference of the electrons and the holes that carry the supercurrent caused by the for-
mation of a Fabry-Pérot cavity. In Chapter 9, I study the electrical properties of a gate-
tunable quantum interference device (SQUID) in graphene. The supercurrent in this
device can be modulated via two individual gates and an applied magnetic field. By in-
dependently controlling the critical current of each graphene JJ, we can electrostatically
tune the SQUID from a symmetric configuration to a highly-asymmetric one, where the
critical current of one JJ is significantly larger than that of the other.

Chapter 10 of the thesis deals with an experimental and theoretical study of the current-
phase relation (CPR) of graphene JJs embedded in a SQUID geometry. We show that
the highly asymmetric configuration of these ballistic graphene JJs allows us to directly
measure the current-phase relation (CPR), which has so far eluded experimental obser-
vation. At low temperatures (40 mK) we find the CPR to be forward skewed, thus devi-
ating significantly from sinusoidal behavior. We show that this skewness varies with the
Fermi energy and the temperature.
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Finally, in Chapter 11, I discuss the current trends and future directions of the helium
ion microscopy and graphene research.

REFERENCES

[1] W. B. Shockley, J. Bardeen, and W. H. Brattain, The nobel prize in physics, (1986).

[2] R. P. Feynman, There’s plenty of room at the bottom, Journal of Microelectromechan-
ical Systems 1, 60 (1992).

[3] M. Tanenbaum, L. B. Valdes, E. Buehler, and N. B. Hannay, Silicon n-p-n grown
junction transistors, Journal of Applied Physics 26, 686 (1955).

[4] G. E. Moore, Cramming more components onto integrated circuits (reprinted from
electronics, 1965), Proceedings of the IEEE 86, 82 (1998).

[5] K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang, M. I. Katsnelson, I. V. Grigorieva,
S. V. Dubonos, and A. A. Firsov, Two-dimensional gas of massless dirac fermions in
graphene, Nature 438, 197 (2005).

[6] B. Ward, J. A. Notte, and N. Economou, Helium ion microscope: a new tool for
nanoscale microscopy and metrology, Journal of Vacuum Science & Technology B
24, 2871 (2006).

[7] C. Lee, X. Wei, J. W. Kysar, and J. Hone, Measurement of the elastic properties and
intrinsic strength of monolayer graphene, Science 321, 385 (2008).

[8] R. R. Nair, P. Blake, A. N. Grigorenko, K. S. Novoselov, T. J. Booth, T. Stauber,
N. M. R. Peres, and A. K. Geim, Fine structure constant defines visual transparency
of graphene, Science 320, 1308 (2008).

[9] S. Bae, H. Kim, Y. Lee, X. X. abd J. S. Park, Y. Zheng, J. Balakrishnan, T. Lei, H. R. Kim,
Y. I. Song, Y. J. Kim, K. S. Kim, B. Özyilmaz, J. H. Ahn, B. H. Hong, and S. Iijima,
Roll-to-roll production of 30-inch graphene films for transparent electrodes, Nature
Nanotechnology 5, 574 (2010).

[10] J. S. Bunch, S. S. Verbridge, J. S. Alden, A. M. van der Zande, J. M. Parpia, H. G. Craig-
head, and P. L. McEuen, Impermeable atomic membranes from graphene sheets,
Nano Letters 8, 2458 (2008).

[11] P. Neugebauer, M. Orlita, C. Faugeras, A. L. Barra, and M. Potemski, How perfect can
graphene be? Physical Review Letters 103, 136403 (2009).

[12] K. S. Novoselov, Z. Jiang, Y. Zhang, S. V. Morozov, H. L. Stormer, U. Zeitler, J. C. Maan,
G. S. Boebinger, and P. K. abd A. K. Geim, Room-temperature quantum hall effect in
graphene, Science 315, 1379 (2007).



REFERENCES

1

7

[13] A. F. Young and P. Kim, Quantum interference and klein tunnelling in graphene het-
erojunctions, Nature Physics 5, 222 (2009).

[14] H. B. Heersche, P. Jarillo-Herrero, J. B. Oostinga, L. M. K. Vandersypen, and A. F.
Morpurgo, Bipolar supercurrent in graphene, Nature 446, 56 (2007).

[15] P. Chen, E. van Veldhoven, C. A. Sanford, H. W. M. Salemink, D. J. Maas, D. A. Smith,
P. D. Rack, and P. F. A. Alkemade, Nanopillar growth by focused helium ion-beam-
induced deposition, Nanotechnology 21, 455302 (2010).

[16] K. Kohama, T. Iijima, M. Hayashida, and S. Ogawa, Tungsten-based pillar deposition
by helium ion microscope and beam-induced substrate damage, Journal of Vacuum
Science & Technology B 31, 031802 (2013).

[17] P. F. A. Alkemade and H. Miro, Focused helium-ion-beam-induced deposition, Ap-
plied Physics A 117, 1727 (2014).

[18] M. C. Lemme, D. C. Bell, J. R. Williams, L. A. Stern, B. W. H. Baugher, P. Jarillo-
Herrero, and C. M. Marcus, Etching of graphene devices with a helium ion beam,
ACS Nano 3, 2674 (2009).

[19] D. C. Bell, M. C. Lemme, L. A. Stern, J. R. Williams, and C. M. Marcus, Precision
cutting and patterning of graphene with helium ions, Nanotechnology 20, 455301
(2009).





2
GRAPHENE

This chapter provides a general overview of graphene, which is essential for the under-
standing of fabrication and working of devices studied in this thesis. The Dirac nature
of charge carriers in graphene can be controlled by application of electric and magnetic
fields, or by modifying graphene’s lattice. The sub-goal of this chapter is to provide a broad
overview of the properties of graphene, primarily focused on the experiments performed
in this thesis. First, growth methods are briefly introduced, followed by a discussion of
the electronic properties of graphene. An introduction to ion-induced modification and
graphene nanoribbons is also provided. Towards the end of the chapter, induced super-
conductivity, the Josephson effect, and Andreev bound states in graphene will be discussed.
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2.1. GRAPHENE

G RAPHENE is made of sp2 hybridized carbon atoms arranged in a two-dimensional
(2D) honeycomb lattice. Its extended honeycomb network forms the basic building

block of other important allotropes; it can be wrapped to form fullerenes (0D), rolled to
form nanotubes (1D), and can be stacked to form graphite (3D), see Figure 2.1. Graphene
is undoubtedly emerging as one of the most promising nanomaterials because of its su-
perb electrical[1], mechanical[2], and optical properties[3], which opens a way for its
exploitation in a wide spectrum of applications. Although monolayer graphene had al-
ready been isolated in the 1960s[4], it took until 2004 before the first graphene-based
field-effect transistor (FET) was made[5]. The carriers in graphene are described by a
Dirac equation rather than the Schrödinger equation as for the most semiconducting
materials, which opened the possibilities to explore intriguing new physics. Although
graphene is predicted to create impact in almost every field of science, it suffers from
several practical challenges. Graphene devices are usually made on a SiO2 substrate.
The carrier mobilities in such devices are limited by the scattering from charged impu-
rities trapped in the substrate, surface roughness, and impurities from the resist and
the environment[6]. Another possibility is to make suspended graphene devices. How-
ever, such devices cannot be incorporated into a complicated device architecture where
a top-gate is required. Also, this does not prevent contamination that arises from resist
residues.

Figure 2.1: Shows a honeycomb lattice of carbon atoms, which can be transformed into fullerenes (0D), carbon
nanotubes (1D), or a planar graphene sheet (2D). The Figure is taken from Ref.[7].

It has recently been shown that graphene encapsulated between atomically flat boron
nitride (h-BN) sheets has enhanced carrier mobilities, reaching the limits of ballistic
propagation at room temperature[8]. Graphene’s gate-tunable behavior and its high mo-
bility render it into a promising, novel component of future electronics. However, the
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absence of a band gap in graphene prevents the possibility to turn off graphene FETs,
which strongly limits their use in digital electronic circuits. A way to induce a bandgap
is by patterning graphene into narrow stripes, so-called graphene nanoribbons (GNRs),
where carrier confinement and edge effects introduce a band gap[9, 10]. GNRs are of
particular interest as the geometry and physical or chemical termination of their edges
may enable control over their electronic properties. This control may be exploited to
improve the performance of graphene-based nanoribbon devices.

Apart from having many fascinating properties, graphene also provides a unique plat-
form to study proximity-induced superconductivity. This type of superconductivity has
been observed in graphene-based Josephson junctions by Heersche et al.[11]. The au-
thors showed that the supercurrent in graphene can be carried by either electrons or by
holes. In addition, a finite supercurrent can also flow at zero charge density. Since then,
the critical currents in graphene are studied extensively as a function of junction geom-
etry, temperature and applied gate voltage [11–15]. These exceptional electrical proper-
ties have opened up new avenues for the use of ballistic graphene in various sub-fields
of solid-state physics.

2.1.1. GRAPHENE PRODUCTION

If you have ever written with a graphite pencil, you probably have spread multiple grap-
hene sheets over your paper. Unfortunately, this method is uncontrollable and you are
typically left with many sheets of varying thickness. For research and development, sev-
eral production methods have been explored. Many new ways are regularly reported
that improve the quality of material, decrease costs, and achieve larger areas. Since the
inception of graphene research, the production of graphene can be classified into three
main categories, namely mechanical exfoliation, epitaxial growth, and chemical vapor
deposition. These three techniques are briefly discussed in the following subsections.

MECHANICAL EXFOLIATION

The most common method to produce graphene is the so-called "scotch-tape method",
a mechanical exfoliation process that produces graphene sheets from graphite flakes by
mechanical cleavage. By gently rubbing a freshly cleaved graphite crystal on an oxidized
silicon wafer, numerous graphene flakes with varying thickness are transferred onto the
wafer. Single or multilayer graphene flakes can easily be identified under an optical mi-
croscope because of thin film interference effects[16]. In fact, graphene flakes can be
deposited on any substrate. First reported by Geim and Novoselov[5], mechanical ex-
foliation is the simplest method to produce graphene. This technique is probably the
quickest process of obtaining a single graphene sheet but limits this fabrication scheme
to devices for research purposes. We have only used mechanical exfoliation to make the
devices reported in this thesis.
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EPITAXIAL GROWTH

Epitaxial growth has the greatest potential for mass production of graphene. In this
method, single layer or multilayer graphene is grown by sublimating Si atoms from a
SiC substrate at high temperature. This is accomplished by heating a SiC wafer which
results in the partial graphitization of the upper layer and in the formation of a graphene
layer. This graphitization of the SiC (0001) plane was proposed already in 2002 by Char-
rier et al.[17]. Since then many groups around the world have optimized this growth
technique. A very nice review of this growth technique has been reported by Tetlow et
al.[18]. Recently, ballistic transport in epitaxially grown graphene nanoribbons has been
demonstrated[19]. It is, however, difficult to control the number of layers and the grain
sizes. Therefore, the use of this technique for graphene growth is limited mainly to re-
search laboratories. In addition, the production cost associated with this technique is
very high, which is now its bottleneck for mass production of graphene.

CHEMICAL VAPOR DEPOSITION (CVD)

An alternative to mechanical exfoliation and epitaxial growth is chemical vapor depo-
sition (CVD)[20]. In CVD, a metal substrate such as copper is placed in a furnace and
heated under high vacuum to around 1000 °C. This annealing results additionally in in-
creased domain sizes. Next, a mixture of methane and hydrogen gas is passed through
the furnace. The hydrogen catalyzes a reaction between methane and the surface of the
metal substrate, causing carbon atoms from the adsorbed methane to be decomposed,
resulting in a continuous graphene sheet. Copper is not the only substrate which can be
used for graphene CVD; in fact, many transition metals are also suitable, such as nickel,
cobalt, and platinum[20, 21]. The main differences between metal substrates come from
differences in the metal’s ability to adsorb carbon. In spite of the significant progress,
there are a number of challenges, such as contamination-free graphene transfer, pro-
duction of graphene with large and controlled grain size, cost-effectiveness, and control
of the number of layers for commercial applications. We note that growing graphene
directly on insulating substrates such as Si/SiO2 and h-BN would help to overcome the
quality degradation caused by the transfer process.

2.2. ELECTRONIC PROPERTIES

The band structure of graphene differs from the band structures of conventional semi-
conductors: in the former, the energy dispersion around the band edges is linear and
in the latter quadratic[1]. The ground state configuration of the six electrons of an iso-
lated carbon atom is 1s2 2s2 2p2, thus with four valence electrons. In graphene, three
of which undergo sp2 hybridizations and form in-plane σ bonds to three neighboring
carbon atoms. These localized electrons have low energy and therefore, they do not con-
tribute to the electronic transport. The fourth electron in the out-of-plane pz orbital of
each carbon atom binds with a similar electron in the pz orbital of a neighboring carbon
atom, leading to the formation of a half-filled delocalized π bond. The pz electrons have
higher energy and are responsible for the electronic transport in graphene. The carbon
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atoms in graphene organize themselves into a hexagonal lattice, which forms a triangu-
lar lattice with two atoms per unit cell, see Figure 2.2. The lattice vectors can be written
as:
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)
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where a0=0.142 nm is the C-C distance. The reciprocal-lattice vectors are:
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The three nearest-neighbor vectors in real space are:
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Figure 2.2: (a) The honeycomb lattice of graphene is divided into two triangular sublattices A and B, shown here
in red and black. The unit cell is made of unit cell vectors ~a1, ~a2, and the three nearest-neighbor directions δ1,
δ2, δ3 with the inter-atomic distance of a0 = 0.142 nm, (b) The reciprocal-lattice vectors~b1,~b2. The six K and
K ′ points represent the first Brillouin zone.

Figure 2.2 shows graphene’s hexagonal lattice divided into two interpenetrating triangu-
lar lattices, the lattice vectors ~a1, ~a2, the reciprocal lattice vectors ~b1, ~b2, and the three
nearest-neighbor directions. The energy band structure of graphene was obtained by P.
R. Wallace[22] using tight-binding calculations. The energy bands are:

E±(k) =±t
√

3+ f (k)− t ′ f (k) (2.4)

f (k) = 2cos(
p

3ky a0)+4cos
(p3

2
ky a0

)
cos

(3

2
kx a0

)
(2.5)



2

14 2. GRAPHENE

where t is the hopping energy between nearest neighbor (∼2.8 eV), and t ′ is the hopping
energy between next-nearest neighbors (É0.1 eV). The plus sign is referred to the π∗
band (conduction band) and the minus sign is referred to theπband (valence band). The
two points K and K ′ at the corners of the graphene Brillouin zone BZ are of importance
for the physics of graphene, see Figure 2.2. Since for low energies, electrons in graphene
can be described as massless Dirac fermions, the cones at the K and K ′ points are called
Dirac cones. Their position in momentum space are:

K =
( 2π
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Figure 2.3: (a) The electronic dispersion of the π bands in the Brillouin zone of graphene. The dispersion
relation of electrons (holes) at low energies is linear and can be described by cones around the K and K ′ points,
(b) Four probe resistance R as a function of the gate voltage at room temperature. The inset shows the Dirac
cone for different Fermi level positions.

When Equation 2.4 is expanded around K with k = K +q , a linear dispersion is obtained:

E(q) ≈ ν f q +O
[( q

K

)2]
(2.7)

where ν f =
p

3t a
2ħ is the Fermi velocity. Since a is the lattice constant of graphene (a =p

3a0 = 0.246 nm), ν f ≈ 1×106 m s−1. Hence, graphene is a semimetal with an unusual
linear dispersion relation. The band structure of graphene for low energies at K and K ′
points can be described by 2D Dirac equation for massless fermions (Weyl equation) as:

HΨ= ν f σ.p̂Ψ (2.8)

where p̂ =−iħ∇ is the momentum operator, σ = (σx ,σy ) are the Pauli matrices. The
Fermi level is located at the intersection of the cones for undoped graphene. The point
where the two bands meet is called the charge neutrality point or the Dirac point. In
graphene, the Fermi level can be shifted by means of a gate electrode. Depending on
the polarity of the applied field, it can be shifted either into the hole or into the electron
regime. It is of prime interest that charge carriers in graphene move without scattering,
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which can be measured in terms of the carrier mobility. If the mean free path (lm f p ) is
less than the junction length (L), the transport is diffusive. However, in a ballistic limit,
lm f p > L. The mobility (µ) can be calculated as σ = n.e.µ, where e is the elementary
charge, σ the conductivity, and n is the density of charge carriers. The carrier density
can be calculated as:

n = εr ε0

ed
Vg (2.9)

where Vg is the gate voltage, d is the thickness of the dielectric, and εr is the dielectric
constant. A low-temperature mobility of 230,000 cm2V−1s−1 has been reported for sus-
pended graphene devices[23].

2.3. MODIFICATION OF ELECTRICAL PROPERTIES OF GRAPHENE

Graphene is a unique material that has potential applications in high-speed next genera-
tion electronics. However, its practical use is inhibited by the absence of a bandgap. Nu-
merous efforts have been made to alter its electronic band structure in order to induce a
bandgap. Some of the methods include plasma-assisted chemical modification[24], ul-
traviolet (UV) irradiation[25], electrically gated bilayer graphene[26], ion beam induced
modification[27], etching of graphene into nanoribbons[10], and doping through chem-
ical interactions with underlying substrate and strain caused by bending of graphene[28].
Although there are many methods by which the electronic properties of graphene can
be modified, I limit my discussion to ion beam induced modification and etching of
graphene into nanoribbons, which are both relevant to this thesis.

2.3.1. BEAM-INDUCED MODIFICATION AND DOPING

It has already been shown that the controlled exposure by charged particle beams, such
as gallium, helium, and argon, modifies the electronic properties of graphene[27, 29, 30].
However, efficient use of ion beams to optimize the sheet modification of graphene re-
quires detailed microscopic knowledge of damage production mechanisms and types of
defects created by the energetic ions in the material. Focused ions beams can be used to
modify the electronic properties by embedding defects in graphene at low-density. This
modifies the transport properties via sparsely distributed local potential modulations.
Nakaharai et al.[29] have shown that this modification can also lead to the opening of
the bandgap due to strong localization of carriers at the defect sites. In addition, they
found an on/off current ratio of 100 at room temperature. Recently, Moktadir et al.[31]
reported that by adjusting the defect concentration, an insulating behavior is achieved
for n-type conduction whilst a metallic behavior is achieved for p-type conduction. This
is a consequence of the Fermi level pinning at the Dirac point induced by oxygen groups
acting as charge traps. Guo et al.[32] studied the evolution of graphene following N+ ir-
radiation at different fluences using Raman spectroscopy. The authors showed that the
ion-induced defects that are introduced in the plane after irradiation, are restored after
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annealing in N2 or NH3. The n-type doping in graphene was confirmed by the source-
drain conductance and back-gate voltage sweeps in the measurement. Such nitrogen
doping can lead to a finite bandgap in graphene[33]. However, understanding of the in-
teraction between energetic particles and graphene is needed to optimize the electronic
properties of graphene. Another study[34] has shown that the low-energy implantation
of boron and nitrogen can also lead to effective doping of the graphene. This method
of low-energy ion implantation offers an alternative to chemical doping in graphene.
The physical mechanism for the introduction of defects and subsequent hetero dopant
(boron or nitrogen) atoms into the graphene in a controllable way will be a promising
route to tailor the properties of graphene for device applications. This will be discussed
later in Chapter 5.

2.3.2. GRAPHENE NANORIBBONS

Figure 2.4: A cartoon showing a nanoribbon made of graphene. When the Fermi level is close to the charge
neutrality point, quantum dots are formed due to potential inhomogeneities and a confinement gap is ob-
served. Electron or hole puddles are depicted by blue and red regions, respectively. The conductance is not
suppressed when the Fermi level is outside the gap region. The Figure is taken from Ref.[35].

The electronic properties of graphene nanoribbons (GNRs) differ from those of a 2D
sheet due to a nanoribbon’s finite width. The conductance of graphene nanoribbon de-
vices at low temperatures (∼4K) is typically suppressed orders of magnitude below e2/h
for a large range of Fermi energies[9, 10]. GNRs can have two ideal edge configurations,
namely "armchair" and "zigzag". Theoretical studies based on tight-binding approxi-
mations predict that GNRs are metallic or semiconducting depending on the crystallo-
graphic direction[1, 36]. In particular, zigzag GNRs are always metallic, while armchairs
can be either metallic or semiconducting. The bandgap decreases with increasing rib-
bon width for the semiconducting GNRs. According to density functional theory cal-
culations, both types of edges have energy gaps Eg ap equals to α/W , where α ranges
between 0.2-1.5 eV nm, and W is the GNR width[37]. In their review paper, Bischoff et
al.[38] noted that a stern distinction has to be made between a source-drain gap —i.e.,
the suppression of conductance in a limited source-drain voltage range— and a trans-
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port gap — i.e., the suppression in a limited gate voltage range. The semiconducting
behavior in GNRs arises from the quantum confinement and the disorder induced by
the edges. A narrow etched ribbon is likely to have a single or a few quantum dots (QDs)
along the length of the ribbon, which leads to the formation of well-separated Coulomb
diamonds[9, 10]. However, multiple QDs can also be formed in parallel or series, possi-
bly leading to the overlap of multiple QDs. The source-drain gap can be interpreted as
the charging energy of the largest quantum dot (QD) and is expressed as Eg ap [38, 39].
The source-drain gap and the transport gap typically increases with decreasing ribbon
width. Also, it is known that the gap is greatly influenced by the presence of disorder in
the graphene nanoribbons (GNRs)[38, 40]. Coulomb blockade in disordered systems can
explain the observed transport through GNRs. In contrast, Evaldsson et al.[41] inferred
that not Coulomb blockade but Anderson-type localization, induced by edge disorder, is
responsible for the energy gap in plasma-etched GNRs. The disorder along the edge of
the ribbon leads to localized states caused by Anderson-type localization[41]. In prac-
tice, it is, however, hard to control the edge roughness of etched ribbons.

Many researchers have tried to fabricate GNRs with perfect edges using plasma etching[9,
10, 35, 38], chemical synthesis[42–44], electron beam etching[45–47], and ion beam etch-
ing [27, 48–51]. It is not straightforward, however, to make near-defect-free nanoribbons
using the aforementioned techniques and, hence, it remains unclear how much the con-
ductance and the presence of a gap are affected by edge effects, quantum confinement,
and disorder[38]. Since the helium ion beam is of particular interest to this thesis, the
technique of ion beam etching will be explained in more detail in Chapter 3.

2.4. INTRODUCTION TO SUPERCONDUCTIVITY

2.4.1. PROXIMITY-INDUCED SUPERCONDUCTIVITY

When a superconductor is cooled below its critical temperature, it loses its resistance
and attains a superconducting state. In this state, the current can flow without any
dissipation of energy. The phenomenon of superconductivity is explained by Bardeen-
Cooper-Schrieffer (BCS) theory in terms of Bose-Einstein condensation. According to
the BCS theory, large numbers of Cooper pairs occupy the ground state of a system,
without exchanging energy with the environment[54]. A Cooper pair is a pair of elec-
trons with opposite momentum. In 1956 Cooper found that a weak attraction can bind
pairs of electrons into a bound state. It is worth mentioning that these Cooper pairs can
easily break due to thermal fluctuations, so only at low temperatures, a sizable fraction
of electrons pair up. The condensate is described by a macroscopic wavefunction as:

Ψ= |Ψ|e iφ (2.10)

where |Ψ| is the amplitude of the wavefunction, and φ its phase. When two supercon-
ducting leads are coupled via a weak link, the supercurrent can flow from one lead to the
other due to the propagation of Cooper pairs from the superconductor to the weak link.
This phenomenon is called proximity-induced superconductivity. The weak link can be
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Figure 2.5: (a) Graphene is connected with two superconductors with wavefunctions Ψ1 and Ψ2, (b) The wave-
function Ψ decays as the Cooper pairs enter the normal metal. The length scale over which it decays is the
coherence length ξ, (c) When two superconductors are connected to a graphene weak link, the Cooper pairs
can tunnel through the graphene sheet, leading to supercurrent in dc measurements. A necessary condition
for supercurrent to flow throught the weak link is that ξ >> L, where L is the junction length. Figure adapted
from Ref.[52, 53].

a metal, an insulator, or a semiconductor. This effect manifests itself as a non-dissipative
dc current flowing through the weak link at zero voltage. It was first predicted from the
BCS theory in 1962 by B. D. Josephson[55]. When a weak link, also called a Josephson
junction (JJ), is connected to a superconductor, the correlations from the superconduc-
tor is picked up by the electrons in the weak link. This proximity effect leads to the mod-
ification of the local density of states (DOS) in the JJ, resulting in a phase-dependent en-
ergy gap around the Fermi energy, also known as mini-gap[56]. The size of the mini-gap
depends on the timescale, τ. This timescale τ, which is the time taken by an electron to
reach the superconductor, is characterized by the Thouless energy: ET h ' ħ/τ[53]. The
Thouless energy for a ballistic system is:

ET h,b =ħν f /ξ= 2∆ (2.11)

where ∆ is the proximity induced gap and ξ is the superconducting coherence length,
also known as the length scale along which correlations are picked up. Here, ξ is de-

scribed as: ξ = ξb = ħν f

2∆ . In a diffusive system, the Thouless energy is defined as:

ET h,d =ħD/L2 (2.12)

where D is the diffusion constant, and ξ is described as: ξ = ξd =
pħD

2∆
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2.4.2. JOSEPHSON EFFECT

The most basic phenomenon in the field of superconductivity is the Josephson effect,
where a current can flow at zero voltage between two superconductors separated by a
non-superconducting material. The only condition of this effect is that the Cooper pairs
in the two superconductors are weakly coupled to each other. The standard Joseph-
son junction (JJ) consists of two superconducting electrodes separated by an insulator,
commonly called as SIS junctions. The current in these SIS junctions flow via quantum-
mechanical tunneling through the insulating barrier. Another category of JJs is the SNS
junctions, where the two superconductors are separated by a normal metal. The Cooper
pairs diffuse from the superconductor into the normal metal over a characteristic length
ξ. A finite supercurrent can flow only if the two superconducting wavefunctions over-
lap, as seen in Figure 2.5. A variety of materials has been explored as the normal metal
between the two superconductors since the 1960s[57]. Of particular interest to this the-
sis is graphene, which has been explored for the past decade. In SGS system, the cou-
pling strength between the superconductor and graphene can be controlled via the car-
rier concentration by means of a gate electrode. When two superconductor wavefunc-
tions are linked by a graphene weak link, the current contains a supercurrent component
Is , which is independent of the voltage V across the superconducting electrodes. This
supercurrent is determined by the phase difference between the two superconductors:
∆φ=φ1 −φ2, where φ1 and φ2 are the phases of the macroscopic Ginzburg-Landau[58]
wavefunctions Ψ according to Equaion 2.10. The current-phase relation (CPR) Is (φ) can
have a simple sinusoidal form, as demonstrated by Josephson in 1962[55]:

Is = Ic si n(∆φ) (2.13)

This is a simple form of the current-phase relation, where Ic is the critical current, which
is the maximum supercurrent that flows between the two leads. Equation 2.13 holds true
not only for simple superconductor-insulator-superconductor (SIS) junctions but also
for superconductor-normal metal-superconductor (SNS) junctions. The general prop-
erties of the CPR, independent of the junction’s material, are: (i) Is (φ) should be a 2π
periodic function such that Is (φ)=Is (φ + 2π), (ii) The sign of the phase difference must
change with changing the direction of the supercurrent flow, Is (φ) = -Is (-φ), (iii) In the
absence of a phase difference, φ=0, there should be zero supercurrent, Is (2πn)=0, where
n = 0,1,2..., (iv) Finally, the suppercurrent should be zero at φ = πn: Is (nπ)=0. There-
fore, Is (φ) lies only in the interval 0 < π < φ. The current-phase relation of a Josephson
junction is peculiar in nature and can deviate from a simple sinusoidal form [59]. The
general form of the CPR is written as:

Is =
∞∑

n=1
I n

c si n(n∆φ) (2.14)

where the I n
c coefficients are the amplitudes of the various harmonics in the CPR.
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2.4.3. GRAPHENE-BASED JOSEPHSON JUNCTIONS

Graphene-superconductor hybrid devices employ a graphene sheet connected to super-
conducting contacts, thus forming a SGS junction. These devices can either be in a short
junction limit or in a long junction limit. Here, the SGS junctions are characterized by
the quasiparticle mean free path l and the superconducting coherence length ξ (both of
the normal metal region) in junctions that are either short (length L < ξ) or long (L > ξ).
These junctions are either ballistic (l > L) or diffusive (l < L). The striking feature of
these devices lies in the fact that the junction is gate-tunable, which features both a high
electronic mobility and a large Fermi velocity[60]. The first graphene-based Josephson
junction was reported by Heersche et al.[11]. The authors showed the dual nature of the
charge carriers with non-zero supercurrent at the charge neutrality point. This work was
followed by many others, mainly looking into the junction’s critical current as a func-
tion of geometry, gate voltage, and temperature[61]. These studies were, however, lim-
ited because of diffusive transport and poorly defined interfaces. In a condition where
the graphene-superconductor interfaces are well defined and combined with the high-
quality of graphene, one can observe ballistic propagation of the charge carriers. Bal-
listic propagation of the charge carriers and electrostatic control of the carrier density
can reveal features qualitatively different from the conventional SNS junction behavior.
However, supercurrent transport through ballistic graphene has not been experimen-
tally realized, mainly because of the technical limitations on the device-fabrication side.

Recently, however, significant technological progress has been made in improving the
quality of graphene by encapsulation in hexagonal boron nitride (h-BN)[6, 8]. Moreover,
one-dimensional electrical contacts to encapsulated graphene are demonstrated, which
ensure the graphene-metal interfaces to be transparent. Now, the challenge is to contact
this high-quality graphene to a superconductor while maintaining the transparency. It
would, of course, be very interesting to study the dynamics of the critical current and
its scaling with the channel length in the ballistic regime. We, for the first time, made
these edge-contacted SGS junctions by contacting graphene to a molybdenum-rhenium
superconductor. The fabrication process is outlined in Chapter 4 and the experimental
observations are reported in Chapter 8.

2.4.4. ANDREEV REFLECTION

When a normal metal is connected to a superconductor, electronic transport through the
metal/superconductor interface is goverend by Andreev reflection. A. F. Andreev showed
in 1964 that an electron from the normal metal can be transferred into the superconduct-
or[62]. But this can only occur if an electron with momentum ~k and group velocity
~v with an energy eV > ∆ above the Fermi energy (E f ) pairs up with another electron

with momentum −~k, but with the same group velocity ~v inside the normal metal, form-
ing a Cooper pair. This process can be described as the reflection of a hole-like quasi-
particle, having an inverted momentum ~k and a group velocity −~v , thus moving away
from the superconductor. For a normal metal-superconductor interface, the momen-
tum along the boundary must be conserved. Thus the incidence angle of an incoming
electron, θi nc , and the reflection angle of a hole, θr e f , obey a simple relation pe si nθi nc =
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ph si nθi r e f , where pe and ph are the total momentum of the electron and the hole,
respectively[63]. The reflected hole remains in the conduction band of the normal metal,
and therefore carries the opposite sign of the mass of the electron. To conserve the mo-
mentum, the hole reflects back along a path of the incident electron with θi nc ≈ −θr e f ,
exhibiting perfect retroreflection[63]. The condiction for retroreflection is satisfied when
eV <∆< E f This process is schematically shown is Figure 2.6.
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Figure 2.6: (a) Illustration of a NS junction composed of graphene and superconductor. The black and white
circles represent the electrons and holes, respectively. Andreev reflection is a process where an electron from
the conduction band with a total energy of eV is reflected as a hole with an energy −eV , forming a Cooper pair
in the superconductor, (b) Linear band dispersion of graphene at higher densities, (c) Band dispersion at zero
carrier density or zero doping, (d) For large densities, the electron at incident angle θ from the normal metal
produces a Cooper pair in the superconductor and a retroreflected hole in the conduction band of the normal
metal. This process is called retro-reflection, (e) For undoped graphene the hole undergoes an interband tran-
sition into the valence band, resulting in specular reflection. This phenomenon, only observable in undoped
graphene, has been demonstrated recently by Efetov et al.[63]. This figure is inspired by Ref.[52, 63].

However, in the limit when E f < ∆, which is the case for undoped graphene1, the re-
flected hole appears in the valence band rather than in the conduction band. This is
called specular Andreev reflection[64]. The reflected hole now has the same mass sign
as the incident electron, and therefore, because of momentum conservation, travels in
the same direction along the interface, where θi nc = θr e f . The condition for specular
Andreev reflection is satisfied when ∆> eV > E f .

2.4.5. ANDREEV BOUND STATES

The supercurrent in a SNS junction is mainly transmitted by discrete entangled elec-
tron–hole states confined to the normal metal, called Andreev bound states (ABS). In
other words, Andreev reflections happen continously on both interfaces in a SNS junc-
tions, where the electron (hole) impinging on the surface of the superconductor will be
reflected as hole (electron). This leads to a coherent circulation of electrons in one direc-
tion and holes in the other. The schematic of such a process is shown in Figure 2.7. The

1Predicted to be observable when the normal metal in the N/SC junction consists of a zero-gap semiconductor
and the Fermi energy is tuned close to the charge neutrality point.
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total phase change is the phase picked up during Andreev reflection (AR) and during the
electron/hole motion[65]. The phase which is picked up during AR can be derived from
the Bogoliubov de-Gennes equation. The resonance condition is:

2πm =−2ar ccos
(E

∆

)
± (φ1 −φ2)+k f L

E

E f
(2.15)

where m is the total number of ABS states in a junction of length L, φ1 and φ2 are the
phases of the superconducting condensates in the two superconductors, and ± corre-
sponds to the two directions of the electron-hole pair.
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∆
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Figure 2.7: Shows a schematic of two superconducting leads with a normal region (graphene) between them.
Successive Andreev reflections occur at the interfaces, resulting in the formation of Andreev bound state (ABS)
in the normal metal. In each half cycle, one Cooper pair with charge 2e is transferred from one superconductor
to the other. This leads to the formation of discrete resonant states of entangled e −h pairs confined between
the superconductors. This figure is adapted from Ref.[65].

A populated ABS carries a supercurrent (2e/ħ)(δEn
δφ ), which is phase dependent. The total

phase dependent energy is the sum of all ABS as:

E(φ) =∑
n

En(φ) =∆
∑
n

√
1−Tn si n2(φ/2) (2.16)

Where Tn is the transmission. The supercurent in a junction is:

I (φ) = e∆

2ħ
∑
n

Tn si n(φ)√
1−Tn si n2(φ/2)

(2.17)

The maximum supercurrent is achieved at φ= π/2. The Josephson effect in these junc-
tions is defined in terms of the current-phase relation. In junctions with small Tn (tun-
nel junctions with Tn <<1), the current-phase relation is sinusoidal[59, 66]. However, for
junctions with a large transmission (in quantum point contacts with Tn .1), the current-
phase relation deviates strongly from the sinusoidal one[67–70]. A non-sinusoidal CPR
has previously been measured in many systems, such as graphene[71], topological insul-
ators[72] and quantum point contacts[67, 69]. This will be discussed later in Chapter 10
where we found that the CPR of graphene-based Josephson junctions deviates from a
simple sinusoidal form.
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3
HELIUM ION MICROSCOPY

This chapter provides a general introduction to helium ion microscopy (HIM). After a brief
introduction, ion-matter interaction is discussed for imaging and nanofabrication. I will
try to give an overview of applications of helium ion microscopy that make use of the sub-
nanometer probe size of the HIM. The sub-nanometer resolution of the beam provides a
unique opportunity to study the modification of materials at the nanoscale. Although,
HIM has potential applications in many fields, such as biology, plasmonics, electronics,
and material science we limit our discussion to milling and beam induced deposition.
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3.1. HELIUM ION MICROSCOPY: A BRIEF REVIEW

T HE ability of glass to bend light has been known for over 2000 years. The first mi-
croscope ever used was a simple magnifying glass, which had power typically be-

tween 6x and 10x. But it was not until the late 17th century before the first real mi-
croscope was used by Antonie van Leeuwenhoek, a Dutch scientist and one of the pio-
neers of microscopy. Since then there have been tremendous advancements in the mi-
croscopy field. Numerous microscopy techniques have been introduced, such as optical
microscopy, electron microscopy, and ion microscopy, which are now being used on a
daily basis in science and technology. In 1878, Ernst Abbe proved that the smallest de-
tail that can ever be resolved optically is of the order of a few tens of nanometers, which
is limited by the wavelength of light[1]. The resolution of the microscopy is further im-
proved after the formulation of the dual nature of electrons by Louis de Broglie in 1924
[2]. The smaller the object we want to see, the higher the energy and the shorter the
wavelength we need to use. The wavelength of an electron is typically smaller than the
shortest wavelength of visible light. Consequently, an electron beam can be used to im-
age features smaller than 1 nm. The first electron microscope was invented by M. Knoll
and E. Ruska[3], where the resolution was limited only by diffraction of the electrons. A
scanning electron microscope (SEM) is nowadays a widely used instrument for imaging
and material characterization. The smallest feature that can be resolved is limited by
the diameter of the beam of electrons on the sample surface. This limits the capabilities
of a scanning electron beam to image the sample with sub-nm resolution. According
to Young and Fresnel[4], the size of the smallest spot in any optical system is limited by
diffraction and is given by:

δ≈ λ

α
(3.1)

Here, δ is the minimum feature that can be resolved in an image, λ is the wavelength of
the probing particles, which for electrons in SEMs is 0.01 nm, and α is the beam con-
vergence angle. The maximum value of α is limited to π/2 radians. However, practical
values of α are well below 1 mrad, resulting in poorer resolution, but also in a larger large
depth of field[5]. The interaction of a focused charged particle beam with a sample sur-
face has been extensively studied for imaging and nanofabrication since the 1960s[6].
It is only since liquid metal ion sources (LMIS) employing gallium were introduced in
the 1970s [8, 9], focused beams are used for nanofabrication. Furthermore, a variety of
other microscopy techniques, such as atomic force microscopy, and scanning tunneling
microscopy have been developed in the recent decades.

About a decade ago, in 2007, a new kind of field ion microscope, employing helium
ions was commercialized[10]. After the market introduction, the helium ion microscope
(HIM) has been extensively used for imaging and nanofabrication. Helium ion microsco-
py unites the advantages of scanning electron microscopy (SEM) and focused ion beam
(FIB) and overcomes some of their limitations. In particular, it makes it possible to im-
age insulating samples, such as biological materials, without the need of a conductive
coating.
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a b

Figure 3.1: (a) Picture of the helium ion microscope (HIM) at TNO Delft. The microscope is equipped with
an Omniprobe gas injection system (not visible) and Raith pattern generator. The picture is adapted from
Ref.[11], (b) The schematic representation of the ion beam column. Image courtesy: Stuart Boden, University
of Southampton.

The HIM is a surface imaging tool which scans a focused beam of helium ions across
a surface to produce an image. It is similar to a scanning electron microscope (SEM).
Since helium ions are 7,300× heavier than electrons, the wavelength is shorter than that
of an electron. Therefore, diffraction effects are negligible in helium ion microscopy, and
HIM is able to produce a smaller probe size compared to even the best SEM. This leads
to a small interaction volume of the beam in the bombarded material, and therefore
high resolution imaging[5]. Note that high doses of helium beam can cause sputter-
ing of the material and, therefore, can modify the surface morphology. Therefore, one
has to be careful during sample imaging with HIM. The sub-nanometer helium beam
can also be used for fine patterning of nanostructures. As a result, the helium ion micro-
scope has been used as a nanofabrication tool for various applications. Recent examples
include nano-structuring of graphene[12–14], direct writing of patterns in gold[15, 16],
lithography[17, 18], and helium ion beam induced deposition (HeIBID)[11, 19].

3.1.1. WORKING PRINCIPLES

The basic principle of the helium ion microscope can be linked to the field ion micro-
scope (FIM) developed by Müller and Tsong in the 1960s[20]. A FIM provides atomic-
resolution imaging of a sample surface by introducing a noble gas, such as helium, in
the vicinity of a positively charged sharp needle. The atoms of the gas are ionised very
close to the tip surface and subsequently accelerated away by the intense electric field,
forming an image onto a phosphor screen. Similarly, the ionization and acceleration of
helium atoms are achieved in a Gas Field Ion Source (GFIS). Although, GFIS have been
investigated for a long time [21, 22], only recently a stable ion source with high brightness
has been realized [5, 10].
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The main characteristic of the microscope is the nature of the beam interactions with
the sample. These interactions produce the secondary electrons (SEs) that provide the
image information. The source of a HIM consists of a tungsten needle with an atomically
sharped tip, which is biased at a positive voltage with respect to an extraction electrode.
This needle is cooled to cryogenic temperature (∼70 K) and a helium gas is introduced
into the vicinity of the needle. The tip of the source contains three atoms, called a trimer,
which is the most stable atomic configuration. Using Scanning Field Ion Microscopy
(SFIM), the apex of the tip can be monitored and sharpened using high fields that can
ultimately remove weakly bound atoms from the apex. An SFIM image of the trimer is
shown in Figure 3.2a. The white region at the center contains three atoms. The emis-
sion from one of these ions is selected which behaves as a single atom emitter with high
brightness of ∼1×109 A cm−2 sr−1[10]. The schematic of the ionization process is shown
in Figure 3.2b. At the very tip of the needle, the electric field strength is sufficiently high
to cause field ionization of helium atoms, which are then accelerated away from the nee-
dle. This ion beam is then transmitted through an optical column towards the sample
surface.

Ionization 
disk

He0

He+

200 μm

a b

Figure 3.2: (a) Shows a Scanning Field Ion Microscopy (SFIM) image of the source. The three bright circles at
the center are the three atoms at the very apex of the tip. The atoms of the next crystal plane are also visible as
a ring of the inner atoms, (b) shows the ionization of the helium atoms at the very apex. The tip is sharpened
to have only three atoms, a trimer, at the apex, which is the most stable configuration.

The column of the helium ion microscope consists of a deflection system and two elec-
trostatic lenses. The first lens or the condenser lens images the source to a cross-over
inside the column. The second lens or the objective lens images the cross-over onto the
specimen plane[23]. The column can produce a focused probe with a spot size of about
0.25 nm[10]. The probe current and probe size can be modulated with apertures. The
calculated beam diameter is often cited as the dp of the probe and is defined as[23]:

dp =
√

((d 4
A +d 4

S )1.3/4 +d 1.3
I )2/1.3 +d 2

C ) (3.2)

where dA is the contribution due to diffraction, dS is the contribution due to spherical
aberration, dC the contribution due to chromatic aberration, and dI is the natural size of
the source image on the sample surface. Because all helium ions are extracted from one
atom, the helium ion beam has an ultra-narrow energy distribution. This provides low
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chromatic aberrations and, thus, a very high spatial resolution. Moreover, the helium
ions have a negligible de Broglie wavelength: 1.4×10−4 nm for a 10 keV and 0.080 pm
for a 30 keV He+ beam[23, 24]. As a result, the helium ions follow nearly radial paths
from the source and appear to originate from a point source. Hence, the probe size of
the focused He+ beam on a sample is limited by the aberrations of the beam focusing
optics. The reported value for the virtual source is ≤0.25 nm. The so-called point source
is characterized in terms of its angular intensity which is defined as the current emitted
per solid angle. For HIM, the measured angular intensity is 0.5-1 µA sr−1 and the energy
spread 0.25-0.5 eV[23]. The ion beam energy in a commercial HIM can be varied between
10 keV and 40 keV.

3.2. BEAM-SAMPLE INTERACTION

Primary ions

SE1

SE2

sample surface

sputtered

atoms 
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Figure 3.3: Shows an example of a primary ion trajectory with secondary electron (SE) emission and dislocated
and sputtered atoms.

The understanding of helium beam-sample interaction is important for the experiments
performed in Chapters 5 and 6. As a He+ ion enters a solid with high energy, it undergoes
multiple collisions with the atoms of the solid, generating excited electrons and gradu-
ally losing its energy along the way. The energy transfer process leads to multiple pro-
cesses, as shown in Figure 3.3. The incident ions transfer kinetic energy and momentum
to the target atoms. The ion-atom interactions can be elastic or inelastic. The inelastic
interactions comprise transfer of energy to the electrons in the solid. If that happens
when the ion is still close to the surface, it may result in the emission of secondary elec-
trons or SE1s. These SEs have energies less than 50 eV. The elastic interactions comprise
the transfer of momentum and energy of the ions to the target atoms. When a displaced
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atom leaves the target material, it is called a sputtered atom.

Following the first collision, most incident ions collide more often and travel until they
come to a stop. After a sequence of collision events, some of these ions may end-up
close to the surface again, emitting secondary electrons (called SE2s) and maybe sput-
tered target atoms. The interaction volume is the total region in a solid where the beam
interacts before it eventually comes to a stop. Monte Carlo simulation programs can
be used to calculate the interaction volumes for electron and ion (helium and gallium)
beams. Figure 3.4 presents Monte Carlo results of a 1 keV electron beam, a 30 keV gal-
lium beam, and a 30 keV helium beam interacting with a silicon target. CASINO[25] is
used for an electron beam and SRIM[26] for the ion beams. The helium beam in the
first few tens of nanometers of the material scatters far less than an electron beam, and
hence, remains better focused, see Figure 3.4. The electrons that are generated at depth
z have a probability Pesc (z) to escape to the vacuum. It is given by[23]:

Pesc (z) =Cexp(−z/λ) (3.3)

where C is a constant and λ is the effective escape depth for SEs, which is for 5-100 eV
electrons in most solids between 1 and 10 nm.

1 keV Electron Beam 30 keV He+ Beam30 keV Ga+ Beam

100 nm10
0 

nm

Figure 3.4: Comparison of interaction volumes for 30 keV Ga+, 1 keV electrons, and 30 keV He+ in silicon. The
interaction volume for the helium beam close to the surface is much narrower than that of the electron beam
or the gallium beam. Taken from the Ref.[27]

Since the helium mass is much larger than the electron mass, the helium ion main-
tains much better its original direction. Initially, the energy loss of the incident ions is
dominated by inelastic, or electronic, collisions. This phase is called the electronic loss
regime[6]. In a nuclear collision, the ion scatters elastically from the nucleus of an atom.
At a later stage, nuclear collissions start to dominate. In this regime, the ions scatter
over large angles and the interaction volume broadens. In each nuclear collision, the ion
transfers a small part of its energy to the target atom. If the incident particle has energy
E and transfers energy T to the target atom, the ratio T /E is given by[6]:
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T

E
=

(
4M1M2

(M1 +M2)2

)
si n2 θ

2
(3.4)

where θ is the scattering angle, M1 and M2 are the mass of the projectile and the target
atom, respectively. If T is smaller than the lattice binding energy, Ebi ndi ng , it cannot dis-
place the target atom. However, if T > Ebi ndi ng , the target atom is knocked out (recoiled)
of its lattice position. An energetic recoil atom can also initiate a collision cascade, lead-
ing to the generation of more recoils and SEs. The collision cascades determine to a large
extent the interaction volume. The interaction volume of the helium ion beam is much
narrower than that of the electron beam, especially in the first few nanometers. This
means that the SE1s generated by the ion beam will be localized much more to the area
directly around the beam impact point on the specimen, allowing for more surface detail
to be resolved in a helium ion microscope as compared to an electron microscope.

Figure 3.5: Shows the stopping power of helium ions in silicon. This figure is taken from Ref.[23].

Figure 3.5 shows the electronic, nuclear, and total stopping power of helium ions for sil-
icon. Near 1 keV the electronic and nuclear stopping powers are comparable. But above
20 keV, the stopping power is almost exclusively determined by electronic collisions. The
nuclear stopping power for an ion with energy Eo is calculated as[23]:

Sn(Eo) = 8.462×10−15Z1Z2M1Sn(ε)

(M1 +M2)(Z 0.23
1 +Z 0.23

2 )
(eV cm2)atom−1 (3.5)

where Z1 and Z2 are the atomic numbers of the projectile and the target atom, respec-
tively. ε is the reduced energy and is defined as:
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ε= 32.53M2E

Z1Z2(M1 +M2)(Z 0.23
1 +Z 0.23

2 )
(3.6)

The helium ions cause less sub-surface damage than gallium ions. However, high doses
of helium ions could induce damage at the end of the stopping range. The implantation
of helium has a dramatic influence on crystalline samples, leading to the formation of
nanobubbles filled with helium[28]. At low beam energies, the bubbles form close to
the surface and trapped helium can easily escape by out-diffusion, accelerated by the
presence of defects. It is speculated that amorphous materials are less prone to bubble
formation as the out-diffusion of helium from those materials is rather easy. In bulk sili-
con, the initial density reduction of the silicon is caused by the beam induced knock-out
events. This leads to the amorphization of the single-crystalline silicon[23]. As the ion
dose is further increased, the density of the material in the ion beam interaction region
continues to decrease due to the subsurface implantation of helium that coalesces into
nano-bubbles[23]. The nano-bubble formation in the substrate can have severe conse-
quences on the device performance.

In addition, helium ions can also induce chemical change to polymers, such as resists,
a process commonly known as ion beam lithography. In conventional electron beam
lithography, the secondary electrons with energies between 2 and 50 eV contribute to the
distribution of energy in the resist. This chemical change influences the solubility of the
resist, which enables the exclusive removal of the exposed or the non-exposed areas of
resist by immersion in a solvent. In helium ion beam lithography, primary beam, recoil
atoms, phonons, surface or volume plasmons, and the SEs contribute to the distribution
of the energy and the chemical change in the resist. However, the contributions from
the phonons and surface or volume plasmons are minimal[23]. In lithography, the so-
called point-spread function (PSF) describes the exposure of the resist; it combines the
physical processes mentioned above and the resist development process described be-
low. The PSF is the spatial distribution of the effective exposure dose. As mentioned be-
fore, helium ions scatter less than electrons, and therefore, their PSF is correspondingly
narrower than electron or heavy ion’s PSFs. A very nice discussion of these contribut-
ing factors to resolution in lithography with electron and helium ion beams is given by
Ramachandra et al.[29]. In an elastic collision between a 30 keV He+ and a stationary
electron, the He+ will transfer a maximum energy of ∼16 eV to the electron[17]. For ex-
ample, the energy of a Si-H bond in a common resist hydrogen silsesquioxane (HSQ), is
∼3 eV. So, the SEs generated by the primary beam have enough energy to break bonds
and thus help crosslink HSQ and make it less soluble. After the exposure, an organic
or inorganic solution is used to wash away the unexposed regions, a process commonly
known as development. The general mathematical expression of the PSF, involving the
sum of two Gaussian terms, can be written as[23]:

PSF (r ) = A
[ 1

α2 exp
(
− r 2

α2

)
+ η

β2 exp
(
− r 2

β2

)]
(3.7)

where A is a normalisation constant, α is the forward scattering range, β is the backscat-
tering range, r is the radial distance from the primary beam incidence site, and η is the
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relative intensity ratio of backscattering to forward scattering. Detailed study of the PSF
is crucial to improving the resolution of the lithography process.

3.3. APPLICATIONS OF HELIUM ION MICROSCOPY

Thanks to its sub-nanometer probe size, a focused helium beam has been used to modify
the physical and chemical properties of materials. A few examples include modification
of graphene[12–14], patterning of gold[15, 16], ion-induced growth of nanostructures[11,
19] and ion beam lithography of resists[17, 18]. Some of these potential uses of the mi-
croscope are discussed briefly in the following subsections.

3.3.1. SAMPLE IMAGING

The incoming ions interact with atoms in the sample. These interactions form the basis
of signals that contain information about the sample’s outermost layers. The helium ion
microscope provides an image of a sample surface by scanning the focused ion beam in
a raster fashion over the surface. The imaging employs the detection of the secondary
electrons emitted into the vacuum. As mentioned above, the energies of these SEs are of
the order of a few eV[6]. An Everhard-Thornley (ET) detector is used to collect the SEs
emitted from the surface. A positively biased Faraday cage is typically positioned in front
of the ET detector to attract the negatively charged SEs. In the detector, the electrons are
accelerated by a voltage applied on the scintillator. These accelerated electrons are then
converted to photons on a phosphor screen surface. These photons then travel through
a photomultiplier tube for amplification. The photomultiplier produces an output signal
that is related to the total number of electrons collected from the sample surface[30]. The
schematic of such a process is shown in Figure 3.6.

The intensity in the secondary electron images is proportional to the number of detected
secondary electrons emitted from the surface of the sample. The main advantage of he-
lium ion microscopy is that insulating samples can be imaged without any metal coating,
which ensures accurate imaging of critical surface details.

3.3.2. HELIUM ION BEAM LITHOGRAPHY (HIBL)

Another use of the helium ion microscope is for lithography. Ion beam lithography,
a process of producing patterns with a focused ion beam, is very similar to electron
beam lithography. Ion beams generate secondary electrons more efficiently than elec-
tron beams[31]. Therefore, the required ion dose for the resist activation is smaller than
the required electron dose. Sub-10 nm resolution has been demonstrated with gallium
ions in poly(methylmethacrylate) (PMMA) and hydrogen silsesquioxane (HSQ) already
25 years ago[32, 33]. However, because of the higher mass of gallium ions1, the penetra-
tion range is shallower. This limits the resist thickness to be about 50 nm in the case of 30
keV gallium ions[31]. Because the mass of helium ions is approximately 7000 times larger

1Mass of a gallium ion is 126,000 times higher than that of an electron[6].
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Figure 3.6: Working of an Everhart-Thornley (ET) detector. The incoming beam generates SEs from the sample
surface. The Farraday cage is kept at a positive potential to attract the electrons. The signal from the scintillator
is then amplified by a photomultiplier.

Figure 3.7: Illustration of the interaction of a focused helium beam with a resist. The range of the SEs in the
resist limits the resolution. The backscattering of incident particles is ignored in this figure, which could also
lead to the additional exposure of the resist. The figure is taken from Ref.[17].

than the electron mass, the lateral straggle of a focused helium ion beam is smaller than
that of a focused electron beam at the same energy[10] Since helium ions scatter less
than electrons, the He+ point spread function (PSF)2 should be correspondingly nar-
rower than electron PSFs. This is the reason why helium ion beam lithography shows
reduced proximity effects compared to e-beam lithography. Although helium ion beam
lithography suffers little from scattering and reduced proximity effects, the potential ev-
eryday use of this technology for nanofabrication is limited by the low brightness of the

2PSF is defined as the energy density profile deposited in point exposure.
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source. However, HIBL is still in its infancy and needs further development. Sub-10 nm
patterning in PMMA and hydrogen silsesquioxane (HSQ) with a helium ion beam has
been demonstrated by Sidorkin et al.[18] and Winston et al.[17]. A pattern resolution be-
low 10 nm is also reported in a fullerene-derived molecular resist[34]. In addition, neon
ion lithography has also been investigated by Winston et al.[35]. Furthermore, it is re-
cently reported that there are similarities in the resist activation response to a helium
beam and extreme-ultraviolet (EUV) photons[36, 37]. Hence, helium ion lithography
can be used as a pre-screening method for optimization of chemically amplified resists
for EUV lithography.

3.3.3. HELIUM ION BEAM INDUCED DEPOSITION

The primary advantage of using a helium ion beam is that the interacting width of the
helium ion beam is intrinsically smaller than that of a scanning electron beam or a gal-
lium FIB at the same accelerating voltage. Hence, the important characteristic of he-
lium ion beam induced deposition (HeBID) is the high spatial precision at which mate-
rials can be grown, without any noticeable overspray or proximity effects.3 This is the
reason why HIM has the potential to go beyond what is possible with Ga+ focused ion
beam in nanoscale device fabrication. The use of a focused helium beam with an inte-
grated gas injection system for nanofabrication was explored for controlled deposition
of tungsten[39] and platinum[19] nanostructures.

He+

precursor gas
(CH3)3Pt(CpCh3) volatile products

adsorbed 
molecules

deposited
atoms

substrate

Figure 3.8: A schematic representation of the ion beam induced deposition process (IBID). The picture is
adapted from the Ref.[24].

The IBID+EBID process is based on the dissociation of a molecular precursor that is ad-
sorbed on a sample surface and which is constantly replenished by a gas-supply system.
The gas-supply system consists of a precursor reservoir that is often heated. A fine noz-
zle is coupled to the gas-supply system. Before the deposition, the nozzle is inserted to

3The proximity effects for a He+ beam are lower than that of a gallium beam or an electron beam[38].
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a distance of ∼180 - 250 µm from the substrate surface, see Figure 3.9a. The deposition
of a material is the result of the interaction between the incident beam, the substrate,
and the chemical precursor. The adsorbed precursor molecules are dissociated by the
primary beam and the energetic particles produced by this beam, such as backscattered
and secondary electrons, or displaced atoms. The total deposition rate R(r ) can be ex-
pressed by[40]:

R(r ) =V n(r )σ f (r ) (3.8)

where n(r ) is the number of adsorbed molecules, σ is the dissociation cross section, V
is the volume of the deposited molecule, and f (r ) is the ion flux distribution. Equa-
tion 3.8 proves that the yield of the HeBID depends on the product of n(r ) and σ. It
is, however, not known whether or not the precursor molecules are dissociated only by
secondary electrons. Likely, both primary and secondary particles (electrons, ions, and
atoms) contribute to different aspects of He+ beam induced deposition.

100 μm 200 nm

200 nm
200 nm

100 nm

a b

NozzleSubstrate

Figure 3.9: (a) Helium ion microscope (HIM) image of the tip of the nozzle and the substrate. The needle is
inserted 150-180 µm away from the sample, (b) Shows a few examples of nanostructures grown by HeBID and
subsequently imaged by HIM.

A schematic of the deposition process is shown in Figure 3.8. Precursor molecules are
supplied by a gas-injection system and physisorbed on the sample surface. Only if prox-
imity effects are negligible the adsorbed precursor molecules are dissociated within the
focus of He+ beam, followed by desorption of volatile products. A few examples of He+
beam induced deposition of platinum nanostructures are shown in Figure 3.9b.

HEBID OF AFM PROBES

An atomic force microscope (AFM) is a high-resolution microscope by which one can
measure the morphology of a three-dimensional surface by tracing a fine probe with
a sharp tip apex. In order to enable the measurement of deep trenches and concave-
convex surfaces, the AFM probe needs to have a high aspect ratio shape and a modified
head[41]. Depending on the application, a customized tip-head is usually needed. Vari-
ous attempts have been made to grow and to shrink the size of these probes by electron
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beam induced deposition (EBID) followed by plasma etching[42]. However, EBID with
a stationary electron beam usually gives relatively thick needles due to the scattering of
primary and secondary electrons (SEs) in the growing material[19].

Another possibility is to use helium beam induced deposition (HeBID) to grow these
probes. The main advantage of a He+ beam over the electron beam is that the inter-
action width of the helium ions is smaller than that for an electron beam, or a gallium
focused ion beam (Ga-FIB), at the same acceleration voltage[13]. Using a stationary He+
beam, Chen et al.[19] fabricated 36-nm wide PtC nanopillars. These high aspect ratio
nanopillars can be grown on existing AFM probes. Moreover, the tips narrower than 36
nm are needed. The growth of narrow AFM tips with the helium beam will be discussed
in Chapter 7.

3.3.4. HELIUM ION MILLING

The helium ion beam can be used to remove material by direct sputtering of surface
atoms. The HIM can generate a smaller beam as compared to a Ga+ FIB and therefore
is capable of higher resolution patterning. However, the sputter rate in case of HeFIB
is much lower compared to Ga-FIB, as helium ions have a much lower mass. The low
mass of helium ions and lower milling rates make this technique suitable for the con-
trolled milling of sub-10 nm features. Helium ion milling (HIM) has been applied suc-
cessfully to the structuring of a variety of systems such as monolayers of graphene for
nanoelectronic applications[12, 14], and thin SiN[43], magnetic spin valves[44], Joseph-
son junctions[45]. We utilize the milling capabilities of HIM to modify graphene encap-
sulated in boron nitride layers. This will be discussed in Chapters 5 and 6.

FABRICATION OF NANOPORES

Another use of this technology is for the fabrication of nanopores in thin membranes.
These nanopores can be used for water filtration[46], separation of gasses[47], and biom-
olecular detection[43, 48]. A precise control over the lateral dimension of the nanopore
is essential to realize all these applications. Solid-state nanopores have been extensively
investigated for biomolecule detection in the past decade. Applications targeting the
detection of biomolecules employ a silicon chip supporting a silicon nitride (SiN) or
graphene membrane. The thickness of the SiN membrane varies between 20 and 50
nm. For the detection, a single nanopore is drilled in the silicon chip with the mem-
brane. This chip is then positioned between two reservoirs of an electrolyte solution in
a flow cell[43, 49]. Under the application of a voltage across the SiN membrane, a strong
electric field is created at the pore, leading to a steady ionic current through it. As the
ions or DNA molecules translocate through the pore, the current changes[43, 48]. This
technique and instruments can potentially be used to read the individual base pairs of
the DNA[48]. Various methods have been adopted for making nanopores in these mem-
branes, such as transmission electron microscope (TEM), ion beam etching, and dielec-
tric breakdown[50]. It is, however, difficult to control the size and dimensions of the
pores using ion beam etching and dielectric breakdown. TEM, on the other hand, gives
a very precise lateral control, but the throughput is extremely low, which limits its usage
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in high volume manufacturing. A focused helium beam offers more flexibility concern-
ing the speed and lateral control of the dimensions. This technique has been used to
make nanopores in SiN down to 3.8 nm in SiN membranes and 2.9 nm in graphene[51].

Figure 3.10b shows ∼6 nm nanopores in a thin SiN membrane made with HIM and sub-
sequently imaged with TEM. Gold lines are created on the membrane to avoid charging
and to be used for focusing the beam. Once satisfactorily focused, the beam was first
blanked and then moved to the center of the membrane. The pattern generator exposed
5×5 nm2 areas with a dose of 7×1018 ions cm−2. The membrane thickness used in this
work was ∼20 nm.

a b

6 nm

100 nm 10 nm

Figure 3.10: (a) Transmission electron microscope (TEM) image of the SiN membrane with pores milled by the
helium beam, (b) A blow-up image of one of the pores.

MILLING OF GOLD

Focused helium ion beam is also a versatile method for obtaining a variety of plasmonic
devices by carving nanostructures in gold thin films. A gold or silver metal nanostructure
is typically used to study the optical phenomena related to the electromagnetic response
of metal nanostructures[15, 16, 52]. The free electrons in the metal can be excited by the
electric component of light, resulting in collective oscillations of the plasma of the free
electrons. To study this effect, a nanoantenna is made of two closely spaced and optically
coupled metal nanoparticles, such as gold. They can be used to focus optical fields to
the subdiffraction-limited gap region between the individual metal nanostructures, as a
consequence the optical field there can be very intense[53, 54]. Helium ion beam milling
has successfully been used by Wang et al.[15] for milling partial nanogaps in gold, where
part of the material in the gap was removed from the sides to obtain a thin conducting
bridge of controlled dimensions. The authors were able to control the milling at the 1
nm level. Melli et al.[16] have reported that the quality factor of the Ga-FIB resonators in
gold is 60% lower compared to helium ion milled plasmonic resonators.

We have fabricated metal bowtie antennas with precisely controlled shapes using a com-
bination of e-beam lithography and helium ion beam milling. This is a novel device,
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Figure 3.11: (a) HIM image of a plasmonic bowtie antenna carved in a 30 nm gold film on a suspended 50 nm
SiN membrane, (b) HIM image of an inverted bowtie antenna showing the resolution of the microscope. The
gap in the middle is between 2 and 5 nm.

which combines a plasmonic bowtie nanoantenna with a sub-10 nm diameter solid-
state nanopore drilled at the center of the bowtie antenna. The plasmonic nanoantenna
acts as a nano-detector, where the variations in the local optical intensity modulate the
plasmonic heating, which can be measured electrically through changes in the ionic
conductance of the nanopore[52, 53]. The optical heating is a consequence of the strong
interaction of light and metal nanoparticles through excitation of plasmons. Figure 3.11
shows the patterning of bowtie antennas using a focused helium beam. Here we use a
dose of 3×1018 ions cm−2 to fabricate a bowtie antenna in a ∼30 nm thin film of gold.
Because the forward sputtering during the Au milling leads to the thinning of underlying
membrane, the thickness of the underlying SiN membrane is kept at ∼50 nm. In the final
step, a ∼6 nm pore is drilled in the opening of the bowtie antenna.

MILLING OF GRAPHENE

A focused helium ion beam can also be used to perform direct milling of graphene.
The first experiments to structure graphene with a helium ion beam were performed
by Lemme et al.[55] and Bell et al.[56] in 2009. The advantages of the helium beam com-
pared to the focused gallium ion beam include its small probe size and the ability to
mill sensitive materials at low sputter rates[56]. For graphene on a 285 nm SiO2/silicon
substrate, SRIM/TRIM simulations show that 99.6% of the ions pass directly through the
graphene without displacing a C atom. Instead, the majority of the ion energy is de-
posited deep in the silicon substrate. At high ion doses, the implanted helium ions coa-
lesce to form a bubble. Although trapping of helium ions in the sample is expected, the
doses required to mill graphene are below the threshold required to form bubbles. The
direct milling capabilities of helium ions were utilized by Lemme et al.[55] and Kalhor et
al.[12] for the milling of sub-10 nm features in graphene, see Figure 3.12. However, their
experiments revealed that the sub-10 nm devices milled in graphene had lost their elec-
trical properties. Despite the narrow interaction volume, the rest of the graphene was
severely damaged because of beam-related proximity effects. Other possible detrimental
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mechanisms include beam induced carbon deposition and sputtering of graphene via
backscattered ions. Dangling C bonds in graphene react readily with hydrocarbons from
the environment, which further damages the crystalline structure of graphene. These
various defect processes are speculated to damage graphene lattice and to reduce the
conductivity. However, the individual role of each process is difficult to quantify.

Figure 3.12: Helium ion micrograph of a sub-10 nm grahene double-quantum dot fabricated by helium ion
beam milling. The milled graphene areas are shown in black. The figure is taken from Ref.[12].

In order to make graphene devices with a focused helium beam, one needs to under-
stand the role of the detrimental side processes and to be able to mitigate them. One
possible way is by protecting graphene against the environment, which can be achieved
by encapsulation. The benefit of this encapsulation will be studied in Chapter 5. Fur-
thermore, it will be interesting to investigate the effect of encapsulation on the charge
transport properties of graphene, which will be studied in Chapter 6. So far, the lateral
damage caused by the helium ion beam to graphene has not been studied in sufficient
detail. This will also be studied in detail in Chapter 6.
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4
METHODS AND TECHNIQUES

The fabrication of graphene devices studied in this thesis is complicated and requires sev-
eral parameters to be optimized individually. The process involves various techniques
which are required to fabricate and characterize the devices. In this chapter, I describe
the general approach used to fabricate graphene-based devices. Some experiments, how-
ever, were conducted using slightly different conditions; they are described separately in
the corresponding chapters. The main focus in this chapter will be on the quantitative
description of the techniques rather than on the details of the processes. I have included
details of process flow separately in Appendix A.
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4.1. FABRICATION OF GRAPHENE DEVICES

The fabrication of hexagonal boron nitride (h-BN) encapsulated graphene devices is a
five-step process: (i) graphene and h-BN exfoliation, (ii) stacking of graphene and h-BN
flakes, (iii) e-beam lithography, (iv) reactive ion etching, and (v) metal evaporation or
sputtering. These processes are discussed one by one in the following subsections.

4.1.1. SAMPLE CLEANING

The exceptional transport properties of graphene are badly influenced by resist residues
and adsorption of contaminations[1]. These residues are introduced on the surface of
graphene during sample preparation, when for example, the use of resist (PMMA) for
lithography is used. Therefore, to preserve the pristine nature of graphene, the surface
of the sample needs to be cleaned. Before the transfer of graphene and h-BN flakes,
the Si/SiO2 substrates are cleaned with acetone and isopropyl alcohol (IPA), followed
by a nitric acid (HNO3) treatment. The cleaned substrates are then kept in a desiccator
until use. Before the exfoliation, Si/SiO2 substrates are exposed to a short oxygen plasma
treatment. This step is important to remove any organic impurities adsorbed on the
surface.

4.1.2. EXFOLIATION

Exfoliation is a process of splitting layered materials into separate thin sheets with the
use of mechanical, electrostatic, or electromagnetic forces. In this thesis, we focus on the
exfoliation by micromechanical cleavage of highly oriented pyrolytic graphite (HOPG)
and h-BN crystals. In this process, the layered material (graphene or h-BN) is peeled off
from a bulk crystal using an adhesive tape (SWT 20+ Nitto Dekko Corp.). After peeling,
many flakes of the material remain glued onto the tape. Extensive rubbing of the tape
with flakes against flat surfaces give rise to single and multiple atomic layers of layered
material on the substrate. This was firstly demonstrated by Novoselov et al.[2], achieving
single layer graphene. Recently flakes with size >500 µm have been produced by this
method[3].

4.1.3. GRAPHENE IDENTIFICATION

The micromechanical cleavage of HOPG (NGS naturgraphit GmbH) to a Si/SiO2 sub-
strate is carried out without any control of the final locations of the flakes on the sub-
strate. The density of single-layer graphene flakes is extremely low; only a couple of
usable1 single-layer flakes are usually obtained on the substrate. The efficient identifi-
cation and selection of the flakes rely on the optical microscopy. Graphene can be easily
detected optically on silicon dioxide with a thickness of 90 nm and 285 nm, thanks to
the light interference in the SiO2. the modulation by the presence of graphene layers[4].

1Only flakes with size>10 µm are selected for making devices.
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Figure 4.1: (a) A 2×2 cm2 PDMS film covered with a resist on the glass slide, (b) 6×6 mm2 diced silicon chips
with ∼285 nm oxide are used for the exfoliation and the final device fabrication, (c) Shows the exfoliation
process, where the blue Nitto tape is pressed and subsequently peeled off the silicon chip, (d) Shows the optical
microscope images of the exfoliated graphene on silicon (upper), h-BN on silicon (middle), and h-BN on glass
(lower).

Figure 4.1d (upper) shows the clear contrast between the silicon dioxide and the single-
layer graphene flakes.

4.1.4. BORON NITRIDE IDENTIFICATION

Hexagonal boron nitride (h-BN) is the inorganic analogue of graphene having a com-
parable layered structure. A single layer of h-BN is very similar to graphene having a
hexagonal backbone where the carbon atoms are replaced atomically by boron and ni-
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trogen atoms. h-BN and graphite have the identical interlayer distance ≈0.3 nm. How-
ever, unlike graphene, h-BN is an insulator because of the difference in electronegativ-
ity between boron and the nitrogen atoms[5]. In h-BN, the π electrons tend to localize
around the nitrogen atomic centers, thus forming an insulating material. Hexagonal
boron nitride (h-BN) has been used extensively as a substrate in electronic studies of
graphene in the recent years[6, 7]. The h-BN shields the graphene from charged impuri-
ties and provides a smooth substrate, opening up the possibility to obtain clean devices
with high mobilities.

Since h-BN shares the mechanical strength and thermal conductivity properties with
graphite, the h-BN is exfoliated in the same manner as graphene from a h-BN crystal.
In our study, the h-BN flakes are micromechanically exfoliated onto Si/SiO2 wafers with
a 285 nm oxide. The h-BN crystals employed have been prepared in the group of K.
Watanabe[8]. We employ a combination of optical microscopy and atomic force mi-
croscopy to identify the uniformity and the thickness of the exfoliated flakes. For device
fabrication, we keep the thickness of the bottom BN to be >10 nm, so the roughness of
the SiO2 substrate does not affect graphene. The thickness is optically checked, thanks
to the light interference effects. Fakes with different thickness show different colors un-
der an optical microscope; for instance, 10-20 nm thick flakes are dark blue, and 20-50
nm thick flakes are light blue. These reported thicknesses are established using AFM.

4.2. SAMPLE PREPARATION

The boron nitride-graphene-boron nitride stack is prepared by temperature aided van
der Waals pick-up technique. The setup of this technique is shown in Figure 4.2. A simi-
lar setup without a temperature controller is reported by Ref.[9].

a

b

HDMI TVDSLR camera12x Zoom lens

Heating sample stage
Glass slideSample

Heating
controller

Micromanipulator

Figure 4.2: (a) Picture of the transfer setup, (b) A close image of the sample stage. A silicon sample is glued
to the stage using double-sided carbon tape. The temperature of the stage is monitored by a thermocouple.
There is enough space between the lens of the camera and the sample holder so that the glass slide can be
moved freely.
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4.2.1. VAN DER WAALS PICK-UP TECHNIQUE

Graphene and h-BN flakes are prepared by micro-mechanical exfoliation of HOPG and
h-BN crystals. Graphene and h-BN are exfoliated onto 90 nm and 285 nm oxidized sil-
icon samples, respectively. Single-layer graphene flakes are selected optically and their
thicknesses are verified by Raman spectroscopy. Exfoliated graphene flakes that show a
Raman defect (D) peak are discarded. Next, h-BN is exfoliated onto a glass slide covered
by a 1-cm2 viscoelastic PDMS and a spun-coated MMA/MAA layer. This glass slide with
the h-BN flakes is then mounted on the micro-manipulator of the optical microscope.
Subsequently, one h-BN flake on the glass is precisely aligned above the target graphene
flake and the two flakes are then brought into contact. After a contact time of about 10
seconds, the glass slide is released smoothly such that the graphene flake sticks to the
h-BN flake on the glass. During the pickup, the target substrate is heated to 90 ◦C to fa-
cilitate delamination of the graphene from the SiO2. Finally, the graphene/h-BN stack is
transferred from the glass to another h-BN flake, exfoliated onto a 285 nm thermal ox-
ide at 70 ◦C. Depending on the substrate temperature, either pick-up or transfer can be
realized. Figure 4.3 shows the transfer steps. The BN-graphene-BN stack is patterned
using standard e-beam lithography in which the intended graphene geometry is defined
via a PMMA/hydrogen-silsesquioxane (HSQ) mask. The final device is shaped via an-
other e-beam lithography and reactive ion etching which are discussed in the following
subsections.

Glass slide
PDMS
MMA

SiO2
Silicon

Graphene
h-BN

camera

clamp

stage=90-100oC stage=90-100oC

stage=70oCstage=70oC

a b

c d

h-BN

Graphene

Gr/h-BN

Gr/h-BN

h-BN

h-BN/Gr/h-BN

Figure 4.3: A schematic representation of the van der Waals pick-up process. (a) A glass slide with h-BN flake
is mounted under the microscope and graphene sample is glued on the sample stage with heater, (b) The
graphene flake is picked up by the h-BN flake on the glass slide, (c) A second sample with h-BN flakes is glued
to the sample stage, (d) The h-BN/Graphene flake is transferred onto the new h-BN flake on the substrate. This
way the graphene is sandwiched between two h-BN flakes.
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4.3. CHARACTERIZATION TECHNIQUES

The atomic force microscopy (AFM) and Raman spectroscopy are used to characterize
the BN-graphene-BN stacks. While we use the atomic force microscopy primarily to de-
termine the thickness and uniformity of the stack, Raman spectroscopy is used to deter-
mine the number of graphene layers. Raman spectroscopy is also used to characterize
the defects in single layer graphene.

4.3.1. ATOMIC FORCE MICROSCOPY

Atomic force microscopy (AFM) is used to determine the thickness, uniformity, and clean-
liness of the graphene and the h-BN flakes. We use Bruker FastScan AFM. Figure 4.4
shows the AFM image of the BN-graphene-BN stack. The van der Waals pick-up method
usually leaves a few bubbles at the graphene-BN interface. We use the AFM to locate a
clean area in the stack. Once the exact dimensions of the clean areas in graphene flake is
known, e-beam lithography is used to shape the device. Figure 4.4a shows the 2D AFM
image of the typical stack and 4.4b shows the final device made after shaping the stack.

a b

Figure 4.4: (a) Shows the AFM image of the final BN-graphene-BN stack. Tens of small bubbles can be clearly
seen. These bubbles are due to the trapping of air and hydrocarbons at the interface during the transfer pro-
cess. Clean sections without bubbles are used to make devices, (b) An AFM image showing the encapsulated
graphene device.

4.3.2. RAMAN SPECTROSCOPY

Raman spectroscopy is a powerful technique for identifying the number of layers, de-
tecting local doping levels, probing the nature of defects, and studying electron-phonon
coupling in graphene[10–14]. We perform Raman spectroscopy measurements in air
at room temperature with a Renishaw inVia Raman microscope. This spectrometer is
equipped with a 514.3 nm (2.41 eV) laser with a spot size of about 350 nm. A 100x ob-
jective is used for the spectroscopy measurements. The laser power is kept well below 1
mW to avoid sample heating.

The main features in the Raman spectrum of graphene are D, G, D’, and 2D peak, which
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Figure 4.5: (a) Raman scattering process for the G peak, (b) Intervalley scattering process for the D peak, (c)
Intravalley scattering process for the D’ peak. The figure is adapted from Ref.[15], (d) Raman spectrum of the
defected BN-encapsulated graphene, showing G, D, D’, h-BN, and 2D peaks.

lie at 1345, 1580, 1620, and 2680 cm−1, respectively. The G peak is due to the doubly
degenerate E2g , in-plane transverse optic (iTO) and longitudinal optic (LO), phonons at
the Brillouin zone center Γ[13, 15]. The E2g phonon requires in-plane stretching of the
C-C bond in graphitic materials and is common to all sp2 carbon materials. Figure 4.5a
shows the three-step process of the G peak in graphene: (i) excitation of an electron/hole
pair due to photon absorption, (ii) emission of a phonon due to relaxation of the electron
or the hole, and (iii) emission of a photon due to electron/hole recombination.

The D peak arising from the iTO phonon mode near the K points in the Brillouin zone
and is absent in the pristine graphene. The D peak is only activated by structural defects
by a second-order Raman scattering process through the intervalley double resonance
(DR). The absence of a D peak reveals high crystallinity of the sample. The correspond-
ing double resonance Raman scattering is a four-step process[13, 15]: (i) laser-induced
excitation of an electron/hole pair, (ii) inelastic electron–phonon scattering, (iii) elastic
defect scattering, and (iv) photon emission due to electron/hole recombination. The DR
condition is met when the energy is conserved in all these steps.

If there are some randomly distributed impurities or surface charges in the graphene,
the G peak at 1583 cm−1 splits and a new peak, which is a shoulder to the G peak, ap-
pears at 1620 cm−1. This shoulder to the G peak is called D’ peak. The main cause of
the appearance of the D’ peak that the localized vibrational modes of the impurities can
interact with the extended phonon modes of graphene[13, 16]. Consequently, the in-
travalley scattering of the longitudinal optic phonons with a small wavevector lead to
the D’ peak in the Raman spectrum[14, 15]. The 2D peak is the second order of the D
peak and it involves two iTO phonons of opposite momentum. Therefore, it is always
observed even in the absence of defects. The frequency of the 2D peak is twice that of
the D peak. The shape of the 2D peak and the intensity ratio between the G peak and
the 2D peak are used to identify single-layer graphene. A schematic explanation of the
origin of G, D, and D’ peaks is shown in Figure 4.5a.

4.4. CONTACTING GRAPHENE

The graphene is contacted using electron-beam lithography, etching, and metal evap-
oration or sputtering. The entire process is shown in Figure 4.6, where 4.6a shows the
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fabrication process for the two-terminal devices and 4.6b the process for the supercon-
ducting quantum interference devices (SQUIDs) with a top gate electrode. These SQUID
devices are used in Chapters 9 and 10.

10 µm

500 nm

a

b

BN-graphene-BN stack Etching Cr/Au contacts SEM image

 Stack E-beam lithography MoRe contacts Dielectric (HSQ) Top gate (Cr/Au)

10 μm

(1) (2) (3) (4)

(3)(2)(1) (5)(4)

Figure 4.6: The cleanroom fabrication process for the graphene device. (a) Shows the process flow for a
two-terminal device: (1) shows the BN-graphene-BN stack, (2) shows the stack after e-beam lithography and
plasma etching, (3) after Cr/Au evaporation, and (4) shows the SEM image of the final device. The scalebar is
10 µm in (2) and (3), (b) Shows the process flow for the SQUID device: (1) shows the BN-graphene-BN stack,
(2) shows the stack after e-beam lithography development, (3) after MoRe sputtering and shaping of the stack,
(4) after the top gate dielectric, and (5) after the Cr/Au top gate evaporation. The scalebar is 10 µm in (1-5).

4.4.1. ELECTRON BEAM LITHOGRAPHY

Electron beam lithography (EBL) is perhaps the most important step in any nanofabri-
cation process. E-beam lithography is a process in which a substrate with a thin layer
of an electron sensitive resist is exposed to a high energy electron beam, typically 100
keV. This technique can easily produce sub-10 nm features[17]. We use the EBPG 5200 of
Raith for the e-beam lithography. This instrument is capable of exposing areas as large
as a 200 mm wafer with sub-8 nm features. The EBL process begins by spin-coating a
substrate with a thin layer of sensitive resist. The lithographic resists can be sub-divided
into two main categories: positive resists and negative resists. In the case of a positive
resist, the exposed parts of the resist are removed with an appropriate developer. Posi-
tive resists are mainly used for lift-off. In case of a negative resist, only the exposed parts
remain after the action of the developer. These resists are usually not very sensitive to
etchants, and therefore, often used as a protective layer during etching.

In the work presented in this thesis, a bilayer polymethyl methacrylate (PMMA), a com-
mon positive resist, is used. Two types of PMMA, namely 495K A4 and 950K A3, are cho-
sen on basis of their sensitivity to the electron beam. Since the underlying PMMA 495K
A4 is more sensitive than PMMA 950K A3 above, an undercut is formed that eases the
lift-off process. This bilayer resist is exposed with an electron dose of 1200 µC cm−2 and
the development in done in MIBK/IPA (1:3) solution for 90 seconds, see Figure 4.6b(2).
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Hydrogen silsesquioxane (HSQ) is used as a negative resist, mainly to protect and shape
the BN-graphene-BN stack. The HSQ is exposed to a dose between 500 and 1000 µC
cm−2. The exact recipe of this process is given in Appendix A.

4.4.2. REACTIVE ION ETCHING

Reactive ion etching (RIE) is a process which uses a chemically reactive plasma to re-
move material from a sample surface. The desired gas or mixture of gases is injected
into the process chamber via a gas inlet in the top electrode. The plasma is generated
under low pressure by a RF powered electromagnetic field. The sample is placed on a
quartz cover plate to avoid re-deposition of electrode material. Very high plasma den-
sities can be achieved, then the etch profiles tend to be more isotropic. For the devices
in this thesis, we require a bar of encapsulated graphene, see Figure 4.6a(2). We use a
PMMA/HSQ mask and shape BN-graphene-BN stack by reactive ion etching in a 20 ml
min−1 O2 plasma during 1 min (Leybold-Heraeus, 60 W, 50 µbar) and subsequently in
a 40/4 ml min−1 CHF3 /O2 plasma also during 1 min (60 W, 80 µbar). After the etching,
only the area covered by the mask remains. Finally, we remove the PMMA/HSQ mask by
placing the sample in an acetone bath overnight, see Figure 4.6a(2),b(3).

4.4.3. ELECTRON BEAM EVAPORATION

We use electron beam evaporation (EBE) for the metallization step. After the e-beam
lithography and development of the resist, the sample is placed in an e-beam metal
evaporator (Temescal). An intense electron beam is generated from a filament and steered
via electric and magnetic fields to strike source material (e.g. pellets of Au or Cr) and va-
porize it within a vacuum environment. Our contacts consist of a 5/75 nm Cr/Au bilayer.
The Cr is used as a sticking layer. In the final lift-off step, the unwanted metal is removed
along with the resist via immersing the sample in a hot acetone bath (55°C) for about 5-6
hours. The final device after the EBL is shown in Figure 4.6a(3).

4.4.4. MORE SPUTTERING

We use molybdenum-rhenium alloy (Mo60Re40) as a superconductor to make Josephson
junction contacts with graphene. MoRe is chosen because it makes highly transparent
contacts with carbon materials[18]. It had been used to make contact with graphene in a
high quality-factor superconducting optomechanical device[19]. The another advantage
of MoRe is that its oxide is also a superconductor. Depending on the alloying ratio and
deposition temperature, the transition temperature (Tc ) of MoRe is between 8 K and 13
K.

MoRe is deposited by a sputtering process using a d.c. plasma with a power of 100 W
in an argon atmosphere. In our studies, the sputtering is carried out in a high vacuum
system with background pressure < 2×10−8 Torr at a rate of 11 nm min−1 during 7 min.
Lift-off is completed in hot acetone (T = 54 °C) for about 3-4 hours. A second lithography
step defines the intended graphene geometry in a covering PMMA/HSQ layer. This step
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is completed by the same etch as described in the reactive ion etching section. The final
device after the MoRe sputtering is shown in Figure 4.6b(3).

4.4.5. ELECTRICAL MEASUREMENTS

Standard d.c. techniques are used for the electrical measurements. The current-voltage
curves and gate voltage sweeps are obtained initially at room temperature to test the
quality of the fabricated device. For MoRe contacts we see that the charge neutrality
point (CNP) of the graphene has been shifted to a slightly negative gate voltage. This is
attributed to contact-induced doping of graphene. The devices with high contact resis-
tance and a broad CNP are not suitable for the low-temperature measurements; only the
devices with low contact resistance and low doping are selected. The selected sample is
then glued to a chip carrier using silver paint. Next, bonds of aluminium wires are made
to the contacts using an ultrasonic bonding machine (West-Bond).

a b

c

d

e

RC �lters

Sample

Chip carrier

1 12

13 24

Cu powder
 �lters

Figure 4.7: (a) A photograph of the dilution fridge of the low-temperature setup, (b) Shows the cold finger into
which the chip is inserted. The cold finger has RC filter and Cu powder filters for the low noise measurements,
(c) Photograph of the chip carrier, (d) Photograph of the sample mounted on the chip carrier. The sample is
bonded to the carrier using the aluminum wires, (e) IVVI racks, which are built in-house at Delft.

Low-temperature d.c. measurements are performed in a Leiden Cryogenics MCK-50
3He/4He dilution fridge. This set-up can reach to a base temperature of 40 mK. The
sample is loaded in the cold finger and pumped to a vacuum of ≈1×10−4 mbar. The
sample holder has 24 wires. The wires from the sample holder are connected to RC filters
(10 kHz-500 MHz), and then to copper powder filters (10 MHz->40 GHz)[20]. The wires
pass a π-filter that filters from 10 MHz to 10 GHz. The resistance of each wire is 2.53
kΩ. Of course for two-terminal measurements, 5.06 kΩ should be corrected for this wire
resistance. The d.c. currents and voltages are applied and probed with home-built bat-
tery operated IVVI racks to minimize interference and noise from the environment[20].
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These IVVI racks are developed in-house and can be added or removed depending on
the kind of measurements. The setup is also equipped with a superconducting magnet
coil that can sustain fields up to 12 T. Figure 4.7 shows the setup of the low-temperature
electrical measurement system.
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5
MODIFICATION OF ENCAPSULATED

GRAPHENE BY HIM

In this chapter, we study helium-ion-beam induced defects in graphene that is encap-
sulated by hexagonal boron nitride (h-BN). By comparing Raman spectra from different
sandwich configurations, we examine the influence of the primary ions and the environ-
ment on the nature of the induced defects. We observe a high tolerance of the sp2-bonds in
encapsulated graphene to helium-ion-beam exposure, up to a dose of 1×1016 ions cm−2,
whereas unprotected graphene becomes highly defective already at 5×1014 ions cm−2. We
show for the first time the autonomous behavior of the D’ Raman peak: in contrast to the
D defect peak, the D’ defect peak strongly depends on the environment; saturating with
dose in the encapsulated graphene. Finally, we made one-dimensional edge contacts to
the BN-encapsulated graphene. Electrical measurements reveal n-type behavior, already
at low ion doses at which the G and 2D Raman peaks are still unaffected. We conclude that
unbound atoms (interfacials) between the sp2-layers of h-BN and graphene promote self-
healing of the beam induced lattice damage and that nitrogen-carbon exchange between
the graphene and the boron nitride lead to n-doping. This work demonstrates that h-BN
encapsulation in combination with focused He+ beam exposure is a promising technique
to achieve controlled modification of graphene for device applications.

Parts of this chapter have been published in Nano Letters 15 (6), 4006-4012 (2015) [1].
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5.1. INTRODUCTION

B ECAUSE of its exceptional electrical[2, 3], mechanical[4], and optical properties [5],
graphene has been investigated extensively over the past decade. However, the ab-

sence of a bandgap in normal graphene thwarts its potential for applications in elec-
tronic devices. Many different approaches have been explored to realize a bandgap
in graphene, for instance by nanoribbon formation [6], doping[7, 8], or by inducing
strain[9, 10]. Nanoribbon formation by oxygen plasma etching[6], chemical synthesis[11],
and focused ion beam milling[12–16] usually degrades its electrical properties. An alter-
native means of tuning the electrical properties in graphene is by controlling the dop-
ing level and modulating carrier transmission probability with p-n junctions[17, 18].
After its introduction in 2006[19], the helium ion microscope (HIM) with its focused
helium ion beam of 1 nm in diameter, became a promising instrument to structure
graphene[13, 15, 16, 20–22]. Here, the ion beam is scanned over an area to remove
C atoms via atomic collisions. Several attempts have been made to ion mill graphene
into nanoribbons with a focused He+ beam[13, 15, 16, 20–22], but the devices made on
disordered SiO2 suffered seriously from beam induced contamination[13], extensive va-
cancy defects, and uncontrolled charged impurity doping[23]. Obviously, vacancies and
dopants modify the electronic structure of graphene[24], but control of the modification
is essential for device applications. The excess of damage induced by the ions to bare
or unprotected graphene precluded fabrication of graphene devices by focused-helium-
ion-beam milling. In order to optimize controlled modification and minimize collat-
eral damage, protection of graphene might provide a solution. Several recent studies
appeared on ion beam induced defect formation in graphene[21, 22, 25–30], but miss-
ing are studies focusing on the role of graphene’s direct local environment during the
ion bombardment. It has been found recently that hexagonal boron-nitride (h-BN),
an insulator with the same lattice structure as graphene with only a 1.7% lattice mis-
match, is ideal for achieving minimal environmental sensitivity and high mobility in
graphene[31]. In addition, two recent studies have demonstrated significant reduction
of electron-beam damage in MoS2 by encapsulation in graphene [32, 33]. These stud-
ies suggest that BN-encapsulated graphene is a serious candidate for structuring with a
1-nm focused He+ beam. In order to achieve controlled modification, one must study
the correlation between the type and behavior of beam induced defects and the physical
and chemical processes in graphene with various local environments. In this chapter,
we report the defect behavior of graphene in different sandwich configurations, exposed
to a focused He+ beam and studied with Raman spectroscopy. Finally, the effect of He+
beam exposure on the charge transport in BN-encapsulated graphene is measured.

5.2. SAMPLE PREPARATION

Four different types of samples were prepared: (1) SiO2 covered by exfoliated graphene
(SG); (2) SiO2 covered by h-BN and then by graphene (SBG); (3) SiO2 covered by graphene
and then by h-BN (SGB); and (4) SiO2 covered by graphene encapsulated between two
h-BN layers (SBGB). The last three types of samples were made by similar stack-transfer
and van der Waals pick-up techniques as reported by Dean et al.[31] and by Wang et
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al.[34], respectively. Our procedure is described in the sample preparation section of
Chapter 4. AFM images of all the four samples are shown in Figure 5.1.
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Figure 5.1: AFM images of some samples used in this study. (a) Single-layer graphene on a silicon oxide surface
(an SG sample), (b) Single-layer graphene on an h-BN substrate (an SBG sample), (c) Single-layer graphene
partially covered by h-BN (an SGB sample), (d) Graphene sandwiched between two h-BN flakes (an SBGB
sample).

5.3. HELIUM ION BEAM EXPOSURES

Helium ion beam exposures were performed in a Carl Zeiss OrionT M Plus scanning he-
lium ion microscope (HIM). The chamber pressure during the exposures was around
4×107 mbar. A 30-keV He+ beam at normal incidence and a 5-µm aperture were used
for all exposures. The beam current of 0.4-0.5 pA was maintained by regulating the he-
lium gas pressure in the source. An internal pattern generator was used to expose areas
of 1-2 µm2 with a beam step size of 1 nm. Electrical leads were fabricated for all samples
with e-beam lithography and Cr/Au lift off to facilitate beam navigation and to prevent
image fading during ion microscopy caused by sample charging. Consequently, unin-
tended exposures of the crucial sites were avoided. Many samples were prepared and
for each dose between 5×1013 and 5×1016 ions cm−2 a fresh sample is used to avoid
cross exposure.
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5.4. DEFECT STUDY VIA RAMAN SPECTROSCOPY

5.4.1. RAMAN SPECTRA OF GRAPHENE

Raman spectroscopy measurements were performed in air at room temperature with a
Renishaw inVia Raman microscope. This spectrometer is equipped with a 514-nm (2.41-
eV) laser with a spot size of about 350 nm. A 100x objective was used for the spectroscopy
measurements. The laser power is kept well below 1 mW to avoid sample heating. Micro-
Raman spectra measurements of all the exposed sandwich structures as function of ion
dose are shown in Figure 5.2. For each dose, at least two different samples were studied.

(c) (d) 

(b) (a) 

SG SBG 

SGB SBGB 

a b

c d

Figure 5.2: Raman spectra of graphene as function of ion dose for all sandwich structures. Doses mentioned
are in ions cm−2.

5.4.2. DEFECT DEPENDANCE ON THE SAMPLE TYPE

Figure 5.3 shows Raman spectra of pristine and exposed samples. The exposure dose
was 1×1016 helium ions cm−2, at which graphene is found to be seriously damaged by
the loss of hexagonal rings[21, 22]. A significant increase in the intensity of the G peak is
observed for the exposed SG, SBG, and SGB samples as compared to their pristine coun-
terparts, with a simultaneous decrease in the intensity of the 2D peak (Figure 5.3a-c). In
contrast, the G and 2D peak intensities for the SBGB sample remain almost unaffected
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(Figure 5.3d). We note that the small changes in energy and direction of the primary ions
in the top h-BN layer cannot explain the different behavior of the G and 2D peaks. A
new peak has appeared at 1295 cm−1, which we attribute to beam induced transforma-
tion of sp2-bonds in h-BN to sp3-bonds in c-BN [35, 36]. Implanted helium often be-
comes trapped in the substrate, leading to sample swelling if the helium atoms cannot
diffuse out. Swelling can cause significant device failure and become a limiting factor
in He+-beam processing[21, 37]. Interestingly, we did not observe swelling in any of our
samples, even at the highest doses.
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Figure 5.3: Raman spectra of graphene (G) in various sandwich configurations with silicon oxide (S) as sub-
strate and boron nitride (B) as encapsulation. (a) SG, (b) SBG, (c) SGB, and (d) SBGB. Red spectra are for the
samples exposed to 1×1016 ions cm−2 and the black ones for the pristine samples. Vertical dashed lines guide
the eye.

Exposure to a beam of 30-keV helium ions induces vacancy defects and disorder in graph-
ene[21, 22]. Beam induced disorder is often observed via the emergence of D and D’
peaks in the Raman spectra, which initially increase continuously with ion dose. [25,
26, 38] They originate from single-phonon intervalley and intravalley processes, respec-
tively, where defects provide the missing momentum[39–41]. Whereas the D peak is
widely used to quantify the defects in graphene, the D’ peak is generally considered to
be proportional to the D peak and often discarded because of its low intensity. Figure
5.4 shows the Raman spectra of the SBGB sample near the G and D’ peaks for various
doses. These spectra are clearly different from those of the other samples, in which the
D’ peaks merge with the G peaks at a dose of 5×1015 ions cm−2, making it difficult to sep-
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arate their individual contributions[30]. We have fitted each peak with a Lorentzian line
shape to obtain values of their full-width-at-half-maximum Γ, position ω, and intensity
I. The results are shown in Figure 5.5. For instance, Figure 5.5a shows the ID ′/IG peak
intensity ratios. Interestingly, the ratio for the encapsulated sample saturates at a dose
of 1×1015 ions cm−2, whereas it continues to rise for the other samples. The ID /IG ratio
is generally regarded as a measure of disorder in graphene [25, 26, 30, 38, 39, 42]. For
the SG, SBG, and SGB samples, the ID /IG ratio has a maximum at 1×1015 ions cm−2, but
for the BN-encapsulated sample the maximum is lower and lies at a 5 times higher dose
(Figure 5.5b). Lucchese et al.[26] found that the ID /IG ratio reflects two stages of disor-
dering in ion-irradiated graphene. In stage 1, ID /IG is proportional to the defect density
nD : ID /IG ∝ nD ∝ 1/L2

D , where LD is the average distance between neighboring defects.
However, if LD becomes less than the average distance an electron-hole pair travels be-
fore scattering with a phonon, then the contributions of separate defects do not add up
anymore[40] and ID /IG starts to scale with L2

D . This is stage 2 disordering.

Figure 5.4: Raman spectra of the SBGB sample, showing the G and D’ peaks as function of the ion dose (labels
indicate the dose in ions cm−2).

The value of LD at the transition is around 3.5 nm, given by υF /ωD , where υF is the Fermi
velocity and ωD the Debye cut-off frequency[21, 40, 43]. Note that in the low-energy Ar+
irradiation study by Lucchese et al.[26], the defect density nD and the ion dose σ are
assumed to be equal. Fox et al.[22] showed that also defects in graphene induced by He+
irradiation follows a two-stage process. However, the kinetic energy transfer from swift,
light ions to atoms in a solid is much lower than that from slow, heavy ions. Indeed,
the graphene in the latter study became highly defective only at 5×1014 He+ ions cm−2.
Because of the similarities with the studies of Lucchese at al.[26] and Fox et al.[22], we
regard the dose of the maximum in ID /IG (1×1015 cm−2) as the transition between stage
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1 and stage 2 disorder in our SG, SBG, and SGB samples.

According to Cançado et al.[25], the defect density nD for stage 1 disorder and the Raman
peak intensity ratio are related as

nD =αE 4
L

ID

IG
(5.1)

where α is (7.3±2.2)×109 cm−2eV−4 and EL is the laser excitation energy. Accordingly,
nD in the SBGB sample increases from 0.7×1011 cm−2 at 5×1013 ions cm−2 to 4×1011

cm−2 at 5×1015 ions cm−2, see Figure 5.5b. Defect sites in graphene are very reactive and
chemical reactions, e.g. with molecules adsorbed from the atmosphere or with the sub-
strate material, can alter the size rather than the density of the defects[27]. However, the
relation of Cançado et al.[25] does not consider the chemical state of the defects and we
assume Equation 6.1 to be valid for all our samples. Because its ID /IG ratio stays below
1.5 and its G and 2D peak shapes are barely affected, we conclude that the encapsulated
graphene does not reach stage 2 disorder up to 1×1016 ions cm−2 and that Equation 6.1
remains valid. Then, nD has decreased slightly to 3×1011 cm−2, maybe due to healing of
the lattice. If we further increase the dose to 5×1016 ions cm−2, the 2D peak almost com-
pletely disappears (Figure 5.2), indicating stage 2 disorder. Apparently, disintegration of
the sp2-lattice of the protected graphene cannot be avoided at such a high ion dose.

(a) (b)

a b ca b ca b c

Figure 5.5: (a) D’ to G peak intensity ratio as function of ion dose, (b) D to G peak intensity ratio (left vertical
axis); the defect density nD according to Equation 6.1 is given at the right vertical axis.

In various previous studies, the D and D’ peaks were found to be proportional to each
other in stage 1, both increasing proportionally with ion dose[30, 39]. Recently, Axel et
al.[39] correlated the ID ′/ID ratio to the type of defects: the ratio being 1/13 for defects
associated with sp3-hybridization, 1/7 for vacancy-like defects, and 1/3.5 for boundary-
like defects. We observe a weak increase of the ID ′/ID ratio in the SG, SBG, and SGB
samples and a clear decrease for the BN-encapsulated one, see Figure 5.6. For the lat-
ter Figure, we have taken the transition to be at 1×1015 ions cm−2 for the SG, SBG, and
SGB samples and 2×1016 ions cm−2 for the SBGB one. We can explain the observation
(Figure 5.5a, Figure 5.6) of the limited change of the D’ peak in the SBGB sample with
the model of Venezuela et al.[44]. The Fourier transform of the Coulomb potential has
a maximum close to the Γ point in the Brillouin zone and decays as q−1, where q is the
phonon momentum. The D peak is due to phonons near the K point at relatively large
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q[44, 45]. Consequently, the contribution of Coulomb (or charged) impurities to the D
peak is small. In contrast, the D’ peak is due to phonon scattering near the Γ point, mak-
ing it sensitive to Coulomb defects, e.g. atmospheric water or hydrocarbons, adatoms,
polymer residues, and relocated atoms from the SiO2 substrate. If graphene is encap-
sulated in h-BN, charged impurities due to atmospheric or other external contamina-
tions are absent after the ion bombardment. We relate the appearance of the D’ peak in
Figure 5.4 to relocated C, N, and B atoms near the BN-graphene interface. In the SGB
sample, where graphene is protected only from the top, charged impurities can reside at
the SiO2-graphene interface and form sp3-bonds with the vacancies created by the ion
beam. Moreover, charged adsorbents and oxide electric fields facilitate charge transfer
to unprotected (SG) or partially protected graphene (SBG and SGB), causing the contin-
uing growth and alteration of the D’ peak.[46, 47]

Das et al.[48] have shown that electron and hole doping has a direct influence on the
frequency ωG of the G peak and the IG /I2D ratio: both increase with doping.[34, 48, 49]
The IG /I2D ratio increases with ion dose for the SG, SBG, and SGB samples, but not for
the SBGB sample (Figure 5.7c). Note that the inverse of the IG /I2D ratio is a measure of
the quality of graphene[34]. The 2D peak is doubly electronically resonant and, hence,
sensitive to the dynamics of photo-excited electron-hole pairs: all resonant electronic
scattering states decrease the intensity of the 2D peak[30, 34, 39, 40]. In our experiments,
the IG /I2D ratio of the encapsulated graphene is constant up to 1×1016 ions cm−2 (Figure
5.7c), indicating that stage 2 disorder is unlikely below this dose. Figure 5.7d shows the
frequency shift of the G peak. Once again, the changes for the SBGB sample are consid-
erably less than for the other three samples.

Lattice disorder has a direct impact on the width Γ of the G and 2D peaks[25, 39]. The
width ΓG of the Raman G peak for the SG, SBG, and SGB samples increases by 40 to 65
cm−1 (Figure 5.7a), but for the encapsulated sample only by ∼10 cm−1. The 2D peak
in Figure 5.7b shows the same trend, albeit that it becomes unobservable above 1×1015

ions cm−2 for the SG, SBG, and SGB samples.

5.5. SRIM SIMULATIONS

In order to elucidate details of the energy transfer and collision processes in the sand-
wich structures, we performed SRIM calculations[50]. In a 15-nm top h-BN layer, 30-keV
helium ions lose about 2.1 keV by electronic collisions and 0.1 keV by nuclear collisions.
The corresponding beam broadening is less than 1 nm (Figure 5.8). Hence, the ions pass
the graphene layer in all samples with about the same energy and in the same direction.
Note that for heavier ions, such as Ga+ or Ar+, deflections and energy loss by nuclear col-
lisions are huge and mainly concentrated in the top h-BN layer, unless the ion’s energy
is much higher. Beams of light ions are, thus, better suited for structuring BN-protected
graphene. The SRIM simulation also shows that 2% of the helium ions passing a single
layer of graphene displace a C atom (Figure 5.8c), thus producing a defect, consisting
of a vacancy and a temporary unbound C atom. Also in each h-BN sp2-layer 2% of the
ions displace a B or N atom. Due to the impact of the collision, these C, B, and N atoms
travel typically 1 nm before coming to rest. At a dose of e.g. 1×1015 ions cm−2, 2×1013
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Figure 5.6: ID ′/ID ratio versus normalized dose in stage 1, where Di is the ion dose and Dt is the dose at the
transition between stage 1 and stage 2 disorder. The ID ′/ID ratio shows a weak increase for the SG, SBG, and
SGB samples and a clear decrease for the SBGB one.

cm−2 C atoms are displaced, corresponding to an average distance of 2.2 nm between
neighboring defects.

5.6. ELECTRICAL MEASUREMENTS

The gate-voltage dependence of the resistance of the BN-encapsulated graphene can
provide insight into the influence of the ion bombardment and the self-healing on the
material’s electrical properties. For this purpose, we made one-dimensional electrical
contacts along the edges of the SBGB sample by electron beam lithography, etching,
and thermal deposition of Cr and Au. Figure 5.9a shows the measured resistance as
a function of the back-gate voltage for a pristine sample and two irradiated samples.
The charge neutrality point in the pristine graphene lies at zero gate-voltage, indicating
the absence of doping.[7] Increasing dose shifts the charge neutrality point, consistent
with previous studies[7, 17] and revealing n-type conduction. Substitutional N atoms
in graphene are electron-donating (n-type) dopants and substitutional B atoms p-type
dopants.[8, 51] The bond length of C-N is 1.40 Å, similar to that of C-C in graphene (1.41
Å)[8]. Hence, N atoms can be substitutionally incorporated in graphene without dis-
tortion of the planar lattice. In contrast, the bond length of C-B is 1.48 ÅÅ and, there-
fore, substitutional B incorporation causes lattice distortion and is, thus, less likely. The
schematic of this process is shown in Figure 5.9c. In a He+-atom collision, C, B, and
N atoms can be displaced and subsequently bind to existing defects, thus forming new,
stable configurations. Gong et al.[52] studied the chemical graphene-BN conversion and



5

70 5. MODIFICATION OF ENCAPSULATED GRAPHENE BY HIM

(d) 

(c) (a) 

(b) 

a c

b d

c

db

a

Figure 5.7: (a) Raman peak widths ΓG , (b) Γ2D, (c) Peak intensity ratios IG /I2D , and (d) Peak positions ωG as
functions of the ion dose.

(a) (b) (c) 

a b c

Figure 5.8: SRIM simulation results for the SBGB structure (both BN layers are 15 nm thick and the graphene
0.3 nm). (a) Full trajectories of 500 30-keV He ions (lateral and depth ranges of the plot are both 370 nm), (b)
Ion trajectories in the top layers, showing the beam spread in the BN-graphene-BN stack (lateral and depth
ranges are 55 nm; the drop in track density at the interfaces is an artefact of the plotting), (c) Distribution of
displaced atoms for 1000 He ions.

found that nitrogen atoms are favored over boron atoms in substituting carbon atoms.
The n-doping of our SBGB sample is, thus, consistent with this observation of Gong et
al.. The substitutional nitrogen doping suppresses the density of states of graphene near
the Fermi level, thus opening a gap between the valence and conduction bands[7]. Nev-
ertheless, more experimental and theoretical investigations are needed to better under-
stand the substitutional doping by helium-ion-beam irradiation and its influence on the
band structure of BN-encapsulated graphene.
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Figure 5.9: (a) Resistance (R) versus gate-voltage (Vg ) of a pristine device and two devices exposed to the 30-keV
helium ion beam, (b) SEM image of an edge-contacted and h-BN encapsulated graphene device, (c) Schematic
representation of (1) a displaced C atom becoming an interfacial and (2) an interfacial N atom becoming sub-
stitutional.

5.7. DISCUSSION AND CONCLUSION

In the defect model of Lucchese et al.[26] the transition from stage 1 to stage 2 occurs
at a defect distance of 3.5 nm. Because we do not observe the transition up to a dose
of 1×1016 ions cm−2, we conclude that most unbound atoms and vacancies in the en-
capsulated graphene are short-lived. The interlayer distances of graphene and h-BN are
almost the same[53], about 1.34 nm[54]. The surface diffusion barrier of carbon adatoms
on bare graphene is 0.4 eV [54–56] and on h-BN 0.68 eV[57]. Since the graphene is sand-
wiched between h-BN layers, we expect the diffusion barrier to be similar or slightly
higher for the atoms in the interface between the graphene and the boron nitride and
we conclude that atoms in the interface can move in the same manner as adatoms on
graphene. And, hence, unbound C atoms can diffuse relatively easily here. We call these
mobile atoms "interfacials", being an intermediate species between interstitials and sur-
face adatoms. Interfacials diffuse until they are captured, most likely by a vacancy. If the
vacancy is in the graphene, the capture implies healing of the defect. This healing mech-
anism is in accordance with two related studies. Xu et al.[58] observed self-healing of
electron-beam induced point defects in graphene at 600 ◦C. However, if a high electron
intensity is used, several adjacent C atoms are knocked out and the graphene lattice can
no longer self-heal. Kalbac et al.[27] observed similar effects for 100-keV Ar+ irradiation
of isotopically labeled bi-layer graphene. The C interfacials recombine preferably with
vacancies in the bottom layer, resulting in a reduction of the radiation damage. If an in-
terfacial B or N atom is captured in a graphene vacancy, a doping defect is formed. Of
course, interfacial C atoms can also be captured in the BN layer, but there they do not
affect the Raman peaks of graphene. Continued exposure to the ion beam produces new
interfacials and vacancies, leading to faster healing. This mechanism, we think, explains
the saturation and maybe also the slight reduction of the defect peak intensities in Fig-
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ure 5.5. Obviously, the protection of the encapsulated graphene excludes or minimizes
formation of many notorious types of defects, such as charged impurity and doping de-
fects from the oxide. Nevertheless, also extended vacancy or defect complexes can be
formed during the ion-beam irradiation. However, the continuous energy influx during
the exposure, the high-energy state of these complexes, and the scarcity of chemically
stable configurations slow down the disintegration of the encapsulated graphene. This
suggests that the vacancies created by the passing ions can only arrange themselves into
simple polygons (Stone-Wales defects[55]) or disappear by capture of C, B, or N interfa-
cials, leading to either healing or doping of the defected graphene. At a dose of 5×1016

ions cm−2, healing cannot prevent amorphization of the graphene anymore despite the
retardation in defect accumulation. In conclusion, we presented a systematic analysis
of helium-ion-beam irradiation of graphene that is encapsulated between h-BN flakes.
A comparison is made between four different sandwich configurations to elucidate the
roles of the primary ions and the environment on defect formation and annealing in ir-
radiated graphene. Raman measurements showed that radiation defects in graphene do
not simply reflect the original disorder created by the collisions of the primary He+ ions.
Instead, the disorder evolves after termination of the collision process; this evolution is
strongly influenced by the graphene’s environment. If the graphene is fully encapsulated
in h-BN, lattice healing and nitrogen doping occur, possibly stimulated by the continu-
ing ion bombardment itself. We observed healing among others as a retarded growth of
the D and a saturating growth of the D’ Raman defect peaks and as a delay in the on-
set of stage 2 lattice disorder. In contrast, if the irradiated graphene is in contact to a
substrate oxide or the atmosphere, defects can form stable sp3-bonds, hindering lattice
self-healing. In addition, this study shows unequivocally that the D’ peak is not a minia-
ture copy of the D peak: it has a different origin, shows independent behavior, and is
presumably sensitive to Coulomb defects.

So far, all ion-beam-irradiation studies were conducted on unprotected graphene and,
hence, stable defects dominated the electrical behavior of the irradiated material. Our
electrical measurements on the encapsulated graphene showed n-type behavior after
He+ irradiation, probably caused by the collisional substitution of carbon atoms by ni-
trogen atoms. We surmise that defect self-annealing and n-doping of irradiated encap-
sulated graphene could proof to be essential for various important applications, such as
the realization of graphene-based p-n junction devices.
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6
ELECTRONIC TRANSPORT IN

HELIUM-ION-BEAM ETCHED

ENCAPSULATED GRAPHENE

NANORIBBONS

In this chapter, we report the etching and electrical transport in nanoribbons of graphene
sandwiched between atomically flat hexagonal boron nitride (h-BN). The etching of rib-
bons of varying width was achieved with a focused beam of 30 keV He+ ions. Using in-situ
electrical measurements, we established a critical dose of 7000 ions nm−2 for creating a
10 nm wide insulating barrier between a nanoribbon and the rest of the encapsulated
graphene. Subsequently, we measured the transport properties of the ion-beam etched
graphene nanoribbons. Conductance measurements at 4 K show an energy gap, that in-
creases with decreasing ribbon width. The narrowest ribbons show a weak dependence
of the conductance on the Fermi energy. Furthermore, we observed power-law scaling in
the measured current-voltage (I-V) curves, indicating that the conductance in the helium-
ion-beam etched encapsulated graphene nanoribbons is governed by Coulomb blockade.

Parts of this chapter have been published in in Carbon 119, 419-425 (2017) [1].
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6.1. INTRODUCTION

Graphene-based research has seen significant developments in the past decade, thanks
to its unique band structure and extremely high mobilities[2, 3]. Despite the high mo-
bilities, graphene is a semi-metal without a bandgap which precludes applications in
post-silicon electronics. Nevertheless, one can modify the electronic band structure by
trimming graphene into nanoribbons. Under this geometrical constriction, quantum
confinement and edge effects lead to a finite source-drain gap or a transport gap [4, 5].
In their review paper, Bischoff et al. [5] noted that a stern distinction has to be made
between a source-drain gap —i.e., the suppression of conductance in a limited source-
drain voltage range— and a transport gap — i.e., the suppression in a limited gate voltage
range. Also, it is known that the gap is greatly influenced by the presence of disorder in
the graphene nanoribbons (GNRs) themselves [5, 6]. Numerous techniques have been
developed to create nanoribbons in graphene, such as plasma etching[5, 7–10], chemical
synthesis[11–13], electron beam etching[14–16], and ion beam etching [17–21]. It is not
straightforward, however, to make near-defect-free nanoribbons using the aforemen-
tioned techniques and, hence, it remains unclear how much the conductance and the
presence of a gap are affected by edge effects, quantum confinement, and disorder[5].

Graphene devices are often fabricated on oxidized silicon substrates (SiO2), which unfor-
tunately lowers the mobility due to the presence of electron-hole puddles[22], charged
impurity scattering[23], and contamination[18]. These adverse issues can be suppressed
by encapsulating the graphene in hexagonal boron nitride (h-BN)[24]. As a consequence,
the mobility in encapsulated graphene is typically an order of magnitude higher, in fact
comparable to that in suspended graphene[3, 25, 26]. Because of its short de-Broglie
wavelength, its sub-nanometer probe size, and the small beam spreading in materials[18,
27, 28], the focused ion beam (FIB) of a helium ion microscope (HIM) is an attractive tool
for precise etching of encapsulated graphene devices. Moreover, the 30 keV helium ions
used in this microscope can easily pass through the covering BN layer[29], typically tens
of nanometers thick[24], and etch the buried graphene with still good resolution.

A recent experiment by Abbas et al. [21] with a He-FIB has shown indications of bandgap
opening in arrays of 5 nm wide graphene ribbons. Also, Nakaharai et al. [30] have shown,
by conductance tuning, bandgap opening in narrow graphene channels, etched with a
He+ beam. However, these measurements show very low conductance (∼10,000 times
higher resistivity than for pristine graphene), likely due to extensive ion beam damage.
Since the paper by Kalhor et al. [31] it is known that exposure of graphene to helium ions
leads to collateral damage in the non-exposed adjacent areas and to ion beam induced
surface contamination[18]. A recent study by Nanda et al. [24] has shown that encap-
sulation of graphene in h-BN, with a ≤15 nm top h-BN layer, slows down the built-up
of He+ beam damage in the exposed graphene and precludes detrimental effects due to
beam induced surface contamination. Moreover, this material shows n-doping and self-
healing. However, fabrication of encapsulated graphene devices via focused He+ beam
etching requires a good understanding of graphene’s response to ion-beam bombard-
ment and, thus, proper optimization of ion exposure doses. This understanding and
process optimization are still wanting.
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In this chapter we present transport properties of He+ beam etched encapsulated GNRs
(graphene nanoribbons). The sub-nanometer He+ beam allows us to precisely control
the size of the etched areas and in-situ electrical probes in the helium ion microscope
enable us to determine quickly the minimal dose needed to isolate different parts of the
graphene. The low-temperature measurements show an energy gap opening in narrow
GNRs. We conclude that the gap arises due to the beam induced disorder, leading to
Coulomb blockade; the transport is governed by hopping between randomly distributed
charged islands and localized states in the GNRs. We fabricated boron nitride/graphene/
boron nitride sandwiches by stacking h-BN and graphene flakes via the van-der-Waals
pick-up technique[24, 32]. Ribbons were cut with a focused helium ion beam and de-
vices were made by e-beam lithography, plasma etching, and Cr/Au deposition.

6.2. RESULTS AND DISCUSSION

6.2.1. DEVICE MILLING AND CHARACTERIZATION
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Figure 6.1: (a) Optical image of four micro-manipulators used to electrically probe the sample in the helium
ion microscope (HIM) chamber. The inset shows a helium ion micrograph of the probes contacting the Cr/Au
leads of the sample, (b) He+ micrograph of multiple graphene devices fabricated in a h-BN/graphene/h-BN
sandwich, stacked via the van-der-Waals pick-up technique. The probes are applied to pairs of contacts (e.g .
1-2 or 2-3), and the resistance between them is measured by applying a voltage across the contacts, (c) In-situ
dose optimization in the HIM. The resistance between the two leads increases as a function of dose until an
open circuit is reached at 7000 ions nm−2. The inset depicts the device during line cutting.

Figure 7.1a shows an optical image of the HIM chamber with micro-probes for the in-
situ electrical measurements. The inset is a HIM micrograph of a number of devices
with two probes in contact with one of them. The in-situ probes allow direct measure-
ment of the relation between the ion dose and the electrical conductivity. Figure 7.1b is
a HIM micrograph of an array of encapsulated graphene devices, most of them 1 µm×1
µm in size. In all our samples the thickness of the top h-BN is 15 nm or less. The devices
were exposed to line doses ranging from 1000 to 10,000 ions nm−2 with simultaneous
monitoring of the resistance. One example of a 1.2 µm long and 10 nm wide cut is de-
picted in Figure 7.1b and 7.1c as a white dotted line. The pristine devices had resistances
between 5 and 10 kΩ, corresponding to resistivities between 5 and 10 kΩ/�. Several in-
dependent measurement series were conducted on different samples and we observed
good reproducibility in the resistance.



6

82
6. ELECTRONIC TRANSPORT IN HELIUM-ION-BEAM ETCHED ENCAPSULATED GRAPHENE

NANORIBBONS

1200 1500 1800 2100 2400 2700 3000

Raman shift (cm-1)

In
te

ns
ity

 (
a.

u.
)

Pristine
After etching

100 nm

d

200 nm 100 nm

35 nm

10 nm

50 nm

100 nm

25 nm

G

2D

h-BN

D

200 nm

SC1

SC2

g

V (mV)
-500 0 500

I (
nA

)

-5

0

5

fe

-2.1 -1.7 -1.3 -0.9
Displacement (µm)

1

1.5

2

2.5

D
is

p
la

ce
m

e
n

t 
(µ

m
)

In
te

n
si

ty
 (

a
.u

.)

D-peak

0.4 0.8 1.2 1.6
Position (µm)

1.5

2.5

1

2

Po
si

tio
n 

(µ
m

)
50 nm

0

50 nm

X (nm)
0 20 40

Y
 (n

m
)

10

12

14

1

2 3

a b c

-2.1 -1.7 -1.3 -0.9
Displacement (µm)

1

1.5

2

2.5

Dis
pla

cem
ent

 (µ
m)

Inte
nsi

ty (
a.u

.)
In

te
ns

ity
 (a

.u
.)

Pristine

After etching

Figure 6.2: (a-c) Helium ion micrographs of nanoribbons with widths of 50, 35, and 25 nm, respectively, (d)
Blow-up of the yellow box in Figure 7.1b. A source-drain bias is applied between side contact 1 (SC1) and side
contact 2 (SC2). The inset shows the measured source-drain current. A 10 nm wide line cut with a dose of 7000
helium ions nm−2 is sufficient to create an insulating barrier, (e) AFM images of three 10 nm line exposures
with 7000 ions nm−2. The lower figure shows the line profile across cut 1, (f) D-peak Raman map of the 10 nm
line cut region, (g) Raman spectra of the pristine sample and of the 25 nm wide etched nanoribbon device.

The resistance vs. ion dose is plotted in Figure 7.1c. One sees that the resistance in-
creased almost exponentially up to a critical dose of 7000 ions nm−2, where the cir-
cuit became open. In this regard, the in-situ measurements provide a unique knob to
monitor the end-point detection and dose determination of the encapsulated graphene
devices. Subsequently, we used this critical dose to etch nanoribbons in encapsulated
graphene of 200 nm in length and with widths of 90, 70, 50, 35, 25, and 10 nm. Fig-
ures 7.2a-c show helium ion micrographs of various GNRs. Figure 7.2d shows a device
(Dev1), also shown in Figure 7.1b, where a dose of 7000 ions nm−2 is applied to make a
35 nm wide ribbon. The two side contacts (SC1 and SC2) are used to check that there is
no residual conductivity between the isolated regions. The inset shows that indeed no
measurable current flowed between SC1 and SC2; the resistance is >1 GΩ. Figure 7.2e
shows an AFM image of two 10 nm line exposures with 7000 ions nm−2. The full-width-
at-half-maximum (FWHM) of the etched line is 10 nm, see the AFM profile. Note that
the widths of the etch line in the HIM image (Fig. 2b) and in the AFM profile are both
equal to the designed line width of 10 nm.

We performed Raman mapping around the etched line to investigate the lateral damage
in the exposed graphene. Ion induced defects in single-layer graphene can be studied
via the evolution of the D-peak in the Raman spectrum[33–35]. The Raman map of the
D-peak is shown in Figure 7.2f. Because of the narrow and localized interaction volume
of the He+ beam in the outermost few dozens of nanometers[24, 29, 36], most of the
ion beam damage is expected to be concentrated in the 10 nm etched lines. Yet, the
measured D-peak intensity decays up to ∼200 nm on both sides of the exposure area.
This result is, however, limited by the relatively large laser spot size (∼350 nm) of our
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Raman spectrometer. Figure 7.2g shows Raman spectra before and after etching. Before
etching, the signature of single-layer graphene is clearly discernible; in particular the 2D
peak intensity is ∼4 times higher than that of the G peak and a D peak is absent, both are
signs of high-quality graphene. After etching, a small but significant D-peak is visible as
a shoulder on the h-BN peak at 1345 cm−1, thus indicating atomic disorder[24, 34]. The
2D peak is still visible, which indicates that the crystalline structure of graphene is still
partly intact within the probe size (∼350 nm) of the Raman beam.[24, 37]
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Figure 6.3: (a) Source-drain bias (VSD ) dependence of the drain current (ISD ) at room temperature in the
nanoribbons. The inset shows the relation between nanorribon width and the conductance (1/R), (b) VSD
dependence of the ISD for the 35 nm ribbon as a function of temperature, (c) VSD dependence of the ISD for
the 25, 35, and 50 nm ribbons at 4 K, (d) Differential conductance (d I /dV ) as a function of VSD for the 35 nm
ribbon, showing zero conductance near zero souce-drain bias. The back gate bias (VBG ) for all figures is zero.

6.2.2. LOW-TEMPERATURE TRANSPORT IN GNRS

To characterize the electronic properties of the GNRs, transport measurements were
conducted. The room temperature current-voltage (I-V ) characteristics in Figure 7.3a
show a linear behavior in the 35 and 50 nm wide ribbons and a slight non-linearity in the
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25 nm ribbon. The room temperature resistivity of the 50 nm wide ribbon is ∼50kΩ/�.
The inset shows the conductance (1/R) of the 10-50 nm wide ribbons, which were all
made from the same stack, as a function of the ribbon width. Except for the smallest
ribbon, the conductance increases more or less linearly with the width, suggesting a ∼8
nm inactive layer at both edges of the ribbons. As we cool the samples to 4 K, non-
linearity clearly appears, see Figure 7.3b for the 35 nm ribbon. The non-linearity in the
I-V characteristics depends on the ribbon width, see Figure 7.3c. Figure 7.3d shows the
differential conductance (d I /dV ) of the 35 nm wide ribbon at 4 K as a function of the
bias voltage VSD ; approaching zero in the ∼100 mV range around zero bias voltage. The
appearance of non-linear I-V characteristics is an indication of an energy gap (Eg ap ) in
the GNRs[15, 38]. Non-linear I-V characteristics have recently been reported for He+
beam etched ribbons in supported graphene[30] and for electron beam etched ribbons
in suspended graphene[15, 16].

Figure 7.4 shows dc-conductance measurements at 4 K. We studied the influence of the
voltage applied to the bottom gate (VBG ) on the source-drain current (ISD ). Note that
the ISD of the narrowest ribbons is low because of their high resistance; therefore we
applied a higher VSD bias for the 25 and 35 nm ribbons. One can clearly see that the
position of the minimum current shifts to more negative VBG with decreasing width,
thus indicating a higher electron doping level in the narrower ribbons. This effect is due
to beam induced n-doping of graphene, likely by collision induced C-N exchange[24].
Apparently, the strong n-doping of the 25 nm ribbon is due to the close proximity of the
central region of the ribbon to the heavily damaged regions near its edges.

From the dc-conductance as a function of gate bias (VBG ) and source-drain bias (VSD ),
one can estimate the energy of the source-drain gap[7–9]. Previous bias spectroscopy
measurements in narrow ribbons have shown the formation of overlapping Coulomb
diamonds, signifying suppression in conductance by Coulomb blockade (CB)[5, 7–9].
The Coulomb blockade is caused by the interaction between charge carriers and local-
ized charges, e.g . of islands, impurities or defects[5]. Therefore, the energy gap is related
to the voltage of the largest diamond (V ∗

SD ) as Eg ap = eV ∗
SD [7–9](see the arrow in Figure

7.3b). The 90 nm ribbon shows a small source-drain gap (<5 meV) which is gate depen-
dant. As the width of the ribbon decreases, Eg ap increases, reaching a maximum of 180
meV in the 25 nm wide ribbon. Also, one can notice that the gate response of the 25 nm
ribbon is very weak. The Eg ap in our 25 nm ribbon is larger than the gap reported by Han
et al. [7] for 25 nm ribbons made by plasma etching, in fact, it is close to the value for
their 15 nm ribbons. This discrepancy could be due to extra beam induced damage near
the edges of our GNRs. As mentioned before, there is an inactive strip of ∼8 nm wide at
the edges of the ribbons, see the inset of Figure 7.3a.

In contrast, Evaldssonet al. [4] inferred that not Coulomb blockade but Anderson-type
localization, induced by edge disorder, is responsible for the energy gap in plasma-etched
GNRs. Naitou et al.[39] have observed a metal-insulator transition in supported graphene
for a He+ beam dose of 120 ions nm−2. They also related this transition to Anderson-type
localization caused by beam induced disorder; they estimated the localization length to
lie between 20 and 50 nm. The beam induced disorder near the edges of our ribbons
was very high and, therefore, we expect a finite region in the GNR to be non-conducting
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Figure 6.4: (a) Back-gate bias (VBG ) dependence of the drain current (ISD ) for fixed source-drain bias (VSD ).
The onsets of the charge neutrality point are marked with arrows, (b) Color plots of the source-drain current
(ISD ) as a function of VBG and VSD for nanoribbons with a length of 200 nm and a width of 25, 35, 50, 70, and
90 nm. The yellow arrow in the plot of the 90 nm ribbon refers to the V ∗

SD of the largest diamond. It determines
the energy gap (=eV ∗

SD ). All measurements were taken at 4 K.

(discussed later in Figure 7.5). Indeed, our 10 nm wide ribbons did not show any con-
ductance and the other ribbons had an inactive region of ∼8 nm at each edge. This value
is in reasonably good agreement with the disorder radius of at least 10 nm, i .e. half the
minimal localization length, found by Naitou et al.[39]. Moreover, it is only slightly larger
than that of the GNRs of Han et al. [7]: 7 nm at each edge in conductance measurements
at 1.7 K.

6.2.3. MODEL FOR DEFECT INDUCED TRANSPORT IN GNRS

The disorder arising from beam induced defects breaks the ideal two-dimensional (2-D)
lattice of graphene down into isolated islands, causing inhomogeneities in the charge
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distribution and in conductance when voltages are applied[40]. A sketch illustrating the
presumed damage extent in our graphene exposed to the etching He+ beam is shown in
Figure 7.5a. In general, focused ion beams have a Gaussian shape with finite tails[41].
For our He+ beam, unfortunately, of unknown width and intensity. We assume that the
lateral extent of the damage in our encapsulated graphene is determined by ions from
the beam tail, by beam broadening in the top h-BN layer, by defect diffusion, and by
edge modification via C-N exchange. The He+ beam broadening in h-BN encapsulated
graphene has been studied previously by Nanda et al. [24] using SRIM simulations; it is
less than 1 nm in 15 nm h-BN. The extent of the other mechanisms is largely unknown,
but obviously they are relatively more severe for the smaller ribbons. Figure 7.5b shows a
sketch of islands and defect sites in a narrow (upper) and a wide GNR (lower), inspired by
a similar figure in Ref.[42]. The transport through the narrow GNR is predominantly gov-
erned by charge hopping between the islands and the defects, showing up as Coulomb
blockade. The wide GNRs have also a central region with a low defect density, allowing
charge carriers to reach the drain electrode with or without scattering.

For our smaller GNRs (25 and 35 nm), diamonds of suppressed conductance overlap
(see Figure 7.4b), similarly as described by Gallagheret al. for quantum dots in GNRs[9].
To provide more evidence of the presence of localized states in our GNRs, we analyzed
the I-V characteristics using the model of Middleton and Wingreen (MW)[43], who have
studied the transport in arrays of metallic dots. In their work, the current I scales as:

I ∼
[

VSD

Vt
−1

]ζ
(6.1)

where ζ is a power-law exponent and Vt is the threshold voltage below which the current
is virtually absent. Above Vt , the applied source-drain bias is large enough to popu-
late the islands with electrons or holes, causing the current to flow through the entire
nanoribbon. Previous experiments have shown this scaling behavior in arrays of metal-
lic islands[44], in graphene quantum dot arrays[40], in disordered MoS2 nanoflakes[42],
and in a quantum dot lattice in GaAs[45]. Figure 7.5c shows the measured current in our
narrower ribbons on a log-log scale, obeying indeed the scaling law of Equation 6.1. The
curves for different ribbon widths have different values of Vt . Nevertheless, they exhibit
a reasonably clear collapse into a single trace with ζ≈ 1.3. The larger values for Vt of the
narrower ribbons indicate that the islands in these ribbons are relatively small. Accord-
ing to the MW model, the characteristic exponent ζ is determined by the dimensionality
of the conducting channels. For a 1-D system, with only one dominant path or with
a small number of preferred paths, ζ equals 1, whereas for a 2-D system it is between
1.6 and 2[42, 43]. Since ζ ≈ 1.3 in our nanoribbons, we conclude that the transport is
mediated by multiple hops of the charge carriers between localized states and islands,
mainly dispersed along the ribbon length. The corresponding transport mechanism in
our ribbons is sketched in Figure 7.5b.
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6.3. CONCLUSION

We have demonstrated the successful fabrication of nanoribbon devices in h-BN encap-
sulated graphene via etching with a focused He+ beam. We have measured the conduc-
tance of graphene nanoribbons (GNRs) with widths between 25 and 90 nm. At room
temperature and without gate bias, the resistivity of the wider ribbons (>50 nm) was
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typically ∼50kΩ/�, about 5 to 10 times higher than that of the pristine graphene. The
bias spectroscopy measurements of the wider ribbons show Coulomb diamonds in a
limited gate-voltage range. However, for the narrow ribbons, Coulomb diamonds had
merged and formed a broad band with an almost constant energy gap, independent of
the Fermi energy. At 4 K, we found an energy gap (Eg ap ) of 180 meV for the 25 nm wide
ribbon. The narrower ribbons exhibited higher resistivities and a higher Eg ap , likely due
to the influence of ∼8 nm wide inactive layers at their edges. Unfortunately, our Raman
spectrometer cannot resolve the disorder radius; for that purpose tip-enhanced Raman
spectroscopy (TERS) might be suited. Moreover, the I-V characteristics of the GNRs fol-
low power-law scaling with an exponent ζ of 1.3, confirming that Coulomb blockade
determines the charge transport[40, 43, 44]. In our understanding, the quantum dots,
responsible for the Coulomb blockade, are generated by beam induced disorder.

In conclusion, the transport in our FIB-etched encapsulated GNRs is best described in
terms of a series of overlapping quantum dots, in which the current suppression is due
to Coulomb blockade. Finally, we note that the in-situ current probes in the helium
ion microscope are very useful for efficient dose optimization and end-point detection
during focused ion beam etching. We expect that the findings of this study are crucial for
focused ion beam nano-patterning of 2-D materials for the realization of e.g. electronic
and spintronic nanodevices.
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7
HELIUM ION BEAM INDUCED

GROWTH OF HAMMERHEAD AFM
PROBES

In this chapter, we report the direct-write growth of hammerhead AFM probes by He+
beam induced deposition of platinum-carbon. In order grow a thin nano-needle on top
of a conventional AFM probe, we move a focused He+ beam during exposure to a PtC pre-
cursor gas. In the final growth stage, a perpendicular movement of the beam results in the
required 3D (hammerhead) shape. The diameter of the needle depends on the ion beam
dose, beam dwell time, and speed of the beam movement. A nano-needle radius below 10
nm and a hammerhead smaller than 35 nm have been achieved. This fabrication process
is robust and enables precise control over the three-dimensions of the hammerhead AFM
probe. Finally, we test the capabilities of the fabricated AFM probes for 2D metrology of
sidewall angles and line-edge roughness of trenches and shark-fins in silicon.

Parts of this chapter have been published in Journal of Vacuum Science & Technology B 33, 06F503 (2015) [1].
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7.1. INTRODUCTION

Atomic force microscope (AFM) is increasingly being used for high precision profiling
and metrology in semiconductor processing, such as for the measurement of roughness
and height of trenches made in photoresist. However, measurements of undercut, side-
wall roughness, and critical dimensions (CD) have not yet been optimized in accordance
to the International Technology Roadmap for Semiconductors (ITRS) recommendations
[2]. A limiting factor is the extension of the probe-resist interaction region when the tip
of an AFM probe is inserted into a trench. The conventional conical or parabolic-shaped
AFM tip is incapable of resolving undercuts and sidewall roughness due to the lack of
access of the tip to these features of the trenches. In order to improve the probe-surface
interaction and, hence, to truly resolve 3D structures, a 3D-AFM probe is needed. For a
CD measurement the tip must have a lateral protrusion in order to measure the sidewalls
and angles with sufficient accuracy [3, 4]. The first demonstration of such a probe was
reported by Martin et al.[3] for CD measurements, where a 3D-AFM with a hammerhead
or boot tip shape is scanned in CD mode and in deep-trench (DT) mode. Later, these 3D
probes have been been applied for the critical dimension metrology by Dixson et al.[4, 5]
and Foucher et al.[6, 7]. However, still lacking is a one-step fabrication method to grow
such probes with high reproducibility. Various attempts have been made to grow or to
shrink the size of these probes by electron beam induced deposition (EBID) followed
by plasma etching [6–8]. However, EBID with a stationary electron beam usually gives
relatively thick needles due to the scattering of primary and secondary electrons (SEs)
in the growing material[9]. One way to minimize the scattering is to use a horizontal
growth mode, i.e. using a horizontally moving beam during EBID. This mode usually
results in needles of around 18-100 nm in diameter[10]. In this work, we use a focused
He+ beam to make a 3D probe with a hammerhead tip. The main advantage of a He+
beam is that the interacting volume of the helium ions is smaller than that for an elec-
tron beam or a gallium focused ion beam (Ga-FIB) at the same acceleration voltage [11].
Because of the small interaction volume, the helium ion microscope has been used as
a nanofabrication tool in recent years, e.g. for the modification of graphene[12, 13], for
lithography[14], and for ion beam induced deposition (IBID)[15]. Using a stationary He+
beam, et al.[9] fabricated 36-nm wide PtC pillars. Moreover, we expect the dimensions
to be even smaller when using the horizontal growth mode. Therefore, the aim of our
present work is to explore the use of He+ IBID in the horizontal growth mode for making
high-aspect 3D-AFM probes.

7.2. EXPERIMENTAL SECTION

The experiments are performed in a Carl Zeiss OrionT M Plus scanning helium ion mi-
croscope, equipped with an omniGIS system from Omniprobe. A nozzle with a 500-µm
wide opening is positioned around 150-200 µm above the sample during the deposi-
tion. The nozzle is at an angle of 25◦ to the surface normal. The working distance is
9.2 mm. The precursor gas (CH3)3Pt(CP CH3) is used, mixed with N2 carrier gas in the
ratio of 1:10. The background pressure in the microscope is around 5×10−7 mbar, rising
to 8×10−6 mbar during deposition. Tapping-mode silicon AFM probes from Nanoand-
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Figure 7.1: Fabrication of a PtC AFM probe with a hammerhead using (CH3)3Pt(CP CH3) precursor decompo-
sition with a focused He+ beam at 0.3 pA and 30 keV. (a) Sketch of the last step of the hammerhead growth.
In the presence of the precursor gas, the beam is slowly moved from left to right (1); in the last step, the beam
is moved in the perpendicular direction (2). HIM images of the growth, (b) Original AFM probe with removed
apex before tip growth, where dotted lines show the removed part, (c) The same probe after growth of the
nano-needle with a hammerhead shape (inset shows the hammerhead).

more Gmbh are used as the base material. There is a possibility that during the AFM
measurement the grown needle breaks or buckles[10], leading to unintentional scan-
ning with the standard AFM probe. To eliminate this possibility, we cut the top of the
conventional silicon AFM probe using Ga-FIB milling, see Figure 7.1b. Thereafter, the
AFM probe is cleaned gently with acetone and isopropanol and then mounted vertically
in the helium ion microscope such that the truncated probe of the cantilever is perpen-
dicular to the incident beam. The He+ beam is aimed onto the edge of the cantilever
and then slowly moved horizontally away from the edge into the vacuum, such that a
continuous needle-like structure grows, see the schematic of this process in Figure 7.1a.
Next, the beam is moved in the perpendicular horizontal direction to form two lateral
protrusions. The exposure of the very end of the tip to the helium ions should be min-
imized to avoid sputtering of silicon. Therefore, we start with focusing the beam at the
edge of the cantilever and then we move the beam slowly towards the tip. Before the
actual growth, we perform a test deposition nearby to make sure the beam conditions
are optimal. We performed plasma cleaning of the chamber before loading the sam-
ple. After cleaning, we performed several deposition tests without the precursor gas and
did not observe any deposition. We used an Elphy Plus (Raith GmbH) pattern generator,
1-nm beam step size, and a beam current below 1 pA. The Raith pattern generator is pro-
grammed such that the nano-needle is grown in one continuous process. The current is
set by regulating the helium gas pressure in the source. In order to optimize the growth
of freestanding nano-needles, we varied the beam dwell time between 1 and 20 ms. The
grown nano-needles are imaged by subsequent HIM imaging with a 0.3 pA beam cur-
rent. To test the hammerhead AFM probes, 2D AFM scans are carried out using a Bruker
FastScan AFM system on trenches made in silicon. These trenches are made by e-beam
lithography and chlorine-based reactive ion etching.
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7.3. HAMMERHEAD NANO-NEEDLE FABRICATION

7.3.1. HEBID GROWTH MECHANISM

For the nano-needle growth, 30-keV beam energy and 0.35±0.05 pA current are used.
For a step size of 1 nm, the flux is 1.25×1020 ions cm−2 s−1.

200 nm 

  Silicon                Vacuum 

100 nm 

(1) 
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(4) 

100 nm 
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c d 

14 nm 

22 nm 
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l = L 
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Figure 7.2: HIM images of nano-needles grown by He-IBID, where l is the grown length and L is the designed
length of the nano-needle. (a) Nano-needle grown beyond the edge of a silicon sample via the horizontal
growth mode, (b) needles with a 3D hammerhead grown at the apex via the perpendicular growth mode, (c)
growth for various dwell times for a fixed current; (1,2) no growth, here the dwell time was too short to form a
free-standing needle, (3) precursor-limited growth, here the grown needle is shorter than the designed length,
and (4) successful growth, where the needle has the designed length, (d) two needles, grown with different
dwell times.

Figure 7.2b shows the cutting of the standard AFM probe by Ga-FIB milling, followed by
the successive growth of the hammerhead nano-needle by He-IBID, Figure 7.1c. Figure
7.2 shows HIM images of the nano-needle grown on the edge of the truncated silicon
cantilever. The beam is moved from left to right (Figure 7.2a-d), extending beyond the
edge of the silicon. We found that below the critical dose of 5×1017 ions cm−2, no hor-
izontal growth beyond the edge took place (l = 0). Apparently, the dwell time is then
too short to complete 1-nm (i.e. the step size) growth at the apex, see (1,2) in Figure
7.2c. At 5×1017 ions cm−2, a thin needle of ∼14 nm in diameter extending from the edge
into the vacuum is obtained. The apex of the growing needle is supplied with precursor
molecules via direct adsorption and via surface diffusion from the substrate edge[16].
Due to the increasing distance, the diffusion of precursor molecules from the substrate
edge decreases and, hence, needles become thinner near the apex, see Figure 7.2c-d.
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Apparently, the amount of deposited material progressively reduces while the horizon-
tal beam shift proceeds[17]. At some point, the beam shift outruns the precursor supply
and the growth stops. As a result, the final needle is shorter than designed (l < L), see (3)
in Figure 7.2c. Thus, at short dwell times, nano-needles are short and have very sharp
ends. The observed behavior suggests that the horizontal growth is influenced by the
transition from an ion-limited growth mode to a precursor-limited growth mode[16]. For
dwell times of 6 ms and longer, nano-needles are grown with the desired length (l = L),
see (4) in Figure 7.2c.

Figure 7.3: Nano-needle diameter at half-length as a function of dwell time or ion dose. No needles did grow at
dwell times less than 4 ms. Red open circles show the deposition efficiency as a function of beam dwell time.

For increasing dose above 5×1017 ions cm−2, the nano-needles thicken, see Figure 7.3.
They reach a diameter of 62 nm at 2.5×1018 ions cm−2. Smith et al.[18], Chen et al.[9],
and Fujitaet al.[19] have demonstrated that for a stationary ion beam the vertical growth
is dominated by the decomposition of precursor molecules by primary ions and SEs. The
initial nano-needle is widened by the forward scattered ions that exit the vertical nee-
dle from the side. In contrast, our moving helium ion beam passes through the apex of
the growing horizontal nano-needle. As a consequence, the nano-needles remain much
thinner.

7.3.2. VARIATION OF NEEDLE DIAMETER WITH ION DOSE

Figure 7.3 shows the needle diameter as a function of the dwell time or dose. With the
increase in dose, we obtain a thicker needle. The deposition efficiency (Vi on), i.e. the
needle volume per incident ion, is given by:

Vi on = πD2se

4τd wel l i
(7.1)
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Figure 7.4: (a) Nano-needle grown on the gallium FIB modified AFM probe. Two test needles are grown before
the actual needle growth to ensure the focus and beam conditions are optimal, (b) tips grown with various
beam movements, as shown in the yellow insets.
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where D is the needle diameter, s is the beam step size (1 nm in our experiment), i is the
beam current, and τd wel l is the dwell time. The deposition efficiency Vi on is 0.03 nm3

ion−1, comparable to 0.04 nm3 ion−1 for the stationary He+ beam at the same current,
although at a lower beam energy of 25 keV.[9] The needle volume per ion versus τd wel l at
different regimes can be distinguished: (1) the nucleation regime (0-4 ms in Fig. 3) where
no significant growth takes place; (2) an intermediate regime (4-8 ms) characterized by
a fast increase of the needle volume per ion; (3) and the saturation regime (beyond 12
ms) where the needle volume per ion attains a more or less constant value. The pri-
mary helium beam traverses the tip apex and generates secondary electrons (SEs), which
are emitted from a volume larger than the beam diameter. The SEs dissociate adsorbed
molecules and, hence, material is being deposited.[16] The mean free path (or escape
distance) of the SEs and the geometrical spreading of the SE flux determine the diam-
eter of the growing material. If the dwell time τd wel l is increased, more SEs are being
generated and a larger volume is grown. Obviously, the growth in the x-direction during
τd wel l must be equal to the beam step size of 1 nm. The additional volume growth for
increased dwell times is, thus, in the y- and z-directions. If the needle width becomes
larger than the mean free path of the SEs (a few nanometers[16, 18]) the broadening in
the y-direction saturates.

Assuming a density of 11 PtC4 molecules nm−3[9], ∼3 molecules are decomposed per ion
for the thinnest needle, most likely by SEs generated by the primary beam[9, 16]. Figure
7.4a shows a 13-nm nano-needle grown on a truncated conventional AFM probe. The
depositions were started ∼200 nm from the edge, see Figure 7.4a. The figure demon-
strates that the process with the moving He+ ion beam enables us to fabricate needles
with a diameter down to 13 nm and a length up to ∼700 nm. Needles have been grown
on various days under slightly varying conditions. In all attempts, we reduced the dwell
time slowly until no or a too-short needle appeared. We have made at least 10 series of
needles on the edges of a silicon sample and on the truncated AFM tips with currents
ranging from 0.3 to 0.6 pA. We observed that the diameter of the narrowest successful
hammerhead needle was always 13-14 nm, independent of the actual current. This pro-
cedure to produce hammerhead AFM probes is, thus, robust. Figure 7.4b shows HIM
images of hammerhead tips grown with slightly different final beam movements, see the
yellow insets. Single spot exposure (lower left in Fig. 4b) gives a spherical head because
of the higher number of isotropically emitted SEs. When the beam is moved in the +y-
direction (upper right in Fig. 4b), an elliptical or hook-like shape is obtained. Two small
protrusions are grown by moving the beam in the +y and -y directions (upper left and
lower right in Fig. 4b), giving the needle a hammerhead shape. Schematics of these
movements are shown in Figure 7.4b. The growth mechanism of the nano-needle can be
further explained by the following Equation[20, 21]:

Ynet = YD −S (7.2)

Where Ynet is the net deposition rate, YD is the decomposition rate, and S is the sput-
tering rate. Since most of the helium ions penetrate through the 13 nm needle without
any significant scattering, we do not expect sputtering by helium ions to be vigerous,
and therefore, the net growth rate is mainly determined by the decomposition rate of
the precursor molecules induced by the primary helium ions and SEs. The ions of the
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Figure 7.5: (a-b) AFM images of trenches in silicon obtained with 35-nm hammerhead probes. Sidewall rough-
ness are clearly seen along the trenches, (c) shows the profile along the dotted line of the structure in (b), (d)
HIM image of the trenches in silicon (the sample is 40◦ tilted), (e) 2D-scan of a shark-fin sample, (f) shows the
line profile across the shark-fin.

helium beam do not only contribute to needle growth via precursor decomposition, but
also to needle break-down by sputtering. However, the sputtering yield for He+ ions is
low, typically less than 0.1 atoms ion−1[22]. Hence, the net growth yield is mainly deter-
mined by precursor decomposition, in contrast to growth via heavy-ion beam induced
deposition[20, 21].

7.4. AFM MEASUREMENTS

Finally, 2-D AFM measurements are carried out to illustrate the usefulness of the ham-
merhead probe. For this purpose, trenches in silicon with varying pitch and shark-fin
sample structures are measured. Figure 7.5a-b shows AFM images of the trenches. The
measured depth of the silicon trenches in 5b-c is ∼75nm, in good agreement with the
designed depth of 75±5nm using plasma etching. Discrepancies in the measured profile
are most likely due to re-deposited particles on the trench bottom and tilting over of the
trench edges; whereas the V-shape is either due to partial isotropy in the etching or to
the needle shape. These AFM measurements are taken with an AFM probe with a 35-nm
hammerhead. Fine details are observable along the trench sidewalls and some particles
can be seen on the trench bottom, see the dotted circle in Figure 7.5b. Thus, we conclude
that the hammerhead probe is effective and can resolve small geometrical features. For
comparison Figure 7.5d shows a HIM image of similar trenches but with a slightly dif-
ferent pitch. Figure 7.5e show AFM images of the shark-fin sample. Interestingly, the
35-nm hammerhead probe can resolve the sharp apex of the shark-fin, see Figure 7.5e-f.
The measured tip angle of the shark-fin is ∼33◦, in good agreement with the nominal
value of ∼30◦. The nominal height of the shark-fin is ∼300 nm. Each tip is used for sev-
eral AFM measurements over a period of at least one month. We have not observed any
variation in the obtained morphology of the trenches or any buckling. This reproducibil-
ity demonstrates the probe’s stability during deep-trench measurements. We note that
the scanning system of our standard 2D-AFM is only capable of measuring the tip’s z mo-
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tion. Therefore, it is not possible to scan the vertical trench edges; for that purpose one
needs a 3D-AFM. Full characterization of these probes could include stiffness and sta-
bility tests during AFM scanning and TEM study of the thickness (i.e. in the z-direction)
of the probes, the length of the overhang, and the radius of the hammerhead edges, all
as function of the growth conditions.

7.5. CONCLUSION

Silicon-based AFM probes suffer from strong limitations with regard to tip width, length,
and shape to fulfill ITRS recommendations for 3D critical dimension (CD) metrology. In
this chapter, we have investigated the capabilities of He+ beam processing (He-IBID) for
the growth of thin needles with hammerhead tips as probes for 3D AFM measurements.
The He-IBID grown probes have distinct merits because of their high aspect ratio and the
possibility for relatively easy customization. The lateral movement of the ion beam dur-
ing growth determines the 3D probe shape. This one-step process enables precise con-
trol over the tip shape and length. We have grown PtC 3D-AFM probes with a minimum
diameter of 13 nm and with 35-nm wide hammerheads. The main factors that enable
the small width of our nano-needles are the sub-nm ion-beam size, the negligible scat-
tering of primary and secondary particles, negligible ion-beam sputtering, and a balance
between the beam movement speed and the needle growth rate. Our 2D AFM measure-
ments show that the probes can be used for AFM measurements without any noticeable
wear. We conclude that this one-step He-IBID process to grow 3D AFM probes is an
important step towards meeting the requirements of CD metrology.

REFERENCES

[1] G. Nanda, E. van Veldhoven, D. Maas, H. Sadeghian, and P. F. A. Alkemade, Helium
ion beam induced growth of hammerhead AFM probes, J. Vac. Sci. Technol. B 33,
06F503 (2015).

[2] G. Dai, M. Heidelmann, C. Kübel, R. Prang, J. Fluegge, and H. Bosse, Reference
nano-dimensional metrology by scanning transmission electron microscopy, Mea-
surement Science and Technology 24, 085001 (2013).

[3] Y. Martin and H. K. Wickramasinghe, Method for imaging sidewalls by atomic force
microscopy, Applied Physics Letters 64, 19 (1994).

[4] R. Dixson and A. Guerry, Reference metrology using a next-generation CD-AFM, Pro-
ceedings of SPIE 5375, 633 (2004).

[5] R. Dixson, N. G. Orji, J. Fu, M. Cresswell, R. Allen, and W. Guthrie, Traceable atomic
force microscope dimensional metrology at NIST, Proceedings of SPIE 6152, 61520P
(2006).



7

102 REFERENCES

[6] J. Foucher, E. Pargon, M. Martin, S. Reyne, and C. Dupré, Paving the way for multi-
ple applications for the 3D-AFM technique in the semiconductor industry, Proceed-
ings of SPIE 6922, 69220F (2008).

[7] J. Foucher, P. Filippov, C. Penzkofer, B. Irmer, and S. W. Schmidt, Manufacturing
and advanced characterization of sub-25 nm diameter CD-AFM probes with sub-10
nm tip edges radius, Proceedings of SPIE 8681, 86811I (2013).

[8] M. Wendel, H. Lorenz, and J. P. Kotthaus, Sharpened electron beam deposited tips for
high resolution atomic force microscope lithography and imaging, Applied Physics
Letters 67, 25 (1995).

[9] P. Chen, E. van Veldhoven, C. A. Sanford, H. W. M. Salemink, D. J. Maas, D. A. Smith,
P. D. Rack, and P. F. A. Alkemade, Nanopillar growth by focused helium ion-beam-
induced deposition, Nanotechnology 21, 455302 (2010).

[10] J. D. Beard and S. N. Gordeev, Fabrication and buckling dynamics of nanoneedle
AFM probes, Nanotechnology 22, 175303 (2011).

[11] D. C. Bell, M. C. Lemme, L. A. Stern, and C. M. Marcus, Precision material modifi-
cation and patterning with He ions, Journal of Vacuum Science & Technology B 27,
2755 (2009).

[12] N. Kalhor, S. A. Boden, and H. Mizuta, Sub-10 nm patterning by focused He-ion
beam milling for fabrication of downscaled graphene nano devices, Microelectronic
Engineering 114, 70 (2014).

[13] G. Nanda, S. Goswami, K. Watanabe, T. Taniguchi, and P. F. A. Alkemade, Defect con-
trol and n-doping of encapsulated graphene by helium-ion-beam irradiation, Nano
Letters 15, 4006 (2015).

[14] V. Sidorkin, E. van Veldhoven, E. van der Drift, P. Alkemade, H. Salemink, and
D. Maas, Sub-10-nm nanolithography with a scanning helium beam, Journal of Vac-
uum Science & Technology B 27, L18 (2009).

[15] P. F. A. Alkemade, E. M. Koster, E. van Veldhoven, and D. J. Maas, Imaging and
nanofabrication with the helium ion microscope of the van Leeuwenhoek laboratory
in delft, Scanning 34, 90 (2012).

[16] P. F. A. Alkemade, P. Chen, E. van Veldhoven, and D. Maas, Model for nanopillar
growth by focused helium ion-beam-induced deposition, Journal of Vacuum Science
& Technology B 28, C6F22 (2010).

[17] G. C. Gazzadi, S. Frabboni, and C. Menozzi, Suspended nanostructures grown by
electron beam-induced deposition of Pt and TEOS precursors, Nanotechnology 18,
445709 (2007).

[18] D. A. Smith, D. C. Joy, and R. P. D., Monte carlo simulation of focused helium ion
beam induced deposition, Nanotechnology 21, 175302 (2010).



REFERENCES

7

103

[19] J. Fujita, M. Ishida, T. Ichihashi, Y. Ochiai, T. Kaito, and S. Matsui, Carbon nanopillar
laterally grown with electron beam-induced chemical vapor deposition, Journal of
Vacuum Science & Technology B 21, 2990 (2003).

[20] Y. H. Kahng, J. Choi, K. Jeong, B. C. Park, D. H. Kim, J. Lyou, J. J. Lee, H. Lee, T. Lee,
and S. J. Ahn, Fabrication of ball-shaped atomic force microscope tips by ion-beam-
induced deposition of platinum on multiwall carbon nanotubes, Ultramicroscopy
110, 82 (2009).

[21] A. D. Dubner and A. Wagner, The role of gas adsorption in ion-beam-induced depo-
sition of gold, Journal of Applied Physics 66, 870 (1989).

[22] M. Stepanova and S. Dew, Nanofabrication, Springer-Verlag Wien (2012).





8
BALLISTIC JOSEPHSON JUNCTIONS

IN EDGE-CONTACTED GRAPHENE

Hybrid graphene-superconductor devices have attracted much attention since the early
days of graphene research. So far, these studies have been limited to the case of diffusive
transport through graphene with poorly defined and modest quality graphene-supercond-
uctor interfaces, usually combined with small critical magnetic fields of the superconduct-
ing electrodes. In this chapter, we show graphene based Josephson junctions with one-
dimensional edge contacts of Molybdenum Rhenium. The contacts exhibit a well defined,
transparent interface to the graphene, have a critical magnetic field of 8 Tesla at 4 Kelvin
and the graphene has a high quality due to its encapsulation in hexagonal boron nitride.
This allows us to study and exploit graphene Josephson junctions in a new regime, char-
acterized by ballistic transport. We find that the critical current oscillates with the carrier
density due to phase coherent interference of the electrons and holes that carry the su-
percurrent caused by the formation of a Fabry-Pérot cavity. Furthermore, relatively large
supercurrents are observed over unprecedented long distances of up to 1.5 µm. Finally, in
the quantum Hall regime we observe broken symmetry states while the contacts remain
superconducting. These achievements open up new avenues to exploit the Dirac nature of
graphene in interaction with the superconducting state.

Parts of this chapter have been published in Nature Nanotechnology 10, 761-764 (2015) [1].
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8.1. INTRODUCTION

The chiral nature of the charge carriers in graphene is predicted to give rise to specular
Andreev reflection[2], and the conventional quantum Hall effect can be markedly dif-
ferent due to the interaction between edge states and the superconductor[3, 4]. Such
systems also provide a unique way to probe valley-polarized edge states[5], topological
confinement in bilayer graphene[6], the interplay between superconductivity and quan-
tum confinement or ballistic two-dimensional Josephson junctions and their response
to phase coherent interference effects.

There are two important prerequisites that must be satisfied in order to observe any of
these phenomena experimentally. First, the graphene-superconductor interface should
be transparent and well defined. Secondly, the graphene must be of high electronic qual-
ity. In addition, for some of the above effects, a superconductor with a large upper crit-
ical field, Hc2, is required. While significant technological progress has been made in
improving the quality of graphene by either suspending graphene[7] or encapsulating it
in hexagonal boron nitride (hBN) [8, 9], the main challenge has been to combine such
low-scattering graphene with a (large Hc2) superconductor. All reports on graphene-
superconductor devices to date involved superconducting contacts deposited directly
on the graphene surface, and diffusive transport through the device. In addition to the
modest electronic quality, the use of top contacts leaves ambiguity in where exactly An-
dreev reflection takes place and under what spectral conditions. I.e. it is not clear how
far electrons travel beneath the contact before entering the superconductor.

To realise high quality graphene-superconductor junctions we encapsulate graphene be-
tween two hBN crystals using the van der Waals pick-up method [9]. This method en-
sures that the graphene is never in contact with any polymer during the stacking and
thereafter. Electrical contact is made by metal deposition onto areas where the stack has
been etched through. Unlike earlier work[9], where metal deposition is done in a sepa-
rate lithography step, we start by etching only the region to be contacted, followed imme-
diately by metal deposition. This has the following advantages: (i) our contacts are self-
aligned, thereby minimizing redundant metal overlap above the graphene and reducing
the screening of electric and magnetic fields and (ii) combining the etching and depo-
sition in one step minimizes resist residues at the contact interface, which is necessary
for transparent contacts. Instead of a normal metal, we sputter an alloy superconduc-
tor MoRe, which is attractive in several respects. First, MoRe is a type-II superconductor
with a critical temperature Tc ≈ 8K and an upper critical field Hc2 ≈ 8T (at 4.2 K), which
should easily allow for the observation of quantum Hall states while the MoRe remains
predominantly superconducting. Secondly, it has been shown that MoRe makes good
electrical contact to carbon-based materials such as carbon nanotubes[10]. Consider-
ing the fact that edge-contact resistance can vary by an order of magnitude depending
on the choice of metal[9], it is critical to select a superconductor which makes good elec-
trical contact to graphene. This is particularly important in the context of superconduc-
tor (S) graphene (G) JJs, where the transparency of the S-G interface directly affects the
Andreev reflection. Furthermore, unlike surface contacts, such one-dimensional edge
contacts ensure that the Andreev reflection occurs at a well-defined location, at the edge
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Figure 8.1: (a) An optical image of device A. A graphene/hBN sandwich (blue) is contacted on both sides
from the edge with MoRe contacts (yellow). The contacts are split further in two, which allows a (quasi-) four
probe measurement with minimal series lead resistance, (b-c) A schematic cross-section of the device, (d) The
measured resistance, R, as a function of gate voltage, Vg ate , at room temperature and at 4.2 K. The carrier
density, n, is extracted from Shubnikov-de-Haas oscillations, (e) Differentiated conductance, dG/dVg ate , as
a function of gate voltage and magnetic field, taken at 40 mK, (f) The conductance, G , as a function of gate
voltage at B = 12T and T = 40 mK, showing the symmetry broken states.

of the graphene, where it contacts with the 3-dimensional bulk superconductor. After
the deposition of the superconducting electrodes, we etch the stack into the desired ge-
ometry.

An optical image and a cross-sectional schematic of device A are shown in Figure 8.1a-
c. The graphene is etched to a L = 1.5µm long and W = 2.0µm wide rectangle, with
MoRe edge contacts on either side. All measurements described here are performed in
a (dc) four point geometry, as shown in Figure 8.1a. The MoRe leads are arranged such
that the lead series resistance is minimized and the measured resistance is effectively
the two-probe graphene resistance, irrespective of whether the MoRe is normal or su-
perconducting. This is important since disordered superconductors such as MoRe have
a large normal-state resistivity, potentially confusing the interpretation of the measure-
ments when the electrodes turn normal.

8.2. RESULTS AND DISCUSSION

Figure 8.1d shows the measured resistance, R, versus back gate voltage, Vg ate , at room
temperature and 4.2 K. A clear electron-hole asymmetry is visible with the resistance in
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the hole doped (p) regime being somewhat larger than that in the electron doped (n)
regime. We attribute this to contact-induced n-type doping, which leads to the forma-
tion of pn junctions close to the contacts when the bulk of the graphene is p doped. Such
n−type doping effects from normal edge contacts have also recently been reported [11].
Figure 8.1e shows the Landau fan diagram recorded up to B = 12T . The high electronic
quality of the graphene is evident from the emergence of broken symmetry states above
B = 5T , which are well developed at B = 12T (Figure 8.1f). To our knowledge, this is
the first observation of broken symmetry states in graphene with superconducting con-
tacts. The plateaus on the electron side are better developed than those on the hole side,
presumably a consequence of doping near the contacts.
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Figure 8.2: (a) The differential resistance, dV /d I , is plotted as a function of applied dc current bias, Idc , and
gate voltage, Vg ate , at 60mK , (b) Critical current density, J , plotted as a function of device length, L. Squares
are the side contacted MoRe graphene devices A−E reported here. Black (red) squares correspond to a temper-
ature of 50 mK (700 mK). More details about the temperature dependence can be found in Figure 8.5. Circles
are data points taken from the literature[18–25]. Colors indicate different superconductors used: Black circles
refer to Al, green circles to Nb/NbN/NbTiN, blue ReW, red Pb/PbIn and yellow Pt/Ta.

At zero magnetic field we observe a gate-tunable supercurrent through the device. In
Figure 8.2a we plot the diffential resistance, dV /d I , as a function of gate voltage, Vg ate ,
and the current bias, Idc . Evidently, the critical current, Ic , vanishes at the charge neu-
trality point, but reaches values in excess of 100 nA at Vg ate = 30 V. The individual Idc −V
curves are hysteretic, as is evident from the asymmetry about Idc = 0 (see Figure 8.5).
On the hole side Ic is considerably smaller, consistent with the formation of the conjec-
tured npn junctions. In Figure 8.2b we plot the critical current density per unit length, J ,
versus the JJ length, L, with data obtained from previous reports of graphene JJs (circles)
along with the present MoRe edge-contacted devices (squares). The black squares show
the critical current density at 50mK , whereas the red squares are taken at 700mK . We
point out that the critical current density depends on the temperature and the graphene
carrier density, which vary from study to study. Despite this, it is clear that our MoRe
edge-contacted devices stand out in relative magnitude compared to the previous data.
We find large supercurrent densities (up to ∼ 200n A/µm) over significantly longer dis-
tances (∼ 1.5µm). The observation of large supercurrents over an unprecedented long
distance of 1.5 µm indicates a high quality of both the graphene itself and of the 1D
graphene-superconductor interfaces.
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Inset: A schematic of a cavity formed between pn-junctions due to doping near the contacts. Interference
occurs due to reflections at the pn-junctions, (b) The normal state conductance, GN , and the critical current,
Ic , plotted as a function of gate voltage, Vg ate , (c) (upper panel) The conductance measured as a function of
the magnetic field and gate voltage with Idc = 100n A. The dispersion of the Fabry-Pérot interferences follows
a 4th-order polynomial, see Equation 8.1, plotted in yellow. See Figure 8.6 for a similar dispersion in device
D . (lower panel) simulated conductance for a cavity size of L = 1.3µm and W = 2µm, (d) (upper panel) The
conductance δG in the npn regime as function of absolute wavenumber |kF | in the central part of the device
(|kF | is determined from the carrier density). δGN is obtained after subtraction of a slowly varying background
(see Figure 8.7). In the lower panel we plot δGN in the nn′n regime for the same wavenumber range. Here we
attribute the fluctuations to UCF.

In addition, we find unambiguous signatures of ballistic Josephson transport in this 2D
geometry. As shown in Figure 8.3a, we observe for the first time clear oscillations in the
critical current and the retrapping current when we vary the gate voltage, indicative of
Fabry-Pérot (FP) interferences in the supercurrent through the junction. The transmis-
sion probability of electrons and holes that carry the supercurrent is the result of inter-
ference of trajectories that travel ballistically from one contact to the other with multiple
reflections close to or at the edges of the graphene flake. As the gate voltage is varied, the
Fermi wavelength changes, constructive and destructive interference alternate, leading
to modulations in the critical current. One may expect the graphene-superconductor
interfaces to form the walls of the cavity. However, we observe the Ic oscillations only
on the hole-doped side and not on the electron-doped side (see Figure 8.3d and the dis-
cussion below). This suggests that in the presence of n-doped regions near the MoRe-
graphene interface the relevant cavity is instead formed by pn junctions near the con-
tacts (see inset Figure 8.3a). This gives rise to a reduced cavity length Lc . This length can
be directly inferred from the period of the oscillations, extracted via a Fourier analysis
(see Figure 8.7c) of these oscillations over many periods. A cavity length of Lc = 1.3µm is
found, which is smaller than the etched device length (L = 1.5µm). A similar difference
between device size and inferred cavity length was seen in device D (see Figure 8.7). This
difference may arise from screening of the back gate near the contacts in combination
with the presence of the n-doped regions at the MoRe-graphene interfaces in both de-
vices.

The interpretation of the oscillations in Ic in terms of FP interference, is further sup-
ported by comparing them with the oscillations in the normal state conductance, GN ,
measured at currents just above Ic . The oscillations of Ic with gate voltage clearly match
the oscillations in GN , (see Figure 8.3b), as expected for Josephson junctions. In the
case of normal state transport, we can apply a weak magnetic field perpendicular to



8

110 8. BALLISTIC JOSEPHSON JUNCTIONS IN EDGE-CONTACTED GRAPHENE

the graphene, to apply a Lorentz force to the trajectories of electrons and holes. This
is expected to give a characteristic shift of the FP resonances due to the accumulation
of extra field-dependent phases. Indeed in the measurements shown in Figure 8.3c, we
find that as B increases the main resonance features shift to higher density, following
a characteristic dispersion. To enhance the visibility, we plot the quantity Gsub , which
was obtained after subtracting a gate dependent (but field independent) modulation of
the background conductance. We compare the data with the results of numerical sim-
ulations of the device conductance (see SI for further details) in the ballistic regime and
with npn junctions for the exact geometry of the measured device (Figure 8.3c lower
panel). Simulation and experiment show an almost identical dispersion of the FP reso-
nances with magnetic field. It is also possible to obtain a semiclassical expression for the
resonance condition by considering all the phases accumulated in the n-region of the
npn junction:

Lc

λF (Vg ate )
= nm + 1

2
+ 1

6nm

(
L2

c eB

h

)2

, (8.1)

with nm a specific integer mode, λF (Vg ate ) the Fermi wavelength which is tuned by the
backgate (Vg ate ∼ 1/λ2

F ), Lc the cavity size, e the electron charge and h Planck’s con-
stant. The yellow curves in Figure 8.3d are calculated using Equation 8.1 for modes
nm = −121,−120 and show an excellent agreement with the measured and simulated
results. This provides strong evidence that the observed oscillations, both in Ic and GN ,
arise from Fabry-Pérot interference, which implies phase-coherent ballistic transport.
While such oscillations due to FP interference have been reported before in a variety of
systems including high-quality graphene with normal contacts [12, 13], here we provide
evidence for phase coherent FP interference in the supercurrent, which has not been
observed before in any 2D geometry.

In order to better understand the microscopic details of our device, we compare the con-
ductance in the npn regime with that in the nn′n regime (Figure 8.3d). Whereas in the
npn regime (upper panel), we observe periodic oscillations as a function of absolute
wave number, |kF |, we observe universal conductance fluctuations (UCF) in the nn′n
case (lower panel). We attribute these fluctuations to diffuse boundary scattering at or
close to the graphene-MoRe interface. This diffuse scattering should also be present
on the hole-side but does not dominate the transport due to the presence of the pn
junctions. Using the ballistic limit, L much larger than the mean free path, where all
resistance is from the contact interface, we can estimate a lower bound on the contact
transparency, T via G = T

2
4e2

πh kF W . From the conductance in the nn′n regime (see Fig-
ure 8.7) we find a contact transparency of T > 0.2. In the npn case, the conductance is
dominated by the pn barriers. In this case, we can estimate the sharpness, d , of the p to

n transition regions via Gnpn = e2

πh

√
kF
d W . We find a sharpness of d ∼ 70nm, which is a

plausible value considering the device dimensions.

Since the DC Josephson effect is observed in these graphene devices over micron scale
distances, we can also explore the magnetic field dependence of the critical current
for unusual geometries. Earlier reports concerned graphene Josephson junctions with
lengths much shorter than their width. In this case, the magnetic field dependence of



8.3. CONCLUSION

8

111

Ic is expected to follow the standard Fraunhofer diffraction pattern observed in tunnel
junctions[14]. In the present devices, in contrast, the aspect ratio is close to 1, which
has two consequences. First, unlike in tunnel junctions, the phase difference across the
junction must be integrated along both interfaces. Furthermore, contributions involv-
ing reflections off the side of the junction must be included, especially when transport is
ballistic[15–17]. The main prediction in this case is that the periodicity of Ic with mag-
netic flux becomes larger than a single flux quantum, Φ0 = h/2e. Despite significant
differences across the patterns measured on the various devices, we consistently find a
period larger than Φ0, as seen in Figure 8.4 for device A (and in the Figure 8.9 for devices
B and C ). In contrast, earlier reports on graphene Josephson junctions all show flux pe-
riods smaller than Φ0 [18–25] before corrections to account for the London penetration
depth.
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Figure 8.4: The differential resistance (dV /d I ) is plotted as a function of applied current bias, Idc , and mag-
netic field, B , at a gate voltage of 30V . We observe a a separation between minima that clearly exceeds the flux
quantum, h/2e.

8.3. CONCLUSION

In conclusion, we observe gate-tunable supercurrents over distances as long as 1.5 µm .
The ballistic and phase coherent transport in these devices causes the switching current
to oscillate periodically with the Fermi wave number, thus providing clear evidence of a
ballistic Josephson junction. The Fabry Pérot oscillations in the critical current and the
anomalous Fraunhofer diffraction patterns are mutually consistent and provide strong
evidence of ballistic effects in superconducting transport through graphene. Further-
more, the large critical field of MoRe allows us to resolve several broken symmetry states
in the quantum Hall regime, while the MoRe remains superconducting. We believe that
this is the first unambiguous demonstration of a ballistic JJ in graphene.
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8.4. SUPPLEMENTARY INFORMATION

8.4.1. TIGHT-BINDING SIMULATION

The FP oscillations in the npn junction are simulated by a tight-binding calculation us-
ing the Kwant software package[26]. A 1.5µm × 2.0µm hexagonal lattice is discretized
with a lattice constant of a = 2nm, with metallic leads on the 2.0µm wide sides. The con-
tact induced doping near both leads is modeled by a 100nm region with a fixed chemical
potential. The width of the transition region from the n to the central p region is set to
50nm and modelled by tanh[(x −x0)/25nm]. A finite contact resistance is imposed by
reducing the transparency between the central strip and the leads to 60%. Finally we
calculate the transmission as a function of the Fermi wavenumber kF (µp ) and magnetic
field B , resulting in the dispersion given in Figure 8.3d.

8.4.2. CURRENT-VOLTAGE CHARACTERISTICS AND TEMPERATURE DEPEN-
DENCE
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Figure 8.5: (a) A current-voltage curve (in device A) at 50 mK and large n-doping showing a characteristic
hysteresis. Such hysteresis is often attributed to the existence of an underdamped Josephson junction. An
alternative explanation for such hysteresis lies in non-equilibrium or heating effects in the JJ. In this scenario
increasing the current results in an increased power fed through the JJ, Joule heating, and an increased electron
temperature compared to the temperature of the reservoirs. Both these processes could be at play in our
graphene JJs, and one would require further detailed studies to determine the origin of the hysteresis, (b) Bias
spectroscopy (device E) shows no discernable features associated with multiple Andreev reflections (MAR).
Top axis shows the expected positions of these features. There can in principle be several reasons for the
absence of discernable MAR features in the differential resistance, such as extremely low (or high) transparency
or the presence of residual inelastic scattering. To resolve this question we need more data from a range of
devices, a more accurate determination of the contact transparency, and a more mature theoretical model for
ballistic graphene-superconductor devices, (c) Temperature dependence of Ic and Ir t for device A. We can
compare this data with the behavior predicted by either the Eilenberger equations (for clean SNS junctions) or
the Usadel equations (for diffusive junctions). Both models predict a smooth variation of Ic with temperature,
so the pronounced kink around 300 mK requires a separate explanation.

8.4.3. FABRY-PÉROT INTERFERENCE IN DEVICE D

8.4.4. POWER SPECTRAL DENSITY FROM FABRY-PÉROT OSCILLATIONS
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and the contact width is 360nm, (b) The conductance G between the contacts indicated in panel (a) plotted as
function of magnetic field B and gate voltage. Here we observe a very similar parabolic dispersion as in Figure
8.3c. The yellow lines are calculated via Equation 8.1 for L = 0.8µm and nm = −56, −55. These results imply
that the transport across the Hall bar device is ballistic.
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Figure 8.7: (a) The normal state conductance GN measured in the npn regime as a function of number kF . The
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conductance GN in the nn′n regime as a function of wavenumber kF , with the dashed line the slowly varying
background. By taking the discrete Fourier transform F {δGN (kF )} = Y (∆) of the conductance fluctuations
in (a) and (b) (after subtracting the steep background, see also Figure 8.3d, we can obtain the power spectral
density PSD(∆) = Y (∆)Y ∗(∆), (c) The power spectral density PSD for device A in the npn and nn′n regime
and for device D in the npn regime as a function of length ω/2. Device A and D have a designed length of
L A = 1.5µm and LD = 1.0µm, respectively. From the peak positions in the PSD we extract a cavity size of
LF P

A = 1.3µm and LF P
D = 0.8µm. We attribute the difference of ∼ 200nm to two effects. Firstly, the size of the

graphene/hBN is most likely slightly smaller than the designed size due to the etching process. Secondly, the
cavity is formed between the pn junctions, where the n-region is caused by doping from the contact and has
a finite length. This would mean the n-doped region is about ∼ 100nm on each side. The fact that the pn
junctions act as the cavity walls leading to FP interference, is further supported by the fact that PSD in the
nn′n regime shows no predominant period.
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8.4.5. EFFECT OF LEAD SWITCHING ON MAGNETO-TRANSPORT
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Figure 8.8: (a) An optical image of the die of device D . In this device, transport is measured between contacts
A and B in a two-terminal configuration. In the normal state, the MoRe leads have a non-negligible resistance.
This causes artifacts in the measurement when switching between the superconducting and normal state of
the MoRe. Such artifacts from the lead resistance are minimized in the quasi four-terminal configuration used
in device A, see Figure 8.1a, (b) Landau fan diagram of Device D (shown also in Figure 8.6a), showing the con-
ductance as a function of magnetic field B and gate voltage Vg ate . Above the critical field of MoRe Hc2 ∼ 8T ,
the MoRe leads switch to the normal state, causing a jump in the two-terminal conductance, (c) The conduc-
tance G in units of e2/h for filling factors ν = 2, 6 and 10 as a function of magnetic field B , (d) When plotting
resistance instead of conductance, it becomes clear that there is a fixed resistance increase when the MoRe
leads turn normal. To facilitate comparison, we plot R −Rν, where Rν = h

νe2 is the ideally expected resistance

for filling factor ν, (e) The square resistance R� of the MoRe sheet measured using a Hall bar as a function of
the magnetic field B . We observe again the upper critical field of MoRe of about Hc2 ∼ 8T .
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8.4.6. ANOMALOUS FRAUNHOFER DIFFRACTION PATTERNS
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Figure 8.9: (a) The differential resistance (dV /d I ) as a function of applied current bias, Idc , and magnetic field,
B at a gate voltage of 30V , for device A. This is the same plot as in Figure 8.4, (b-c) Similar plots for devices B
and C , (d) The same measurement as in (c), but shown over a larger magnetic field range. The lobes persist up
to at least 20 mT which corresponds to about 9-10 periods. In general, the dependence of Ic on B shows a wide
range of behaviors, seen through the various Fraunhofer diffraction patterns in the four panels. An important
question is what kind of variations in our samples contribute to the variation in the Fraunhofer response. For
instance, we do not know a priori whether the edge contacts have uniform transmission over the full width of
the contact. Despite the variations, we consistently observe that (1) when deducing the flux periodicity from
the first lobe, the flux periodicity is larger than one flux quantum Φ0 and (2) the minima in Ic do not reach zero
between the lobes.
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pić, P. Cadden-Zimansky, J. Hone, P. Kim, and C. R. Dean, Tunable fractional quan-
tum hall phases in bilayer graphene, Science 345, 61 (2014).

[12] A. F. Young and P. Kim, Quantum interference and Klein tunnelling in graphene het-
erojunctions, Nature Physics 5, 222 (2009).

[13] A. Varlet, M.-H. Liu, V. Krueckl, D. Bischoff, P. Simonet, K. Watanabe, T. Taniguchi,
K. Richter, K. Ensslin, and T. Ihn, Fabry-Pérot interference in gapped bilayer
graphene with broken anti-Klein tunneling, Physical Review Letters 113, 116601
(2014).

[14] M. Tinkham, Introduction to superconductivity, Dover, New York, 2nd edition
(2004).

[15] J. P. Heida, B. J. van Wees, T. M. Klapwijk, and G. Borghs, Nonlocal supercurrent in
mesoscopic Josephson junctions, Physical Review B 57, R5618 (1998).

[16] U. Ledermann, A. L. Fauchére, and G. Blatter, Nonlocality in mesoscopic Josephson
junctions with strip geometry, Physical Review B 59, R9027 (1999).

[17] D. E. Sheehy and A. M. Zagoskin, Theory of anomalous magnetic interference pat-
tern in mesoscopic superconducting/normal/superconducting Josephson junctions,
Physical Review B 68, 144514 (2003).

[18] H. B. Heersche, P. Jarillo-Herrero, J. B. Oostinga, L. M. K. Vandersypen, and A. F.
Morpurgo, Bipolar supercurrent in graphene, Nature 446, 56 (2007).

[19] X. Du, I. Skachko, and E. Y. Andrei, Josephson current and multiple Andreev reflec-
tions in graphene SNS junctions, Physical Review B 77, 184507 (2008).

[20] C. Ojeda-Aristizabal, M. Ferrier, S. Guéron, and H. Bouchiat, Tuning the proximity
effect in a superconductor-graphene-superconductor junction, Physical Review B 79,
165436 (2009).

[21] J.-H. Choi, H.-J. Lee, and Y.-J. Doh, Above-gap conductance anomaly studied in
superconductor-graphene-superconductor Josephson junctions, Journal of the Ko-
rean Physical Society 57, 149 (2010).

[22] D. Jeong, J.-H. Choi, G.-H. Lee, S. Jo, Y.-J. Doh, and H.-J. Lee, Observation of super-
current in PbIn-graphene-PbIn Josephson junction, Physical Review B 83, 094503
(2011).



REFERENCES

8

117

[23] U. C. Coskun, M. Brenner, T. Hymel, V. Vakaryuk, A. Levchenko, and A. Bezryadin,
Distribution of supercurrent switching in graphene under proximity effect, Physical
Review Letters 108, 097003 (2012).

[24] M. Popinciuc, V. E. Calado, X. L. Liu, A. R. Akhmerov, T. M. Klapwijk, and L. M. K.
Vandersypen, Zero-bias conductance peak and Josephson effect in graphene-NbTiN
junctions, Physical Review B 85, 205404 (2012).

[25] K. Komatsu, C. Li, S. Autier-Laurent, H. Bouchiat, and S. Gueron, Superconduct-
ing proximity effect through graphene from zero field to the quantum Hall regime,
Physical Review B 86, 115412 (2012).

[26] C. W. Groth, M. Wimmer, A. R. Akhmerov, and X. Waintal, Kwant: a software package
for quantum transport, New Journal of Physics 16, 063065 (2014).





9
GATE-TUNABLE QUANTUM

INTERFERENCE DEVICES OF

BALLISTIC GRAPHENE

In this chapter, we report the fabrication and operation of dc-superconducting quan-
tum interference devices (SQUIDs) composed of two gate-tunable Josephson junctions (JJs)
with graphene weak links incorporated into a Molybdenum-Rhenium (MoRe) loop. Un-
der a perpendicular magnetic field, periodic oscillations of the critical current due to the
flux quantization in SQUID are observed. The supercurrent in this device can be mod-
ulated independently by two top gates. By independently controlling the critical current
of each graphene JJ, the SQUID can be electrostatically tuned from a symmetric config-
uration to a highly-asymmetric one, where the critical current of one JJ is significantly
larger than the other. We observed clear Fabry–Pérot interferences in both the junctions,
which is due to the partial reflections of electron waves. Moreover, the low-inductance
and the gate-tunability of our SQUID can be used to probe current-phase relation (CPR)
in graphene-based JJs.
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9.1. INTRODUCTION

T HE ballistic propagation of Dirac fermions and proximity-induced superconductiv-
ity in graphene has sparked significant interest in the past few years, leading to the

observation of phase-coherent interference of charge carriers[1, 2], specular Andreev
reflections[3], supercurrent in quantum Hall regime[4], and predictions of Majorana
particles[5–8]. Although the theory of ballistic graphene Josephson junctions (JJs) has
been previously established several years ago[9], experimentally the micron scale ballis-
tic transport has only recently been attained[1, 2], opening the possibility to explore in-
triguing new physics. Calado et al.[1] and Shalom et al.[2] have shown that high-quality
graphene (encapsulated in hexagonal boron nitride) contacted with superconductors
(SCs) can give rise to ballistic Josephson junctions (JJs). We use two such JJs to cre-
ate the first fully gate-tunable superconducting quantum interference device (SQUID)
in graphene. By independently controlling the critical current of each graphene JJ, the
SQUID can be electrostatically tuned from a symmetric configuration to a highly asym-
metric one, where the critical current of one JJ is significantly larger than the other. The
symmetric SQUID produces typical flux-periodic oscillations in the critical current with
a large modulation amplitude. The modulation of critical current in a dc-SQUID is de-
termined by the relative phase difference between the junctions that is set by the flux
(Φ) threading the loop according to Φ1 −Φ2 = 2πΦ/Φ0, where Φ0 is the magnetic flux
quantum. It blends two quantum properties of superconductivity, i.e. flux quantization
in a superconducting loop and the tunneling of phase coherent Cooper pairs between
corresponding macroscopic wavefunctions, where the amplitude of supercurrent can
be controlled via individual top gates.

In this chapter, we demonstrate fabrication and measurements of the dc-SQUIDs con-
sisting of two Josephson junctions with BN-encapsulated graphene as a weak link. We
show that the supercurrent in this device can be modulated by two individual top gates
and, therefore, a symmetric and highly asymmetric configurations can be achieved.

9.2. EXPERIMENTAL SECTION

We designed the first fully gate-tunable graphene-SQUID device as presented in Figure
9.1a. The superconducting SQUID loop consists of two SC/graphene/SC junctions con-
nected in parallel on a superconducting loop made of MoRe, which has a critical tem-
perature Tc = 8 K. A schematic cross-section of the device is shown in Figure 9.1b. Each
junction is designed to be 3 µm wide and 1 µm long. The superconducting coherence
length (ξ) is estimated to be ≈548 nm using ξ ∼ ν f ħ/∆, where ∆ ≈1.2 meV is the su-
perconducting energy gap of MoRe and ν f is the fermi velocity. Therefore, the junction
length (L) is greater than the superconducting coherence length (ξ) and present links are
in the long-junction limit. The loop area of the resulting SQUID is 200 µm2, which is ex-
pected to give around 10.3 µT period (B = h/2e/A) oscillation of the critical current. The
d.c. measurements were performed in a Leiden Cryogenics MCK-50 3He/4He dilution
fridge equipped with a superconducting magnet coil which can sustain fields up to 12 T.
Each JJ of the graphene SQUID was fabricated using van der Waals pick-up technique,
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which has been described previously[1].

10 µm
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a b

Figure 9.1: (a) Scanning electron microscope image of a superconducting quantum interference device made
with h-BN encapsulated graphene, (b) Shows the schematic cross-section of one of the Josephson junctions.

9.3. SQUID OPERATION

Below the transition temperature of the MoRe contacts (Tc ≈8 K), proximity effect can
occur in the graphene weak links. Figure 9.2a-c show the electrical transport measure-
ments for graphene SQUIDs at 4 K. The strength of the critical current in each JJ can be
tuned via gate voltages; VL and VR . The 2-D color plot in Figure 9.2b shows the charge
neutrality point (CNP) of both the junctions where the highest resistance point coin-
cides. The resistance vs gate voltage curves for both the junctions are plotted in Fig-
ure 9.2c. The red curve is taken while keeping the right gate to its CNP and the blue
curve is taken while keeping the left gate to its CNP. If we zoom on the hole side of the
red curve in 1b, one can see periodic oscillations, indication of the partial reflection
of electron waves from the p-n junction created near the contacts.[1, 2] This creates a
Fabry–Pérot (FP) interferences in the resistance, meaning the junctions are ballistic. We
calculated the length of the FP cavity from the period of the oscillations using the for-
mula: ∆n = 2kF /Lcavi t y ,[10] where kF =p

nπ and n is the density of charge carriers. This
yields an effective cavity length of ≈950 nm, in good agreement with the designed length
(1 µm) of our graphene junction. At 40 mK and at zero magnetic field, a gate-tunable
supercurrent is observed in our SQUID device, see Figure 9.2d. The critical current Ic

reaches a value in excess of 1.7 µA at VTG = 10V. The Ic vanishes at zero gate voltage and
a finite supercurrent is observed away from the CNP. We see that the Ic is smaller in the
hole side, consistent with the previous observation of the ballistic Josephson junctions
by Calado et al.[1].

The SQUIDs were DC biased above the critical currents and the voltages were measured.
The current-voltage (I –V ) characteristics of graphene SQUIDs exhibit dissipationless
current flow between the junctions and demonstrates Josephson coupling in the device.
From these I −V curves we can extract the critical current Ic , defined as the average of
the maximum switching current for positive and negative bias. Under a perpendicular
magnetic field, constructive and destructive interference between the superconducting
wavefunction along the arms of the loop are observed, giving rise to the periodic os-
cillations in the I vs Φ/Φ0 curves. When the critical current of two junctions is equal,
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Figure 9.2: (a) Differential resistance dV /d I vs VL and VR , demonstrating independent control of carrier type
and density in left and right JJ, respectively, (b) Resistance vs gate voltage plot for VL (VR ) while keeping VR
(VL ) fixed at CNP, (c) Resistance in the n–p–n regime as a function of wavenumber kF (kF is determined from
the carrier density),(d) Differential resistance dV /d I as a function of applied d.c. current bias I and top gate
voltage VTG , at 40 mK.

a symmetric configuration is achieved, which is shown in the middle curve of Figure
9.3b. However, when the critical current of one of the junction is relatively high com-
pared to the other junction, the modulation depth is strongly reduced (typically by 20-
90%), shown as the upper and lower curves of Figure 9.3b. The modulation depth or
V i s = (Icmax − Icmi n)/Icmax is limited by two factors, asymmetry in the critical currents
of two JJs and screening parameter βL = 2πI0Ls /Φ0, where Ls is the self inductance of
the SQUID loop. One can see that even in the symmetric configuration the modulation
depth is not 100% (see Figure 9.3b). The modulation depth can be different depending
on the βL . There are two factors which could influence the modulation depth; large in-
ductance of the SQUID loop or the presence of higher harmonics in the current phase
relation of the graphene JJs[11]. This will be studied later in Chapter 10. We calculated
the SQUID behaviour for two different values of βL using RCSJ model and presented in
Figure 9.3c along with the experimental data. One can see that the calculated modula-
tion depth of 100% is achieved when the βL is close to zero (black curve in Figure 9.3c).
This means the junctions have very low inductance. However, by changing the values of
βL , one can obtain the real value of the βL from the theoratical and experimental curves
(red curve in Figure 9.3c). This gives an uppar bound on the inductance. The calcu-
lations of the inductance, RCSJ model, and the higher harmonics will be discussed in
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Chapter 10.
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Figure 9.3: (a) A current-voltage curve at 4 K and large n-doping, (b) Shows the Ic vs Φ in
MoRe/graphene/MoRe junctions by tuning the critical current of the junctions to an asymmetric situation.
SQUID can be tuned to forward or backward skewness, depending on which JJ has the higher critical current.
Top and bottom curves show the forward and backward skewness, respectively. The middle curve is when both
the junction are tuned to similar values of Ic , (c) Comparison of the symmetric SQUID with RCSJ model. Note
that the curves do not hit zero, even when the critical currents of the both the junctions are equal.

When the magnetic field is applied perpendicular to the SQUID loop, gradual changes in
the current-voltage (I −V ) characteristic curves at T=4 K are shown in Figure 9.4a, where
Josephson supercurrent flowing through SGS junction is observed. With increasing mag-
netic flux (Φ), periodic oscillations, whose period is about 10.33 µT can be seen where
Ic is maximum at Φ= 0 and absent at Φ0/2, where Φ0 = h/2e is the magnetic flux quan-
tum, h is Planck’s constant and e is the elementary charge. In this case, we tune both the
Josephson junctions to a region with similar critical current such that we observe almost
100% modulation depth. We see that at 4 K, 100% modulation depth is restored. Hence,
one could say that the lower modulation at 40 mK is not related to the inductance of the
SQUID loop. Under the assumption of negligible self-inductance of the loop, Ic is given
by:

Ic =
√

(I c1 − I c2)2 +4I c1I c2cos2 πΦ

Φ0
(9.1)

where Ic1 and Ic2 are the critical currents of each JJ At T = 40 mK, Ic1 and Ic2 are obtained
by fitting Equation 9.1 to the experimental data (see Figure 9.4b). Here, Ic1 = (Icmax +
Icmi n)/2, Ic2 = (Icmax − Icmi n)/2 and I0 = (Ic1 + Ic2)/2 is an average critical current. It is
inferred that when two JJ in the SQUID is almost identical with Ic2/Ic1 = 1.
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Figure 9.4: Shows SQUID oscillations bound by a Fraunhofer (FH) envelope corresponding to the single-
junction diffraction pattern of the symmetric SQUID. The differential resistance dV/dI of the junction is repre-
sented in red, as a function of the bias current I and the magnetic field B . The black regions correspond to the
superconducting regions in which the SQUID resistance, R = 0Ω while the white and red areas correspond to
a finite resistance state.

9.4. CONCLUSION

In conclusion, we have presented the first fully gate-tunable dc-SQUID composed of two
ballistic graphene Josephson junctions. By tuning the critical currents in each junction,
the SQUID can be tuned from a symmetric situation to a highly asymmetric one. We see
that even in a symmetric situation, full modulation at 40 mK is not achieved. We con-
cluded that the critical current is not fully suppressed to zero and the modulation depth
of the critical current is not 100%. We believe these devices exhibit an ideal platform to
study novel phenomenon’s, such as current-phase relation in graphene Josephson junc-
tions.
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10
CURRENT-PHASE RELATION OF

BALLISTIC GRAPHENE JOSEPHSON

JUNCTIONS

The current-phase relation (CPR) of a Josephson junction (JJ) determines how the super-
current evolves with the superconducting phase difference across the junction. Knowl-
edge of the CPR is essential in order to understand the response of a JJ to various ex-
ternal parameters. Despite the rising interest in ultra-clean encapsulated graphene JJs,
the CPR of such junctions remains unknown. In this chapter, we use a fully gate-tunable
graphene superconducting quantum intereference device (SQUID) to determine the CPR
of ballistic graphene JJs. Each of the two JJs in the SQUID is made with graphene en-
capsulated in hexagonal boron nitride. By independently controlling the critical current
of the JJs, we can operate the SQUID either in a symmetric or asymmetric configuration.
The highly asymmetric SQUID allows us to phase-bias one of the JJs and thereby directly
obtain its CPR. The CPR is found to be skewed, deviating significantly from a sinusoidal
form. The skewness can be tuned with the gate voltage and oscillates in anti-phase with
Fabry-Pérot resistance oscillations of the ballistic graphene cavity. We compare our exper-
iments with tight-binding calculations which include realistic graphene-superconductor
interfaces and find a good qualitative agreement.

10.1. INTRODUCTION

T HE past few years have seen remarkable progress in the study of graphene-supercon-
ductor hybrids. This surge in interest has primarily been driven by the ability to

combine high-quality graphene with superconductors via clean interfaces, and has led

Parts of this chapter have been accepted for publication in Nano Letters (2017) [1].
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to several experimental breakthroughs. These include the observation of specular An-
dreev reflection [2], crossed Andreev reflections [3], and superconducting proximity ef-
fects in ballistic graphene Josephson junctions (JJs) [4–8]. In a majority of these studies
the device comprises of graphene encapsulated in hexagonal boron nitride (BN) con-
tacted along the edge by a superconductor. The encapsulation in BN keeps the graphene
clean, while the edge contacting scheme provides transparent interfaces. In particu-
lar, ballistic JJs fabricated in this manner have been central to recent studies of novel
Andreev bound states in perpendicular magnetic fields [5], edge-mode superconductiv-
ity [6], and supercurrents in the quantum Hall regime [7]. However, to date there have
been no measurements of the Josephson current phase relation (CPR) in these systems.

The CPR is arguably one of the most basic properties of a JJ, and provides information
about the Andreev bound state (ABS) spectrum in the junction. While typical supercond-
uctor-insulator-superconductor (SIS) JJs exhibit a sinusoidal CPR, deviations from this
behavior can be present in superconductor-normal-superconductor (SNS) junctions.
Examples of this include JJs with high transmission such as nanowires [9] and atomic
point contacts [10, 11], where the CPR contains significant higher frequency compo-
nents. Furthermore, the periodicity of the CPR itself can be different from 2π for more
exotic systems such as topological JJs [12]. For graphene JJs there have been several nu-
merical estimates of the CPR which take into account its linear dispersion relation [13–
16]. More recently, ballistic graphene JJs operated in large magnetic fields have been
predicted to undergo a topological transition [17] which should be detectable via direct
CPR measurements. However, the experimental determination of the CPR in graphene
has been restricted to junctions which are either in the diffusive limit [18] or in a geom-
etry which does not allow gate control of the junction properties [19].

In this chapter, we use a dc superconducting quantum interference device (SQUID) to
directly determine the CPR in encapsulated graphene JJs. These graphene SQUIDs stand
out from previous studies [20, 21] in two important ways. Firstly, the superconducting
contacts are made with Molybdenum Rhenium (MoRe), which allows us to operate the
SQUID up to 4.2 K. More importantly, our SQUID consists of graphene JJs which are
ballistic and independently tunable, thereby allowing full electrostatic control over the
SQUID response. By applying appropriate gate voltages we can continuously tune from a
symmetric to an asymmetric SQUID. We show that the asymmetric configuration allows
us to directly extract the CPR from flux periodic oscillations in the critical current of the
SQUID. The CPR is found to be non-sinusoidal, displaying a prominent forward skew-
ing. This skewness can be tuned over a large range with the gate voltage and shows cor-
relations with Fabry-Pérot (FP) resistance oscillations in the ballistic cavity. We comple-
ment our experiments with tight-binding simulations which go beyond the short junc-
tion limit and explicitly take into account realistic graphene-superconductor interfaces.

10.2. RESULTS AND DISCUSSION

Figure 10.1a shows a scanning electron micrograph and cross-sectional schematic of a
device. It consists of two encapsulated graphene JJs contacted with MoRe, incorporated
in a SQUID loop. The fabrication strategy is similar to earlier work [4] and further de-
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Figure 10.1: (a) Scanning electron micrograph of the graphene dc-SQUID (Dev1) along with a cross-sectional
schematic. Gate voltages VL and VR independently control the carrier density of the left and right junction re-
spectively, (b) Resistance R across the SQUID vs VL and VR , demonstrating independent control of carrier type
and density in the JJs, (c) Line trace taken along the dashed white line in (b) showing Fabry-Pérot oscillations
in the hole-doped regime, (d) Differential resistance dV /d I as a function of dc current bias I and magnetic
field B , with the SQUID operated in a symmetric configuration (VL =+10 V and VR =+2.5 V). Flux-periodic os-
cillations are clearly visible with a slowly decaying envelope arising from the interference pattern of a single JJ,
(e) V − I plots (extracted from (d)) for different values of magnetic flux Φ showing a nearly 100 % modulation
of the critical current. All measurements shown here are performed at T = 4.2 K.

tails are provided in the Supplementary Information (SI). The left (L-JJ)/right (R-JJ) JJs
can be tuned independently by applying voltages (VL/VR ) to local top gates. The junc-
tions are intentionally designed to have a geometrical asymmetry, which ensures that
the critical current of R-JJ (IcR ) is larger than that of L-JJ (IcL) at the same carrier density.
We report on two devices (Dev1 and Dev2) both of which have the same lithographic di-
mensions (L × W) for L-JJ (400 nm × 2 µm). The dimensions of R-JJ for Dev1 and Dev2
are 400 nm × 4 µm and 400 nm × 8 µm respectively. All measurements were performed
using a dc current bias applied across the SQUID, in a dilution refrigerator with a base
temperature of 40 mK.

Figure 10.1b shows the variation in the normal state resistance (R) of the SQUID with VL

and VR at T = 4.2 K. The device was biased with a relatively large current of 500 nA, which
is larger than the critical current of the SQUID for most of the gate range. Figure 10.1c
shows a single trace taken along the white dashed line of Figure 10.1b, where R-JJ is held
at the charge neutrality point (CNP). We see clear FP oscillations on the hole (p) doped
region due to the formation of n − p junctions at the superconductor-graphene inter-
faces [4, 5]. Furthermore, the criss-cross pattern seen in the lower left quadrant of Fig-
ure 10.1b indicates that both graphene junctions are in the ballistic limit and that there
is no cross-talk between the individual gates. We note that when VR > 3 V the critical
current of the SQUID (Ic ) is larger than the applied current bias, and a zero-resistance
state is thus visible even at 4.2 K. Having established the fact that our JJs are in the ballis-
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Figure 10.2: (a) Variation of Ic with Φ for VL = −4V and VR = +10V ,+5V and +3V at 40 mK. Solid black lines
are results from RCSJ simulations of the SQUID, (b) Variation of supercurrent Is with phase φ extracted from
the top curve in (a). φmax indicates the phase at which Is reaches a maximum, and is noticeably different from
π/2, indicating a forward skewed CPR.

tic regime, we now look in more detail at the behavior of the SQUID. At T = 4.2 K we first
tune the gate voltages (VL = +10 V, VR = +2.5 V) such that the SQUID is in a symmetric
configuration and IcR = IcL . Figure 10.1d shows the variation in differential resistance
dV /d I with current bias I and magnetic field B , where we observe clear oscillations in
Ic with magnetic flux. In this configuration, the modulation in Ic is nearly 100 %, as seen
by the individual V − I traces in Figure 10.1e. The slow decay in the maximum value
of Ic arises due to the (Fraunhofer) magnetic field response of a single junction. The
devices were designed such that this background was negligible around B = 0 (i.e., the
SQUID loop area was kept much larger than the JJ area). Minimizing this background is
important for a reliable determination of the CPR, as we will see below.

We now turn our attention to the flux-dependent response of a highly asymmetric SQUID
(IcR >> IcL), a condition which can be readily achieved by tuning the gate voltages ap-
propriately. To outline the working principle of the device, we start with the assumption
that both JJs have a sinusoidal CPR (a more general treatment can be found in the SI). So,
the critical current of the SQUID can be written as Ic = IcL sinθ+ IcR sinδ, where θ (δ) is
the phase drop across L-JJ (R-JJ). When an external magnetic flux (Φ) threads through the
SQUID loop, the flux and phase are related by δ−θ = 2πΦ/Φ0, assuming the loop induc-
tance is negligible. Now, when IcR >> IcL the phase difference across R-JJ is very close
to π/2. Thus, Ic (Φ) ≈ IcR + IcL sin(2πΦ/Φ0 +π/2) and the flux-dependence of Ic directly
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represents the CPR of L-JJ, i.e., Ic (Φ) ≈ IcR + Is (φ), where Is is the supercurrent through
L-JJ and φ is the phase drop across it. This principle of using an asymmetric SQUID to
probe the CPR has been employed in the past for systems such as point contacts [10, 11]
and vertical graphene JJs [19], where an SIS junction (with a well known sinusoidal CPR)
was used as the reference junction. In our case, the reference junction is also a graphene
JJ, where the CPR is not known a priori. We show (see SI) that this does not affect our
ability to probe the CPR, provided time reversal symmetry is not broken, meaning that
the CPR satisfies the condition Is (φ) = −Is (−φ) [22]. Throughout the remainder of the
text we use R-JJ as the reference junction (larger critical current), and L-JJ is the junction
under study (smaller critical current).

Figure 10.2a shows the typical magnetic response of the asymmetric SQUID at T = 40 mK,
with VL =−4 V (fixed) and different values of VR . For the most asymmetric configuration
(VR = +10 V) Ic oscillates around a fixed value of roughly 6 µA (IcR ) with an amplitude
of about 500 nA (IcL). Using the arguments described above, this Ic (Φ) curve can be
converted to Is (φ), as shown in Figure 10.2b. Here Is is the normalized supercurrent
defined as (Ic − IcR )/IcL . We note that there is an uncertainty (less than one period) in
the exact position of zero B . This, combined with the unknown CPR of the reference
graphene JJ, makes it important to do this conversion carefully, and we describe the de-
tails in the SI. The CPR shows a clear deviation from a sinusoidal form, showing a promi-
nent forward skewing (i.e., Is peaks at φ > π/2). We define the skewness of the CPR as
S = (2φmax /π)−1 [18], where φmax is the phase for which the supercurrent is maximum.

To be certain that we are indeed measuring the CPR of L-JJ, we perform some important
checks. We keep IcL fixed and reduce IcR (by reducing VR ). Figure 10.2a shows that re-
ducing IcR merely shifts the Ic (Φ) downwards and therefore does not affect the extracted
CPR, as one would expect. Furthermore, we use the experimentally determined CPR
(from Figure 10.2b), the junction asymmetry, and loop inductance as inputs for the resis-
tively and capacitively shunted junction (RCSJ) model to compute the expected SQUID
response (see SI for details of the simulations). These plots (solid lines) show an excellent
agreement between simulations and experiment, thus confirming that the asymmetry of
our SQUID is sufficient to reliably estimate the CPR of L-JJ. Furthermore, it shows that
there are no significant effects of inductance in our measurements, which could poten-
tially complicate the extraction of the CPR from Ic (Φ) in an asymmetric SQUID [23].

To study the gate dependence of the CPR we fix VR at +10 V (to maximize IcR ) and study
the change in S with VL (Figure 10.3a) for Dev1 and Dev2. For both devices we find that
S is larger on the n-side as compared to the p-side, showing a dip close to the CNP. We
note that Dev2 allows us to probe the CPR up to a larger range on the n-side due to its
larger geometric asymmetry (see SI for other measurements on Dev2). We expect the
skewness to depend strongly on the total transmission through the graphene JJ, which
should depend on (a) the number of conducting channels in the graphene, as well as
(b) the transparency of the graphene-superconductor interface. The gate voltage VL ob-
viously changes the Fermi wave vector, but it also changes the contact resistance [24],
which plays a significant role in determining S. This can be seen most clearly for Dev2
for high n-doping, where S saturates, despite the fact that IcL continues to increase up
to the largest measured density (see inset). At large p-doping S also seems to saturate,
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Fabry Pérot oscillations in the resistance.

but a closer look (Figure 10.3b) shows that S oscillates in anti-phase with the FP oscil-
lations in resistance. This clearly indicates that in this regime the CPR is modulated by
phase coherent interference effects similar to the FP oscillations which affect the total
transmission.

We complement our measurements with a minimal theoretical model by solving the cor-
responding Bogoliubov-de Gennes (BdG) equations to calculate the CPR in graphene JJs.
To set the stage, we note that SNS junctions can be characterized by the quasiparticle
mean free path l f in the normal (N) region and the coherence length ξ0 =ħvF /∆, where
vF is the Fermi velocity in N. In our devices L ¿ l f , i.e., they are in the ballistic regime,
and therefore we neglect impurity scattering in our calculations. Taking vF ≈ 106 m/s
for graphene and ∆ ≈ 1.2 meV for MoRe, one finds ξ0 = 548 nm, which means that in
our junctions L . ξ0, i.e., they are not in the strict short junction limit L ¿ ξ0. Con-
sequently, the Josephson current is carried not only by discrete Andreev bound states
(ABSs), but also by states in the continuum (CONT) [25–27]. To this end we numeri-
cally solve the BdG equations using a tight-binding (TB) model (see Figure 10.4a) and
a recently developed numerical approach [16, 28] which handles the ABSs and states in
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Figure 10.4: (a) The geometry of the system used in the calculations. The superconducting leads are attached
in a top-contact geometry to the normal graphene sheet. A periodic boundary condition is applied in the y
direction. (Inset) Top view of the system. Due to doping from the S contacts, the normal graphene region is
assumed to be n-doped up to a distance x1 (x2) from the left (right) contact. The distance L∗ = x2 − x1 is the
effective cavity length which depends on the gate voltage applied to the junction, (b) The contribution of the
ABSs (red) and continuum CONT (blue) to the total supercurrent (black) as a function of the phase difference
for an n-doped junction, (c) The skewness S as a function of doping of the junction. The regimes i-iii indicated
by the rectangles are further discussed in the text. Dashed lines show the average S in the p and n doped
regime, (d) The skewness (red circles, left axis) and normal state resistance (blue, right axis) vs doping for
strong p-doping of the junction.

the continuum on equal footing. The description of both the normal region and the su-
perconducting terminals is based on the nearest-neighbor TB model of graphene [29].
The on-site complex pair-potential ∆ is finite only in the superconducting terminals and
changes as a step-function at the N-S interface. The results presented here are calculated
using the top-contact geometry (Figure 10.4a), a model with perfect edge contacts is dis-
cussed in the SI. As observed experimentally, we take into account n-doping from the
superconducting contacts (see Figure 10.4b). If the junction is gated into hole-doping, a
FP cavity is formed by the two n −p junctions in the vicinity of the left and right super-
conducting terminals. The length L∗ of this FP cavity depends on the gate voltage [5], for
stronger hole-doping the n-p junctions shift closer to the contacts. For further details of
the model see SI.

Turning now to the CPR calculations, Figure 10.4b shows separately the contribution of
the ABS and the continuum to the supercurrent. Since L . ξ0, the latter contribution is
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not negligible and affects both the value of the critical current and the skewness of the
CPR. In Figure 10.4c we show the calculated skewness S as a function of the doping of the
junction at zero temperature. We consider three regimes: (i) strongly p-doped junction;
(ii) large n-doping, (iii) the region around the CNP. We start with the discussion of (i). It
is well established that in this case the p-n junctions lead to FP oscillations in the nor-
mal resistance as well as in the critical current [4, 5] of graphene JJs. Our calculations,
shown in Figure 10.4d, indicate that due to FP interference the skewness also displays
oscillations as a function of doping around an average value of S ≈ 0.23. As already men-
tioned, similar oscillations are present in the normal state resistance R, however, we find
that R oscillates in antiphase with the skewness. Compared to the measurements (Fig-
ure 10.3b), our calculations therefore reproduce the phase relation between the oscilla-
tions of the skewness and R and give a qualitatively good agreement with the measured
values of the skewness. In the strong n-doped regime (case ii) the calculated average
skewness of S = 0.27 is larger than for p-doped junctions, and very close to the measured
values. Small oscillations of S are still present in our results and they are due to the n-n′
interfaces, i.e., the difference in the doping close to the contacts (for x < x1 and x > x2)
in Figure 10.4a and the junction region (x1 < x < x2), which enhances backscattering.
Our calculations therefore predict smaller skewness for p-doped than for n-doped junc-
tions. The enhancement of S in the n-doped regime can be clearly seen in the measure-
ments of Figure 10.3a. We note that previous theoretical work [15], which calculated the
spatial dependence of the pairing amplitude self-consistently, predicted a skewness of
S ≈ 0.15 for n-doped samples with L < ξ0, while a non-self-consistent calculation which
took into account only the contribution of the ABS yielded S ≈ 0.42 [15]. The compar-
ison of these results to ours, and to the measurements, suggest that the skewness may
depend quite sensitively on the S-N interface as well as on the L/ξ0 ratio and that our
approach captures the most important effects in these junctions. Finally, we briefly dis-
cuss the case (iii), where the measurements show a suppression of the skewness as the
CNP is approached. The measured values of S ∼ 0.1 are similar to those found in dif-
fusive junctions [18], but significantly lower than the theoretical prediction of S = 0.26
in the short junction limit [13] at the CNP. This suppression of S is not reproduced in
our calculations, instead, we find rapid oscillations as the CNP is approached from the
p-doped regime. This discrepancy is likely to be due to effects that are not included in
our ballistic model, such as charged scatterers which are poorly screened in this regime,
or scattering at the edges, which is more relevant at low densities when only a few open
channels are present.

Finally, we study the effect of temperature on the CPR of these JJs. In Figure 10.5a, we
compare the CPR in the n-doped regime (VR = +1 V; n = 0.9×1011 cm−2) at 40 mK and
4.2 K. One clearly sees that at 4.2 K the CPR is sinusoidal. This is consistent with our ob-
servation that the critical current modulation of the SQUID is nearly 100 % at 4.2 K (Fig-
ure 10.1d), a condition which can only be achieved if the CPR is sinusoidal. Figure 10.5b
shows the full temperature dependence of S for two representative values of electron
and hole doping. The reduction in skewness with temperature is a consequence of the
fact that the higher frequency terms in the CPR arise due to the phase coherent trans-
fer of multiple Cooper pairs and involve longer quasiparticle paths [30], thereby making
them more sensitive to temperature. As a result, their amplitude decreases quickly with
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increasing temperature [14–16, 18]. Numerical estimates show the same qualitative be-
havior, however the experimentally determined skewness reaches zero (sinusoidal CPR)
faster than the numerics. At this point it is difficult to ascertain the exact reason for this
discrepancy, but one possible explanation for this is that the induced superconducting
gap in the graphene is somewhat smaller than the bulk MoRe gap, resulting in a faster
decay.
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Figure 10.5: (a) CPR for VL =+1 V (n = 0.9×1011 cm−2) at 40 mK (upper curve) and 4.2 K (lower curve). Solid line
shows the calculated CPR. A forward skewness is clearly seen in the curve at 40 mK but is absent at 4.2 K, (b)
Variation of S with temperature for electron and hole doping. Increasing the temperature suppresses higher
harmonics in the CPR, thereby reducing S until it vanishes near 4.2 K and the curves become sinusoidal. Black
lines show the results of tight-binding simulations.

10.3. CONCLUSION

In conclusion, we have used a fully gate-tunable graphene based SQUID to provide mea-
surements of the current-phase relation in ballistic Josephson junctions made with en-
capsulated graphene. We show that the CPR is non-sinusoidal and can be controlled
by a gate voltage. We complement our experiments with tight-binding simulations to
show that the nature of the superconductor-graphene interface plays an important role
in determining the CPR. We believe that the simplicity of our device architecture and
measurement scheme should make it possible to use such devices for studies of the CPR
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in topologically non-trivial graphene Josephson junctions.

10.4. SUPPLEMENTARY INFORMATION

10.4.1. DEVICE FABRICATION

Graphene flakes are exfoliated onto silicon chips with 90 nm SiO2. Next, h-BN is ex-
foliated separately on a glass slide covered by a 1-cm2 piece of PDMS coated with an
MMA/MAA copolymer layer. This glass slide is baked for 20 minutes on a hot plate at
120◦C, prior to h-BN exfoliation. The glass slide is mounted on a micromanipulatior in
a home-built set-up (similar to Ref [31]) equipped with a heating stage. Next, a h-BN
flake on the slide is aligned with the target graphene and the substrate is heated to 90◦C.
The flakes are brought into contact, after which the glass slide is released smoothly such
that the graphene flake is picked up by the h-BN flake on the glass slide. Finally, the
graphene/h-BN stack is transferred onto another h-BN flake (exfoliated onto a silicon
chip with 285 nm SiO2), at a temperature of 80◦C.

The fabrication flow is outlined in Figure 10.6. First MoRe contacts are made to the stack
via an etch fill technique [4] using standard e-beam lithography. The sample is plasma-
etched for 1 min in a flow of 40/4 sccm CHF3/O2 with 60 W power, and 80µbar pressure.
After etching, we immediately sputter ∼70 nm MoRe using a DC plasma with a power
of 100 W in an Argon atmosphere. Next, the MoRe lift-off is completed in hot (54◦C)
acetone for about 3-4 hours. The two JJs are shaped using another e-beam lithography
in which the intended graphene geometry is defined via a PMMA/HSQ mask, followed
by CHF3/O2 etching. In order to isolate the contacts from the top gate, we use ∼170 nm
of HSQ as a dielectric. Finally, top gates are fabricated by e-beam evaporation of 5nm Cr
+ 120 nm Au, and subsequent lift off in hot acetone.

10.4.2. BALLISTIC TRANSPORT IN DEV2

10.4.3. MAGNETIC FIELD TO PHASE CONVERSION

In the main text we pointed out that one must take care in converting the flux-periodic
oscillations of the critical current of the SQUID Ic (Φ) to the CPR of L-JJ Is (φ). Figure 10.8

a b c d

HSQ Dielectric Cr/Au Top Gate

Figure 10.6: Optical images of device after (a) MoRe deposition, (b) shaping of the graphene, (c) dielectric
(HSQ) deposition, and (d) deposition of top gates. The scale bar for all images is 5 µm.
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Figure 10.7: (a) Scanning electron micrograph of Dev2. The left junction (L J J ) is 0.4 µm long (L) and 8 µm wide
(W), while the right junction (RJ J ) is 0.4 µm long and 2 µm wide, (b) Resistance map as a function of VL and
VR at 4.2 K, demonstrating independent control of carrier type and density in left and right JJ, respectively, (c)
Resistance vs VL (while keeping VR fixed at CNP of R-JJ) showing Fabry-Pérot oscillations in resistance.
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Figure 10.8: (a) The variation of Ic as a function of magnetic field B for VL =−4 V and VR =+10 V, (b) The curve
in (a) replotted after converting flux Φ to phase φ∗, and rescaling Ic to Is = (Ic − IcR )/IcL . (c) Curve in (b) offset
along the φ∗-axis to ensure that Is (0) = 0, thus giving the true phase φ axis.

shows how this is done. We start with the upper plot in Figure 10.2a, which is shown
here again for convenience (Figure 10.8a). We then subtract a constant background (IcR )
about which the curve oscillates and normalize it with respect to the oscillation ampli-
tude (IcL). Also, the flux is converted to phase by φ∗ → 2Φ/Φ0. This is not the true phase
φ for two important reasons. Firstly, the zero of the magnetic field is not known precisely.
Secondly, the flux to phase conversion is only possible up to a constant offset, which is
determined by the CPR of R-JJ (which is a-priori unknown). In order obtain the CPR we
then offset the curve in Figure 10.8b along the φ∗ axis such that the supercurrent at zero
phase difference is zero, which finally gives us the CPR. We note that this procedure is



10

138 10. CURRENT-PHASE RELATION OF BALLISTIC GRAPHENE JOSEPHSON JUNCTIONS

only valid for systems where Is (φ) =−Is (−φ) and Is (0) = 0, both of which are reasonable
assumptions for our graphene JJs.

10.4.4. ELIMINATING INDUCTANCE EFFECTS

In an asymmetric SQUID inductance effects can give rise to skewed Ic (Φ) curves. It is
therefore important to establish that such effects do not dominate the response of the
SQUIDs described in this study. To do so, we first provide some qualitative arguments
which make it evident that the skewness arises only from a non-sinusoidal CPR. Further-
more, we extract the loop inductance of our SQUID, use it as an input for the RCSJ model
and confirm that (within our experimental resolution) the inductance does not play an
important role in determining the shape of the Ic (Φ) curves, and hence does not affect
our ability to measure the CPR.

10.4.5. LARGE ASYMMETRY

We have shown that for large asymmetry (i.e., IcR >> IcL), we probe the CPR of L-JJ. We
define the asymmetry parameter ai = (IcR − IcL)/(IcR + IcL). Figure 10.9a shows three
traces at T = 40 mK, where IcL ≈ 0.5 µA is kept fixed and IcR is varied from 6 µA (black
trace, ai ≈ 0.83) to 2.8 µA (red trace, ai ≈ 0.78). Figure 10.9b shows that all three curves
collapse despite the fact that the maximum critical current (Imax = IcR + IcL) changes by
a factor of two. If the skewness was dominated by inductance effects, we would have not
expected this collapse, since the screening parameter βL = Imax L/Φ0 increase by a factor
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Figure 10.9: (a) Ic (Φ) plots with fixed IcL , but varying IcR , as shown earlier in Figure 10.2a, (b) The curves in
(a), now plotted as (Ic − IcR ) vs. Φ. Collapse of the curves shows that the skewness does not depend on Ic , and
hence represents the CPR of L-JJ.
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Figure 10.10: Ic (Φ) plots at Imax ≈ 1.2 µA (upper) and ≈ 0.8 µA (lower) for low asymmetries of ai = 0.45,
ai = 0.33 respectively. The curves at 40 mK are skewed (indicated by position of dashed line), while those at
4.2 K are not.

of two (going from the red trace to the blue trace). In other words, the combined effect
of large asymmetry and inductance should have resulted in a larger skewing of the black
trace (maximum βL and ai ) as compared to the red one.

10.4.6. INTERMEDIATE ASYMMETRY

We have shown in Figure 10.5 that the skewness of the CPR decreases with increasing
temperature, resulting in a sinusoidal CPR at 4.2 K. One might argue that this is con-
sistent with inductance effects, whereby an increase in temperature reduces the critical
currents and hence βL . To eliminate this possibility, we compare Ic (Φ) at 40 mK and
4.2 K. Figure 10.10a,b show two such data sets. In each case the gate voltages were tuned
such that both Imax and ai were roughly the same for both temperatures. We see that at
40 mK the curves are noticeably skewed as compared to 4.2 K. The asymmetry here is not
sufficient to directly extract the CPR, but it clearly demonstrates that the non-sinusoidal
CPR also manifests itself in skewed Ic (Φ) curves at intermediate asymmetry. We note
that this argument is made stronger by the fact that the inductance at 4.2 K should in
fact be larger than that at 40 mK, since the inductance of the MoRe loop is dominated by
kinetic inductance, which increases at higher temperatures. In other words, one would
expect inductance related effects to be enhanced at higher temperatures, rather than
become suppressed.

10.4.7. ESTIMATING THE LOOP INDUCTANCE

Figure 10.11a shows Ic (Φ) measurements of an asymmetric SQUID at 4.2 K, where we
have established that the CPR is sinusoidal. The position of maximum Ic for positive
and negative current bias are offset along the flux axis due to self-flux effects [32]. This
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Figure 10.11: (a) Ic (Φ) curves for an asymmetric SQUID, (b) Variation of ∆Φ with Imax . Here IcL is kept fixed,
while IcR is varied. Blue circles are the experimentally obtained values of ∆Φ and the red line is a linear fit to
the data.

shift is given by: ∆Φ = 2L(IcR − IcL), where IcR and IcL are the critical current of right
and left junction respectively. Figure 10.11b shows the variation of ∆Φ with Imax . These
values are obtained by keeping IcL ≈ 0.2 µA fixed and varying IcR from 0.2 µA (symmetric
configuration) to 0.9 µA (highly asymmetric). Since ∂∆Φ/∂IcR = L, a linear fit (red line)
allow us to extract L ≈ 152 pH. Since MoRe is a highly disordered superconductor, its
inductance is dominated by the kinetic inductance and the low temperature inductance
L(0) = L(T )[1 − (T /Tc )2], giving L ≈ 110 pH at T = 40 mK. We use this inductance to
compare our experiments with the RCSJ simulations described below.

10.4.8. RCSJ MODEL

I

LL

CL

INL I0L

INR
I0R

LR

RL RR CR

Figure 10.12: Circuit diagram of the asymmetric SQUID.

To model the asymmetric SQUID we consider the circuit shown in Figure 10.12. The
Josephson junctions are described by the resistively and capacitively shunted junction
(RCSJ) model[33, 34] by Josephson currents with phases δL and δR and amplitudes IcL =
Ic (1 − ai ) and IcR = Ic (1 + ai ), resistors RL and RR , and capacitors CL and CR . The
Josephson currents are given by IL = Ic (1−ai ) · fL(δL) and IR = Ic (1+ai ) · fL(δL), where
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fi (δi ) are the normalized current-phase relations of the left and right JJ, respectively.
The Nyquist noise arising from the two resistors is described by two independent current
noise sources IN L and IN R having white spectral power densities 4kB T /RL and 4kB T /RR ,
respectively. The two arms of the SQUID loop have inductances LL and LR . The total
inductance L is the sum of the geometric (Lg ) and the kinetic (Lk ) inductance. The loop
is biased with a current I , and a flux Φ is applied to the loop.

In the following we are interested only in static solutions and normalize currents by Ic .
The currents iL and iR through the left (right) arm of the SQUID are then given by:

iR = (1+ai ) · fR (δR ). (10.1)

iL = (1−ai ) · fL(δL). (10.2)

Assuming for simplicity that LL = LR (a reasonable assumption based on our device ge-
ometry) the normalized circulating current j is given by:

j = iR − iL

2
= 1

βL

(δL −δR

π
−2Φ/Φ0

)
. (10.3)

and the maximum current across the SQUID is icR + icL . From Equation 10.3 we obtain

δL = 2πΦ/Φ0 +δR +πβL
iR − iL

2
. (10.4)

Let us consider the case ai >> 0, i.e., the right junction has a much larger critical current
than the left one. As we will see, in this case the modulation of the SQUID critical current
reflects the CPR of the left junction, provided that βL << 1.

i = iR + iL = (1+aI ) · fR (δR )+ (1−ai ) · fL(δL). (10.5)

From Equation 10.4, for βL << 1, we obtain δL ≈ 2πΦ/Φ0 +δR . Thus

i = iR + iL = (1+aI ) · fR (δR )+ (1−ai ) · fL(2πΦ/Φ0 +δR ). (10.6)

Let us assume that i > 0. Then the task is to maximize i with respect to δR , to obtain
ic,SQU I D vs Φ/Φ0. If the critical current of the right JJ is much bigger than the critical
current of the left JJ, the value of δR will be close to the value δ0

R where the CPR of the
right JJ has its maximum. We thus Taylor expand:

fR (δR ) ≈ fR (δ0
R )+ 1

2

d 2 fR

dδ2
R

∣∣∣
δ0

R

(δR −δ0
R )2 + .... (10.7)
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Note that in Equation 10.7 the first derivative of fR is zero, because we look for the max-
imum of this CPR. If the second derivative (< 0) is reasonably peaked, δR will be very
close to δ0

R and we obtain:

ic,SQU I D ≈ (1+ai ) · fR (δ0
R )+ (1−ai ) · fL(2πΦ/Φ0 +δ0

R ) = const + (1−ai ) fL(2πΦ/Φ0 +δ0
R ).

(10.8)

That means that ic,SQU I D vs. Φ/Φ0 probes the CPR of the left JJ up to a phase shift δ0
R

. fL can be evaluated further if one assumes that fL = 0 at δL = 0 and that min( fL) = -
max( fL).

In Figure 10.2a we have compared our experiments with a full RCSJ simulation, as de-
scribed above. These simulations involve no free parameters since we use the experi-
mentally determined inductance, asymmetry (ai ), and CPR of L-JJ fL(δL) as input pa-
rameters. For simplicity, the numerical plots were generated assuming a sinusoidal CPR
for the reference junction R-JJ, shown as the blue curve in the Figure 10.13a. The red
curve shows how Ic (Φ) changes when R-JJ is assumed to have a non-sinusoidal CPR
(with a functional form similar to that extracted for L-JJ). The only effect this has is to
offset the simulated curves along the flux axis. This is a consequence of the fact that
δ0

R (as described above) is different for the two cases. However, we see in Figure 10.13b
that these two cases perfectly overlap with an appropriate offset along the flux axis. This
confirms the fact that an incomplete knowledge of the CPR of R-JJ is (in practice) equiv-
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Figure 10.13: (a) Experimental Ic (Φ) (black) along with RCSJ simulations for a SQUID with ai = 0.83. The
blue (red) curve corresponds to a sinusoidal (non-sinusoidal) CPR fR for the reference junction R-JJ, with the
experimentally determined βL = 0.34. The green curve shows the result for βL = 0.01. The data has been offset
along the flux axis to match the blue curve, (b) Same as (a), but with the red and green curves shifted along the
flux axis.
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alent to an unknown offset in magnetic field, and therefore does not affect our ability
to accurately determine the functional form of the CPR of L-JJ. The green curve in Fig-
ure 10.13a is a simulation with βL = 0.01 (i.e., in the limit where the loop inductance is
negligible). Looking carefully at Figure 10.13b shows that this Ic (Φ) has a slightly differ-
ent shape as compared to the blue/red curves. However, this difference is well within
the error bars for our estimation of the skewness, and we can conclude that the func-
tional form of the Ic (Φ) curves is not dominated by the inductance effects, but by the
non-sinusoidal CPR of L-JJ. This is in agreement with the conclusions drawn from more
qualitative arguments presented in the previous section.

10.4.9. TIGHT-BINDING BOGOLIUBOV-DE GENNES CALCULATIONS

10.4.10. DETAILS OF THE THEORETICAL MODEL

In this Section we provide further details of the theoretical model that we used in our
numerical calculations. As it will be clear from the following discussion, we found that
in order to obtain a good qualitative agreement with the measurements, a realistic and
detailed model of the Josephson junction, especially the interface between the super-
conductor and the normal regions, is needed.

We assume that the graphene flake which serves as a weak link is perfectly ballistic and
scattering processes only occur at the interfaces between regions of different doping in
the normal part of the junction or between the superconductor and the normal region.
The normal (N) and superconducting (S) regions are of the same width in our calcula-
tions. This allows us to use periodic boundary conditions perpendicular to the transport
direction. The transverse momentum qn is a good quantum number and the DC Joseph-
son current can be calculated as a sum over all qn :

I J (∆φ) =∑
n

I J (qn ,∆φ) , (10.9)

where I J (qn ,∆φ) is the momentum resolved Josephson current calculated for a spe-
cific transverse momentum qn via the contour integral method developed recently in
Reference [16]. For wide junctions and high dopings, when there are many transverse
momenta, the exact form of the boundary conditions is not important and therefore
we used the infinite mass boundary condition to obtain qn : qn = (

n + 1
2

)
π

W , where
n = 0,1,2, . . . and W is the width of the junction.

The description of both the N region and the S terminals is based on the nearest-neighbour
tight-binding model of graphene[29]

Ĥ =∑
i

Ui c†
i ci −

∑
〈i j 〉

γc†
i c j +h.c. (10.10)

where Ui is the on-site energy on the atomic site i , γ = 2.97eV is the hopping amplitude
between the nearest-neighbor atomic sites 〈i j 〉 in the graphene lattice, and c†

i (ci ) is
a creation (annihilation) operator for electrons at site i . We considered two junction
geometries. Most of our results were obtained using the top-contact geometry, which
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a b

Figure 10.14: (a) The geometry of the top contacted superconductor-graphene-superconductor junction. NL is
the number of unit cells under the superconducting contacts in the x direction, (b) The side-contacted geom-
etry. The interface resistance between the S and regions is modelled by a hopping γsc < γ. In both geometries
the lattice is translational invariant in the y direction

is shown in Figure 10.4a and for convenience repeated here in Figure 10.14(a). The S
terminals are described by vertically stacked graphene layers (AA stacking) where the
inter-layer hopping is given by γ1 = 0.6eV. The same inter-layer hopping γ1 was also
used between the S terminals and the N region. The S leads are coupled to the normal
graphene sheet over NL unit cells. The result do not depend strongly on the exact value
of NL , therefore we used NL = 10 in our calculations.

To mimic metallic leads with many open channels, the S terminals are highly n-doped.
This is described by an on-site potential Un and we used Un = 350meV in our calcu-
lations. For high n-doping of the N region we calculated an average transparency of
Tr = 0.82 for the junction, see the Supplementary of Reference [5] for the precise defini-
tion of Tr . We find that the calculated Tr does not depend very sensitively on the precise
value Un and γ1 because most of the backscattering taking place at the interface of the
S leads and the N region is due to a “geometric” effect: the electron trajectories have to
turn at right angle to arrive from the lead into the N region. Moreover, we find that for
Tr = 0.82 the calculated dependence of the normal state resistance Rn on the doping of
the N region agrees qualitatively well with the measurements where the right JJ was kept
at the charge neutrality point (Figure 10.1c and Figure 10.17a below). (We did not try to
achieve quantitative agreement for Rn because in the experiments the resistance of the
two junctions are always measured in parallel, whereas we used single junctions in the
calculations.)

As shown in Figure 10.14b and discussed further later on, we have also made calculations
using the side-contact geometry. For both geometries we used open boundary condi-
tions for the leads in the transport direction (which is the z direction in top-contacted
geometry and the x direction in the side-contacted one, see Figure 10.14).

In contrast to the S leads, which are always n-doped in our calculations, the normal re-
gion of the JJ can be either n or p doped depending on the gate voltage. This is modeled
by a doping potential Up . Experimentally, it was shown that the superconducting termi-
nals n-dope the normal region of the JJ [4, 5]. This n-doped region extends to a distance
x1 (L0 − x2) from the left (right) terminal, where L0 is the distance between the two S
leads. The potential profile in the junction can be therefore either npn or nn′n. The
exact value of the x1 and x2, and hence the cavity length L∗ = x2 − x1, however, depends
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Figure 10.15: The experimental cavity length L∗
exp vs doping (symbols) and the fitting function used to obtain

the L∗ in our calculations (solid line).

on the gating of the JJ. In the npn regime, where clear FP oscillations can be measured
in the normal state resistance Rn in our devices, we extracted the experimental cavity
length using the relation L∗

exp ≈ 2
p
πn/δn, where δn is the density difference between

consecutive peaks in Rn [35].

The results of this analysis are summarized in Figure 10.15. We find that L∗
exp ≈ 310 nm

is roughly constant for n < −1.8×1011cm−2, but it decreases for densities approaching
the CNP. In order to extract the theoretical cavity length L∗ for n > −1.8×1011cm−2, we
fitted the experimental results by the function

L∗(Up ) =
L∗

exp −Lnn′n

1+exp[β(n −n0)]
+Lnn′n . (10.11)

Here Lnn′n is the cavity length for strongly n doped junctions which could not be de-
termined from the Rn measurements, therefore we used Lnn′n = 170 nm. As mentioned
above, a good qualitative agreement between the calulated and measured normal state
resistance is achieved using this value of Lnn′n . We have also checked that for Lnn′n &
160 nm the calculation results do not depend strongly on the exact value of Lnn′n . The
two fitting parameters in Eq. (10.11) are β and n0 and we found β = 4.0 and n0 = −0.3,
see Figure 10.15. Once L∗ is determined, the parameters x1 and x2 are given by x1 =
L0−L∗(Up )

2 and x2 = L0−x1. The total potential profile along the junction, which describes
the smooth transition between the highly doped regions (x < x1 and x > x2) and the cen-
tral part of the junction (x1 ≤ x ≤ x2) is modeled by

U (x) =Un + Up −Un

2

(
tanh

(
x −x1

ltr

)
− tanh

(
x −x2

ltr

))
. (10.12)

where the parameter ltr controls the smoothness of the transition. We used ltr = 2
5 x1 in

our calculations corresponding to a relatively sharp transition. Larger values of ltr would
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effectively mean that the leads n dope the N region of the junction and the doping there
would therefore not be determined by Up .

Finally, superconductivity in the S terminals is modelled by a on-site, complex pair-
potential ∆ which goes to zero as a step-function at the S-N interface. We made sure
that that the Fermi-wavelengths λN and λS in the N and S regions, respectively, satisfy
λS ¿ λN . This ensures that the exact spatial dependence of the superconducting pair
potential at the N-S interface is not very important in the calculations[13].

10.4.11. SOFT VS HARD SUPERCONDUCTING GAP

Following Reference [36], we also considered the effect of quasiparticle broadening in
the superconducting terminals by introducing a complex energy shift E → E + iη in the
self-energy calculations. Such a broadening, described by the parameter η, can arise due
to scattering with phonons or other electrons or due to other effects leading to quasipar-
ticle poisoning.
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Figure 10.16: The calculated skewness vs doping for soft superconducting gap, i.e., η= 0.17∆.

We find that a finite η can considerably affect the value of the calculated critical current
Ic . Since Ic is not the main focus of this work, we do not discuss the details here. Instead,
we present results to illustrate the effect of η on the skewness. We repeated the calcula-
tions using η= 0.17∆ and the results are shown in Figure 10.16. Comparing Figure 10.4d
and Figure 10.16, one can notice that the results are qualitatively very similar, but for
η = 0 the average skewness is larger for both npn and nn′n doping than for η 6= 0. We
note that in the nn′n regime the calculated average skewness S̄ = 0.27 for η= 0 is closer
to the measured one Sexp ≈ 0.28 than the result S̄ = 0.22 for η = 0.17∆. The opposite is
true in the npn regime, where the calculations with η = 0.17∆ (η = 0) yielding S̄ = 0.19
(S̄ = 0.22) give better agreement with the measurements (Sexp ≈ 0.2). We were not able
to achieve an equally good agreement in both the npn and nn′n regimes using a sin-
gle value of η. This may indicate that η depends on the doping of the junction, but one
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Figure 10.17: (a) Comparison of the calculated normal state resistance vs doping for top- and side-contacted
junctions, (b) Skewness vs doping calculated in the side-contact geometry. Dashed lines indicate the average
skewness in the n and p doped regime.

would need a more microscopic understanding of the processes that contribute to η. We
emphasize, however, that η is not the only parameter which can affect the value of the
skewness. Generally, the value of the skewness depends on the interface between the S
and N regions. Calculations not shown here indicated that the presence/absence of a
smooth transition between the highly doped leads and the normal graphene region (the
parameter ltr in Eq.10.12) and the value of the hopping amplitude γsc in Figure 10.14(b)
between the S and N regions can also affect the results. However, we fixed the value of the
parameters describing the junction such that we obtain a qualitatively good agreement
for Rn (as discussed previously) and did not changed these parameters in the skewness
calculations.

10.4.12. CALCULATIONS USING THE SIDE CONTACT GEOMETRY

We also performed calculations using the side-contact geometry, which is shown in Fig-
ure 10.14(b). This contact geometry has recently been employed, e.g., in Reference [37]
to model diffusive graphene JJs both in the short and in the long junction regime. The
most important results of our calculations are shown in Figure 10.17. We have used the
same doping profile U (x) along the junction as in the top-contact geometry. As it can be
seen in Figure 10.17(a), by choosing γsc = 0.67γ, the doping dependence of the normal
state resistance is qualitatively very similar for both models. One can notice, however,
that the amplitude of the Rn oscillations for nn′n doping is larger in the side-contact
geometry. In the npn regime the amplitude of the FP oscillations is somewhat different,
but the oscillations are in the same phase, except for large p doping.

The skewness calculation for the side contact geometry is shown in Figure 10.17(b). We
used the same ∆ and η = 0.17∆ as for the corresponding calculation in the top-contact
geometry. The result are qualitatively similar to those shown in Figure 10.16 and Fig-
ure 10.4c. In particular, the average skewness is different in the npn and nn′n doping
regime, but the obtained S̄ values are larger than the ones calculated in the top-contact
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geometry for η= 0.17∆. However, the amplitude of the skewness oscillations is larger in
the side-contact geometry, especially for nn′n doping, where they are three times larger
than in Figure 10.4c. Such large oscillations are not present in the experimental data
and for this reason we find a better overall agreement between the experiments the the
calculations using the top-contact geometry. Finally, we briefly note in the vicinity of
the CNP one can see large oscillations in the skewness and therefore both models fail to
reproduce the experimental results in this regime.
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11
OUTLOOK

This chapter is intended to give an insight into the current trends and future directions
of helium ion microscopy and graphene research. Although both are completely different
subjects, they are core ingredients of this thesis. I will briefly discuss the current trends in
the aforementioned research areas along with the related work elsewhere. This chapter
ends with a discussion on the future directions and some technical challenges.
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11.1. SUMMARY OF THE STUDIES IN THIS THESIS

11.1.1. MODIFICATION OF GRAPHENE USING HIM

The first two chapters of this thesis are concentrated on the modification of boron nitride
encapsulated graphene devices using a focused helium beam. I sub-divided that study
into two parts: the first part is the evolution of beam induced defects in encapsulated
graphene, and the second part is the fabrication of nanoribbon devices. We observed ex-
perimentally the evolution of the D’ Raman peak in the defected graphene, by which the
influence of the environment is studied. This study confirmed self-healing of graphene,
which has also been observed during high energy electron beam bombardment, but at
an elevated temperature[1].

Because of self-healing and beam induced N-C exchange, the bombarded graphene be-
came n-doped. There is significant interest in the controlled n-doping of graphene via
chemical and physical methods. This is so far the only demonstration of n-doping via an
ion beam.

The second part entails the fabrication of graphene nanoribbon devices using the he-
lium beam. Although we see the source-drain gap in the fabricated narrow ribbons, the
devices suffered strongly from the beam induced disorder. This led to the conclusion
that multiple quantum dots in the ribbon are present. For the narrow ribbons, Coulomb
diamonds had merged and formed a broad band with an almost constant energy gap,
independent of the Fermi energy. In our understanding, the quantum dots, responsible
for the Coulomb blockade, are generated by beam induced disorder.

11.1.2. HELIUM ION BEAM INDUCED DEPOSITION

Chapter 6 of this thesis slightly deviates from the graphene-based research, which con-
stitutes the core of this thesis. In a quest to explore other applications of the helium
ion microscope, we used beam induced chemical processes to fabricate 3D AFM probes.
These probes can be an essential element of the AFM technology for future critical di-
mension metrology. We optimized the probe growth using a moving beam, instead of the
standard stationary beam to make pillars or deposits. The essence of this process lies in
the minimal scattering of the ions of the moving helium beam. Consequently, the probe
diameter can be made much smaller than, for example, with an electron beam. This
technique shows a potential in making smaller structures for fundamental and applied
research.

11.1.3. GRAPHENE-BASED JOSEPHSON JUNCTIONS

Graphene–superconductor devices have been explored since the first observation by
Heersche et al.[2] of proximity-induced superconductivity in graphene. However, all
measured devices so far were in the diffusive regime with low critical currents. Thanks
to the recent technical advancements in the fabrication techniques of graphene-based
devices, we made the first observation of ballistic graphene Josephson junctions with



11.2. FUTURE DIRECTIONS

11

153

large critical currents up to a distance of 1.5 µm. We find that the critical current os-
cillates with the carrier density due to the phase-coherent interference of the electrons
and holes that carry the supercurrent. The phase-coherent interferences are caused by
the formation of a Fabry–Pérot cavity. Our observations revived significant interest in
graphene-superconductor hybrid systems, opening the possibility to explore intrigu-
ing new physics. Recent examples include the phase-coherent interference of charge
carriers[3, 4], specular Andreev reflections[5], supercurrent in quantum Hall regime[6],
and predictions of Majorana particles[7–10]. More specifically, the recent theoretical[11,
12] and experimental[3, 4, 6, 13] studies on ballistic graphene Josephson junctions (JJs)
are primarily focused on the scaling of the critical current with temperature, Fermi en-
ergy, magnetic field, and junction length.

Moreover, these technical advancements led to our study on the Josephson current-
phase relation (CPR), which has so far eluded experimental observation. We tried to un-
derstand the influence of the ballistic propagation on the CPR of the graphene junction.
For this purpose, we used a SQUID geometry with two geometrically asymmetric JJs with
top gates to individually tune the critical current density in each JJ. More interestingly, we
show that the highly asymmetric configuration allows one to directly obtain the current-
phase relation (CPR) of these ballistic graphene JJ. The CPR shows a clear non-sinusoidal
behavior, deviating significantly from the standard sinusoidal form. Moreover, we show
how the CPR depends on the Fermi energy and temperature in the ballistic limit.

11.2. FUTURE DIRECTIONS

11.2.1. HELIUM ION MICROSCOPY RESEARCH

Helium ion microscopy has undoubtedly emerged as a new technique for high-resolution
imaging and nanofabrication. Although it has been explored for many different applica-
tions in this thesis and elsewhere, the material-sample interactions have not been stud-
ied in sufficient detail. Fundamental understanding of the interactions of ions with the
sample is important for the use of this technology in various applications. Some of these
applications include fabrication of nanoribbons in graphene, pores in graphene for wa-
ter filtration, and high-resolution structuring. This understanding is essential to realize
various new applications. Some are briefly discussed in the following subsections, giving
an overview and future directions.

HELIUM ION BEAM PATTERNING

The helium ion beam has already made various contributions to the advancement of
nanofabrication processes, thanks to its sub-nanometer probe size and high-resolution
patterning capabilities. However, because of the lower mass and the low sputter rate of
helium ions, practical applications of this technology are limited. For example, the im-
plantation of helium ions in silicon is an issue for its applications in the semiconductor
industry. Another important application, i.e. lamella preparation for the transmission
electron microscopy (TEM) studies, can greatly benefit from its high resolution. How-
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ever, it suffers from the low sputtering rate, making it extremely time-consuming and
therefore often not useful.

To overcome these issues, Zeiss has made available a new microscope with helium and
neon ions. This is definitely a valuable addition to the HIM. Although the probe size of
a neon ion beam is slightly larger than of a helium ion beam, typically around 1-2 nm,
neon has several advantages. Some of the advantages include high super rate (30x higher
than helium), and a shallower penetration depth. This translates into less sub-surface
damage. It would be interesting to use neon for various applications, for which the he-
lium beam was initially suggested. Such studies include plasmonic bowtie devices, an
array of nanopores, structuring silicon, TEM lamella preparation, and ion beam lithog-
raphy. For instance, the neon beam lithography is 1000x more efficient than using 30
keV electrons[14], but the resist dissociation process has not been studied in sufficient
detail. Also, a comparison of helium and neon beams for structuring sensitive samples,
such as graphene, would be of interest.

HELIUM ION BEAM INDUCED DEPOSITION

Helium ion beam induced deposition (HeBID) is still in its infancy compared to elec-
tron beam induced deposition (EBID), which has been explored for decades. There has
been considerable work done with platinum, but in order to truly use this technique
for applications, one must try to improve the metal content in the deposits. One has
seen some recent improvements in metal content in EBID using plasma cleaning[15],
in-situ heating[16], and laser cleaning[17]. These techniques can potentially be utilized
for HeBID as well. In addition, other precursor gases need to be explored, such as gold,
phenanthrene, cobalt etc. In particular, phenanthrene is an ideal precursor gas to further
shrink the size of the nanoneedles discussed in Chapter 7. To make them stiffer, post-
processing of grown phenanthrene needles can provide tips with presumably a smaller
width and a higher density of the diamond-like core[18]. This would enhance the life-
time and the reproducibility of AFM data acquired by these tips.

BUBBLE FORMATION

One must take into account the inevitable sub-surface damage caused by the helium
beam when it is used for imaging, milling, or ion-induced modification purposes. This
damage becomes more important when studying sensitive samples, like graphene. Liven-
good et al.[19] and Veligura et al.[20] studied the sub-surface damage by the helium ion
beam as a function of beam energy, dosage, and dose delivery rate in silicon, copper, and
gold. Helium ions create a lot of surface damage in silicon via bubble formation. This
phenomenon is discussed in Chapter 3.

In an experiment by Rudneva et al.[21], it is shown that by heating silicon and SrTiO3

samples at 600 °C, the out-diffusion of helium during ion bombardment is sufficiently
large to preclude bubble formation. This study is, however, limited to crystalline sam-
ples. For amorphous samples such as SiO2, the helium ions can move through the amor-
phous network of silicon and oxygen. Thus, the out-diffusion of helium becomes rela-
tively easy, which prevents the creation of bubbles. Nevertheless, it is unclear whether



11.2. FUTURE DIRECTIONS

11

155

the crystallinity of the samples is responsible for bubble formation. The bubble forma-
tion can also be circumvented when using thin membranes of thickness less than 50 nm.
However, for most of the practical applications, the use of underlying substrates cannot
be avoided.

Studies on a variety of amorphous and crystalline samples could provide further insight
into the physical processes of out-diffusion and the bubble formation. In particular, the
influence of beam current, dose, and energy needs to be clearly studied in detail before
a conclusion can be made.

IN-SITU MODIFICATION

As discussed in the bubble formation subsection, it would be useful to construct an in-
situ heater for the HIM to counteract subsurface damage. In-situ heating would be a
nice addition to control the milling of crystalline samples. This technique could also
be used to etch graphene at elevated temperature, which heals defects[1]. The heater
used by Rudneva et al.[21] has a few holes in a SiN membrane. The graphene samples
are laid down over these holes via a dry or a wet transfer technique. Next, a focused
gallium beam is used to etch out the unwanted graphene. This gallium beam milling
step induces damage to the graphene lattice. So far, only a free-standing graphene sheet
can be placed over these heaters, which remain suspended. The devices prepared on the
SiO2 or h-BN substrate cannot be placed directly over the heaters, which limits the use of
these heaters for the modification of actual devices. One would need to make a similar
heater compatible with heating actual devices. This would open up many possibilities
to modify nanomaterials at elevated temperatures.

11.2.2. GRAPHENE RESEARCH

Graphene research has seen significant advancements over the past decade and graphene
has potential applications in many fields. So, considering the scope of this thesis, I limit
this discussion to the topics studied in this thesis.

P-N JUNCTION IN GRAPHENE USING A FOCUSED HELIUM BEAM

As discussed in Chapters 5 and 6, direct writing with a helium beam can be used to con-
trol the doping levels in graphene. By adjusting the irradiation dose, one can vary the
degree of n-type doping. The proposed experiment can be realized by combining the
capabilities of the narrow interaction volume of a focused helium beam, at most tens of
nanometer in the material, and the encapsulation of the graphene in a h-BN sandwich.

With the ability to direct-write, the helium beam irradiation can induce spatially con-
trollable p-n junctions in graphene devices without the need of additional structures,
such as extra local gates, and chemical dopants. This approach of spatial modulation of
the doping profile in graphene may provide easily accessible routes to a variety of novel
fundamental studies, including Veselago lens[22], Klein tunneling[23].
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CROSSED ANDREEV REFLECTIONS IN GRAPHENE

When an electron is injected from a normal metal into a superconductor, the electron
can be reflected as a hole (Andreev reflection) and a Cooper Pair is induced in the su-
perconducting region. Consider two normal metal contacts N1 and N2 separated by a
distance L ≤ ξ from a superconductor. Under a perpendicular magnetic field (B), the
incoming electrons from N1 can either reach N2 directly, or it can be reflected as a hole
from the superconductor and collected at N2 as an Andreev reflected hole. The former
is called electron transfer (ET) process and the latter crossed Andreev reflection (CAR).
These processes are schematically shown in Figure 11.1.

N1 N2S

W W W

BGraphene

L L

1

2

4

3

Figure 11.1: Schematic Illustration of focused crossed Andreev reflection (CAR). When the separation between
N1 and N2 is an even integer multiple of the cyclotron diameter (black dotted trajectories), electron focus-
ing enhances CAR and leads to a negative non-local conductance. However, when the separation is an odd
multiple, electron transfer (ET) (blue dotted trajectory) is enhanced and we expect a positive peak in the non-
local conductance. 1, 2, 3, and 4 indicate electron trajectories at different perpendicular B fields. The figure is
adapted from Ref.[24]

The electron focusing between the normal contacts occur when the distance 2L between
N1 and N2 is a multiple of the cyclotron diameter, 2L = ndc , where n is a positive integer.
For odd values of n, ET is dominant, while CAR will be observed for even values of n. The
magnetic field dependence of the motion of electrons with momentum kF and cyclotron
diameter dc is given as[24]:

dc = 2ħkF

eB f ocus
(11.1)

To realise this effect, two essential conditions should be met: (1) ballistic transport over
the entire length of the device, (2) clean and transparent interfaces. With the new pick-
up technique, e.g. utilized in Chapters 9 and 10 and an optimized etching recipe, one can
easily make 10 µm long ballistic graphene channels. For the proposed experiments, if we
make L = 10 µm and set the device to a density of 5×1011 cm−2, a critical focusing field of
∼16.5 mT is required to observe the first CAR. With the current technical advancements
in the sample making process, this is attainable. Therefore, one could easily study CAR
and ET in the ballistic graphene devices.
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CPR IN SHORT BALLISTIC JUNCTIONS

As we have seen in Chapter 10, the current phase relation (CPR) shows a clear non-
sinusoidal behavior. We have studied the junction in the intermediate regime. However,
it would be interesting to study the evolution of the CPR as a function of channel width;
mainly in the short junction and long junction regime. One could make the short junc-
tion using aluminium. For the short junction in the ballistic limit with high transmission,
a saw-tooth behavior is expected[11]. Another possibility is to study the edge-contacted
junctions in the diffusive limit. For this, one could make the devices directly on SiO2

with h-BN caping on top. These experiments would give further insight into the Andreev
processes at the graphene-superconductor interface.

11.2.3. TECHNICAL CHALLENGES

HELIUM ION BEAM RESEARCH

A drawback we experienced in the course of the work described in this thesis was the
downtime of the instrument used. This imposed a limit on our advancements in helium
ion beam research. The Delft instrument was one of the first ever built; this circumstance
might have made the instrument less reliable. Although HIM provides extremely high-
resolution patterning capabilities, the low sputtering rate of the helium ions imposes
another problem. For certain applications, such as for making an array of nanoholes in
SiN membranes for DNA sequencing, high-resolution patterning and faster milling rates
are required. For such applications, it would be useful to combine the capabilities of
HIM with other ions, such as neon.

For milling, ion-induced doping, and imaging applications, there has been a growing
interest in developing other ion sources in the past few years. Recent developments in-
clude a new kind of ion source, known as magneto-optical trap ion source (MOTIS) or
ultracold ion source (UCIS)[25]. This ion source makes use of photoionized and laser-
cooled gases to generate a focused beam of ions, such as lithium and chromium. The
main advantages of such ion sources are high brightness, low energy spread, and a wide
choice of ionic species. The high brightness is made possible by keeping the source at
extremely low temperatures (∼ µK) attained via laser cooling. However, this technology
is still in the prototype stage, and it would take at least a few years before a first com-
mercial tool is made available. The advancements of these technologies are definitely
important, but their availability and the practical uses are still unclear.

GRAPHENE RESEARCH

Thanks to the recent technical advancements and the new specimen pick-up technique,
it has become easier to make clean devices in graphene. However, for the practical use
of graphene, a few challenges must be tackled. Some of them include direct growth of
graphene on a wafer, polymer-free clean transfer, low-cost production, and isolation
from the environment on a large scale. Encapsulating graphene in h-BN flakes could
be the first step toward this goal, but large scale encapsulation is extremely difficult to
achieve. It would be a great solution if one could develop a recipe to grow wafer-scale
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encapsulated graphene via CVD or other synthetic methods. Moreover, it is worth men-
tioning that graphene-based research in a laboratory setup suffers a great deal from air
bubbles formed during the stacking process. This limits the usable area on the stack for
making clean devices, thus reducing the throughput. These bubbles, that typically cover
up to 70% area of a BN-graphene-BN stack, needs to be completely avoided. This will be
an important step towards making clean devices of the order of a few hundred microns.
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A
DEVICE FABRICATION RECIPE

This appendix provides a step-by-step guide to the devices fabricated in this thesis. Two
methods were designed and optimized to contact graphene. These methods are discussed
separately. The appendix ends with a few tips on the bonding of the devices.
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A.1. SI/SIO2 CLEANING

STEP 1: REMOVING ORGANIC CONTAMINANTS

• Insert in a H2SO4 bath for 5 minutes with continuous sonication

• Rinse with deionized (DI) water

• Rinse with Acetone Rinse with isopropyl alcohol (IPA)

STEP 2: REMOVING ORGANIC ADSORBATES AND SURFACE ACTIVATION

• Clean in oxygen plasma for 2 minutes

• Plasma conditions: 500 W and 200 sccm of oxygen

NOTE:

• Clean wafers just prior to exfoliation

A.2. BITMARKERS

Bitmarkers are made on the entire chip to locate the desired flake. E-beam lithography
markers are also made in this step. These e-beam lithography markers are used to align
the beam during the lithography process.

STEP 1:

• Spin PMMA 495K A4 at 4000 rpm

• Bake for 15 mins on the hotplate at 175 °C

• Spin PMMA 950K A3 at 4000 rpm

• Bake for 15 mins on the hotplate at 175 °C

• E-beam exposure (100 keV) at a dose of 1400 µC cm−2

• Develop in MIBK:IPA (1:3) solution for 90 seconds

• Rinse in IPA for 30 seconds

• Blow dry with a N2 gun

STEP 2:

• 5 nm chromium (Cr) at 0.5 A s−1 followed by 60 nm gold (Au) at 1 A s−1 is evapo-
rated

• Blow dry with a N2 gun
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STEP 3:

• Liftoff is completed overnight in a warm acetone at 54 °C

• Use syringe to rinse off access metal

• Rinse in IPA for 30 seconds

• Blow dry with a N2 gun

A.3. CONTACTING GRAPHENE

There are two ways by which one could make contacts to the encapsulated graphene. In
Chapters 5, 6, and 8, the contacts are made to graphene using the first method (described
below). For the devices studied in Chapters 9 and 10, a second method called "etch fill"
is developed to contact graphene.

A.3.1. METHOD 1

ETCHING

STEP 1:

• Spin PMMA 495K A4 at 4000 rpm

• Bake for 15 mins on the hotplate at 175 °C

• Spin hydrogen silsesquioxane or HSQ:MIBK (1:1) at 10,000 rpm

• Bake for 2 minutes at 150 °C and then 2 minutes at 220 °C

• E-beam exposure (100 keV) at a dose of 950 µC cm−2

• Develop in MF322 for 1 minute and MF322:H2O (1:9) for 15 secs and then rinse in
DI water for 15 secs

• Blow dry with a N2 gun

STEP 2:

• Etch the BN/graphene/BN stack using 20 sccm O2 at 60 W and 50µbar for 1 minute

• Subsequently etch the stack in CHF3:O2 (40:4 sccm) at 60 W and 80 µbar for 1
minute

• Leave the sample in warm acetone (54 °C) for 30 minutes and then in cold acetone
overnight
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METALIZATION

• This step is exactly similar to the steps mentioned in bitmarkers section. However
for the devices made in Chapter 8, Cr and Au are replace by 80 nm of molybdenum
rhenium (MoRe)

• The MoRe is deposited by a sputtering process using a DC plasma with a power of
100 W in argon atmosphere at a rate of 11 nm min−1

• Leave the sample in warm acetone (54 °C) for 2 hours

• Use syringe to rinse off access metal

• Rinse in IPA for 30 seconds

• Blow dry with a N2 gun

A.3.2. METHOD 2 (ETCH FILL)

STEP 1:

• Spin PMMA 495K A4 at 4000 rpm

• Bake for 15 mins on the hotplate at 175 °C

• Spin PMMA 950K A3 at 4000 rpm

• Bake for 15 mins on the hotplate at 175 °C

• E-beam exposure (100 keV) at a dose of 1400 µC cm−2

• Develop in MF322 for 1 minute and MF322:H2O (1:9) for 15 secs and then rinse in
DI water for 15 secs

• Blow dry with a N2 gun

STEP 2:

• Etch the BN/graphene/BN stack in CHF3:O2 (40:4 sccm) at 60 W and 80 µbar for 1
minute

STEP 3:

• Deposit MoRe with a power of 100 W in argon atmosphere at a rate of 11 nm min−1

• Leave the sample in warm acetone (54 °C) for 2 hours

• Use syringe to rinse off access metal

• Rinse in IPA for 30 seconds

• Blow dry with a N2 gun
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STEP 4:

• Repeat the two-step etching process to shape the device using HSQ (as described
in the Etching section)

A.4. GATE DIELECTRIC

The top gate dielectric is made on the devices studied in Chapters 9 and 10. This step is
needed to isolate the encapsulated graphene devices from the gate electrodes.

STEP 1:

• Spin HSQ (Concentrated) at 5000 rpm

• Bake the sample in an oven for 10 mins at 90 °C

• E-beam exposure (100 keV) at a dose of 950 µC cm−2

• Develop in MF322 for 1 minute and MF322:H2O (1:9) for 15 secs and then rinse in
DI water for 15 secs

• Blow dry with a N2 gun

STEP 2:

• Repeat step 1

• The measured thickness of the top gate dielectric after step 1 and 2 is ≈175 nm

NOTE:

The designed area in this step should be smaller than the first step. This is needed to
make sure the dielectric is not too thick for the metal to climb on

A.5. TOP GATE

The top gate is made using the recipe discussed in the bitmarkers section, except the
total thickness is made 125 nm (5 nm Cr and 120 nm Au).

A.6. DEVICE BONDING

A final step of the fabrication is the bonding of device to the chip carrier. Bonding is a
critical step and if not optimized carefully, it can lead to the device leakage.

• First, the sample is glued to the 32-pin PLCC chip carrier with silver paint

• Next, bond pads on the samples are bonded to the pads on the chip carrier via an
aluminum wire
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We found that bonding works nicely with MoRe pads. However, with Cr/Au pads, bond-
ing is not straight forward and should be optimized for every new device. Often the pads
are ripped off due to the higher ultrasonic power, time, or the force. So, all three parame-
ters were optimized carefully. We found that force above 18 g tends to rupture the metal
pads and the underlying 285 nm SiO2 substrate. So, we kept the force below 18 g, mostly
16 or 17 g. One could make multiple metal layers in the successive processing steps.
However, we found that it is extremely difficult to bond on the pads made of different
metals. So, multiple layers of different metals should be avoided.



SUMMARY

This thesis describes the capabilities of the helium ion microscope (HIM) and that of
graphene to explore fundamental physics and novel applications. While graphene offers
superior electronic properties, the helium ion microscope allows us to combine imaging
and modification of materials at the nanoscale. We used the capabilities of HIM to grow
3D-AFM probes, which can be used in the critical dimension semiconductor metrology.
Moreover, we studied the ion-material interactions, needed to enable the fabrication of
functional graphene nanoribbons. Similarly, we used the superior electronic properties
of graphene to make ballistic Josephson junctions and studied the current-phase rela-
tion (CPR) of these junctions.

The core of this thesis is focused on the fabrication and electronic characterization of
He+ beam modified graphene, He+ beam etched graphene nanoribbons, and graphene-
based Josephson junctions (JJs). The graphene devices were prepared by a new polymer-
free transfer "van der Waals pick-up" technique. The fabricated devices comprise graph-
ene encapsulated in hexagonal boron nitride (BN) and contacted along the edge by ei-
ther a normal metal (Cr/Au) or by a superconductor. The encapsulation in BN keeps the
graphene clean and the edge contacting technique provides transparent interfaces. The
thesis is divided into two main topics. In particular, the first three studies are dedicated
to the research based on the helium ion microscope, and the next three are dedicated to
the research based on boron nitride encapsulated graphene Josephson junctions.

Firstly, we conducted a thorough analysis of the consequences of He+ beam irradia-
tion of graphene. We showed that the Raman D’ defect peak is sensitive to the local
environment of the graphene. In particular, it saturates with ion dose in the encapsu-
lated graphene. We observed that the evolution of the D and the D’ peak in the BN-
encapsulated graphene is retarded with respect to bare graphene. Moreover, exposure of
the BN-encapsulated graphene to helium beam led to n-type conduction. This n-doping
is probably caused by the collisional substitution of carbon atoms by nitrogen atoms.
Next, we utilized the He+ beam for making so-called "nanoribbons" in graphene. De-
spite excellent charge transport properties, graphene is a semi-metal with zero bandgap,
which limits its potential use in electronic applications. By structuring graphene into
nanoribbons, a bandgap can be induced. We used BN-encapsulated graphene for mak-
ing nanoribbons. Since encapsulation mitigates some of the adverse issues related to
the helium ion beam patterning of graphene, we used BN-encapsulated graphene for
making the nanoribbons. The encapsulated graphene indeed proved to be suitable for
the beam induced patterning. For that purpose, in-situ electrical measurements in a
helium ion microscope were conducted to establish the critical ion dose for creating
10 nm wide insulating barriers between a nanoribbon and the rest of the encapsulated
graphene. Subsequently, we measured the transport properties of the ion-beam etched
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graphene nanoribbons. Conductance measurements at 4 K show an energy gap, that in-
creases with decreasing ribbon width. The narrowest ribbons show a weak dependence
of the conductance on the Fermi energy. Furthermore, we observed power-law scaling
in the measured current-voltage (I −V ) curves, indicating that the conductance in the
helium-ion-beam etched encapsulated graphene nanoribbons is governed by Coulomb
blockade.

Furthermore, nanostructures could also be realized based on the beam induced deposi-
tion capabilities of the microscope. Making use of this direct-write technique, we grew
hammerhead atomic force microscope (AFM) probes of platinum-carbon on top of a
conventional AFM probe. A minimum diameter of 13 nm and 35 nm wide hammerheads
are achieved, thanks to the subnanometer ion-beam size and the negligible scattering of
primary and secondary particles. Our fabrication process of these probes has distinct
merits because of the probes’ high aspect ratio and the possibility for relatively easy pro-
cess customization. As a result, these probes with thin needles and a hammerhead tip
can be used for critical dimension (CD) metrology.

Next, graphene devices in combination with a superconductor are fabricated to study
proximity-induced superconductivity in graphene. The encapsulation and edge con-
tacting technique provided clean and transparent interfaces which enabled us to oper-
ate these Josephson junction devices in the ballistic regime. We found that these Joseph-
son junctions exhibit large supercurrents over distances of up to 1.5 µm. We observed
oscillations in the relation between the critical current and the carrier density due to
the phase-coherent interference of the electrons or holes that carry the supercurrent.
The interference occurs because the molybdenum-rhenium superconductor induces n-
doping near the contacts, leading to the partial reflection of electron or hole waves, thus
creating a Fabry–Pérot cavity.

The ballistic propagation of charge carriers provided a unique platform to study these
junctions in detail. The relatively simple fabrication method eases the incorporation of
these junctions in a variety of device architectures. Following the work on graphene-
based Josephson junctions, we next created the first fully gate-tunable dc quantum in-
terference devices (SQUIDs) made of graphene. The supercurrent in this device is mod-
ulated independently by two top gates. By independently controlling the critical cur-
rent of each graphene Josephson junction, the SQUID is electrostatically tuned from a
symmetric configuration to a highly-asymmetric one, where the critical current of one
Josephson junction is significantly larger than the other.

Finally, this gate-tunability of our asymmetric SQUIDs is utilized to probe the current-
phase relation (CPR) in graphene Josephson junctions. The CPR is an essential compo-
nent of the junction’s properties, describing how the supercurrent evolves with the su-
perconducting phase difference across the junction. The CPR is observed to be skewed,
deviating significantly from the sinusoidal form. Moreover, the skewness can be con-
trolled by a gate voltage. We found that the skewness oscillates in anti-phase with the
Fabry- Pérot oscillations of the ballistic graphene cavity. Theoretical analysis of our re-
sults supported the validity of two important assumptions; (i) the skewness does not
arise due to inductance effects, and (ii) the nature of the superconductor-graphene in-
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terface plays an important role in the CPR.





SAMENVATTING

Dit proefschrift beschrijft de mogelijkheden van de heliumionenmicroscoop (HIM) en
van het materiaal grafeen voor zowel de beoefening van fundamentele natuurkunde als
voor de verkenning van nieuwe toepassingen. Enerzijds heeft grafeen uitstekende elek-
tronische eigenschappen, anderzijds geeft de heliumionenmicroscoop ons de kans om
materialen op nanometerschaal te bewerken èn te bekijken. We hebben de mogelijkhe-
den van de HIM gebruikt om 3D-AFM sondes te maken die kunnen worden toegepast
voor kritische-dimensie metrologie in de chipfabricage. Daarnaast hebben we de inter-
actie tussen versnelde ionen en materialen bestudeerd met als doel in grafeen functio-
nele nanolinten te maken. Ook gebruikten we de superieure elektronische eigenschap-
pen van grafeen om ballistische Josephson-juncties te vervaardigen en daarin de zoge-
naamde stroom-fase relatie (CPR) te onderzoeken.

De kern van dit proefschrift behelst de fabricage met een heliumbundel en de elektri-
sche karakterisatie van vlak grafeen en van grafeen nanolinten alsook de bestudering
van Josephson-juncties vervaardigd uit grafeen. De grafeen devices zijn via de nieuwe
polymeervrije Van-der-Waals oppiktechniek gemaakt. Deze devices bestaan uit grafeen
dat is ingebed in hexagonaal boornitride (BN) en dat via de randen contact maakt met
een gewoon metaal (Cr/Au) of met een supergeleider. De inbedding in boornitride houdt
het grafeen schoon en de randcontacten zorgden voor een elektrisch transparante over-
gang. Dit proefschrift heeft twee hoofdonderdelen. De eerste drie hoofdstukken zijn
gericht op onderzoek gekoppeld aan de heliumionenmicroscoop en de daaropvolgende
drie hoofdstukken behandelen Josephson-juncties, gemaakt van grafeen dat is ingebed
in boornitride.

Eerst hebben we een diepgaande analyse van de gevolgen van He+ bestraling van gra-
feen verricht. We vonden dat de Raman D’-defectpiek gevoelig is voor de lokale om-
geving van het grafeen. In het bijzonder bleek dat in BN-ingebed grafeen de groei van
de defectpiek verzadigt bij hoge ionendosis. Ook zagen we dat de groei van de D en de
D’ defectpieken is vertraagd ten opzichte van de groei in onbedekt grafeen. Bovendien
leidde de bestraling van het ingebedde grafeen tot n-type geleiding. De n-dotering is
waarschijnlijk veroorzaakt door de vervanging van koolstofatomen door stikstofatomen
als gevolg van botsingen van de He+ ionen. Vervolgens gebruikten we de He+ ionen-
bundel om nanolinten in grafeen te etsen. Hoewel grafeen uitstekende eigenschappen
voor ladingstransport heeft, is het een halfmetaal zonder een bandafstand, wat de mo-
gelijke toepassingen in de elektronica beperkt. Door het grafeen in de vorm van na-
nolinten te etsen, kan men toch een bandafstand creëren. Omdat inbedding een aan-
tal nadelige bijkomstigheden van ionenbundel-patronering voorkòmt, hebben we BN-
ingebed grafeen gebruikt voor het maken van de nanolinten. Inderdaad bleek het inge-
bedde materiaal geschikt voor ionenbundel-patronering. Allereerst hebben we in-situ
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elektrische metingen in de heliumionenmicroscoop uitgevoerd om de kritische ionen-
dosis voor het etsen van 10 nm brede isolerende barrières tussen een nanolint en de rest
van het ingebedde grafeen te bepalen. Vervolgens hebben we de transporteigenschap-
pen van onze ionenbundel-geëtste grafeen nanolinten onderzocht. Geleidingsmetin-
gen bij 4 Kelvin tonen een bandafstand dat groter wordt met afnemende lintbreedte.
De geleiding in de smalste linten vertoont een zwakke afhankelijkheid van de Fermi-
energie. Daarnaast vonden we in de gemeten stroom-spanningscurves een schaling vol-
gens een machtwet, wat suggereert dat Coulomblokkade de elektrische geleiding van
onze heliumionenbundel-geëtste ingebedde grafeen nanolinten bepaalt.

Met de ionenmicroscoop kunnen nanostructuren ook worden gemaakt via bundel-geïn-
duceerde-depositie. Met deze directe schrijftechniek hebben we platina-koolstof sondes
met een hamerkop gegroeid bovenop conventionele sondes voor atomaire-kracht mi-
croscopie (AFM). Dankzij de subnanometer bundelgrootte en de verwaarloosbare zwakke
verstrooiïng van primaire en secundaire deeltjes, kon een sondediameter van slechts 13
nanometer met een kopbreedte van 35 nm worden gerealiseerd. Ons fabricageproces
van deze sondes heeft bijzondere voordelen vanwege de grote lengte-breedteverhouding
van de sondes en de flexibiliteit van het proces. Hierdoor kunnen deze smalle sondes
met hamerkop toegepast worden voor kritische-dimensie metrologie.

Vervolgens zijn devices gemaakt van grafeen in combinatie met een supergeleider om
de nabijheidgeïnduceerde supergeleiding (proximity-induced superconductivity) in gra-
feen te bestuderen. De inbedding en de randcontacten garandeerden schone en elek-
trisch transparante overgangen in deze Josephson-junctie devices, wat het ons mogelijk
maakte de juncties in het ballistische domein te laten werken. We vonden dat deze gra-
feen Josephson-juncties hoge superstromen vertonen over afstanden tot 1.5 µm. We
namen oscillaties waar in het verband tussen de kritische stroom en de ladingdrager-
dichtheid, wat wordt veroorzaakt door fase-coherente interferentie van de elektronen of
gaten die de superstroom dragen. De interferentie treedt op omdat het supergeleidende
molybdeen-renium n-dotering nabij de contacten teweegbrengt, wat leidt tot gedeel-
telijke weerkaatsing van de elektronen- of gatengolven en zo tot de vorming van een
Fabry-Pérot trilholte.

De devices met daarin ballistische voortbeweging van de ladingdragers boden uniek ma-
teriaal om deze juncties in meer detail te bestuderen. De relatief eenvoudige fabricage
vergemakkelijkt de inbouw van deze juncties in een veelheid van device-ontwerpen. Als
vervolg op het werk met de grafeen Josephson-juncties hebben we een dc kwantum-
interferentie device (SQUID) van grafeen gemaakt, die volledig instelbaar is via elektro-
des. De superstromen in dit device zijn onafhankelijk regelbaar via twee top elektrodes.
Door de kritische stroom in beide grafeen Josephson-juncties onafhankelijk te variëren,
kon de SQUID elektrostatisch worden afgeregeld tussen een volledig symmetrische en
een sterk asymmetrische configuratie waarin de kritische stroom in één junctie aanzien-
lijk hoger was dan in de andere.

Uiteindelijk is de gate-afhankelijkheid van de asymmetrische SQUIDS gebruikt om de
stroom-faserelatie (CPR) in grafeen Josephson-juncties te meten. De stroom-faserelatie
is een essentiële eigenschap van de junctie; het beschrijft hoe de superstroom afhangt
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van het supergeleidende faseverschil over de junctie. De waargenomen CPR wijkt dui-
delijk af van een sinusvorm, met een scheefheid die met de elektrodes kon worden inge-
steld. We vonden dat de scheefheid in tegenfase oscilleerde met de Fabry-Pérot trillingen
in de ballistische grafeen trilholte. Theoretische analyse van onze resultaten bewezen
twee belangrijke veronderstellingen: (i) de scheefheid ontstaat niet vanwege inductie en
(ii) het karakter van de supergeleider-grafeen overgang speelt een belangrijke rol in de
stroom-faserelatie.
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