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GLM-REGULARIZED LOW-RANK FACTORIZATION FOR EXTRACTING FUNCTIONAL
RESPONSE FROM SWEPT-3D FUNCTIONAL ULTRASOUND

Aybüke Erol1, Bastian Generowicz2, Pieter Kruizinga2, Borbála Hunyadi1

1Signal Processing Systems (SPS), Delft University of Technology, Delft, The Netherlands
2Department of Neuroscience, Erasmus Medical Center, Rotterdam, The Netherlands

ABSTRACT

Functional ultrasound (fUS) is an emerging neuroimaging
modality that indirectly measures neural activity by detect-
ing fluctuations in local blood dynamics. fUS acquisitions
typically rely on the use of a 1D array transducer, which
records hemodynamic activity in a single plane. A new tech-
nique named swept-3D fUS imaging obtains a full 3D volume
of the brain by continuously moving a 1D array back-and-
forth over the volume of interest. The standard procedure
in fUS imaging involves filtering and averaging a number
of ultrasound frames obtained at a single location to com-
pute power-Doppler images, yet, in case of swept-3D fUS,
the location of the recorded slice shifts at each time instant
due to probe motion. In this work, we aim at discovering
task-relevant components from 3D fUS data while taking
into account the spatiotemporal differences in adjacent slices.
We propose an alternating optimization scheme with general
liner model-based regularization, and validate our method on
swept-3D fUS data by identifying active regions and time
traces within the mouse brain during a visual experiment.

Index Terms— 3D functional ultrasound, regularized
factorization, mouse, brain

1. INTRODUCTION

Functional ultrasound (fUS), similar to functional magnetic
resonance imaging (fMRI), is a hemodynamics-based neu-
roimaging technique. fUS can detect subtle variations in
blood volume, which, through neurovascular coupling, con-
stitutes an indirect measure for neural activity [1]. More
precisely, local changes in neural activity induce a delayed
response in blood flow and volume, which can be modelled
by the impulse response of the underlying neurovascular sys-
tem, named as the hemodynamic response function (HRF)
[2]. The HRF exerts a low-pass filtering effect on the neural
activity, and as such, mostly the low-frequency content of the
fUS signal is known to be correlated with neural activity [3].

Traditionally, fUS makes use of tilted plane waves trans-
mitted through the brain via a linear array transducer. Af-
ter beamforming of the backscattered echoes and angular-
compounding, a 2D compound image is acquired for a brain
slice at approximately every 1 ms. Next, batches of (typ-
ically around 200) compound images are grouped, and the

Doppler power-per-voxel is computed within each batch by
separating the blood signal from tissue components using sin-
gular value decomposition (SVD)-filtering [4], giving rise to
Power-Doppler Images (PDIs) [5].

When imaging the full 3D brain with fUS, one way is to
concatenate 2D fUS images of different slices by repeating
the same experiment at each slice [6], which notably prolongs
the recording time. Alternatively, a 2D matrix array can be
used for ultrasound transmission [7], which demands more
expensive hardware and generates images at a lower sensi-
tivity. Recently, another solution has been proposed by [8],
which uses a continuously-moving ultrasound probe. The
probe is moved back and forth with a sinusoidal trajectory
throughout the experiment, resulting in a 3D volume after ev-
ery half-cycle of the probe’s movement (called as a passover).
As such, computing the voxel-power from consecutive com-
pound images (as in the 2D case) would require integrating
over different slices, and ignoring the spatial changes within
the batch. Furthermore, due to the sinusoidal motion of the
probe, compound images are recorded ∼ 10 times slower at
the extremities of the trajectory. Thus, using a similar batch
size as in the 2D case to obtain PDIs would mean integrat-
ing over a much larger period in time. All in all, following
the same settings as used for 2D fUS could neglect important
changes along both space and time in swept-3D fUS imaging.

In fMRI literature, slice offset problem is commonly ad-
dressed under the term slice-timing correction. However, for
fMRI, as the name suggests, the only problem is the temporal
offset between slices. On the other hand, for swept-3D fUS,
PDI computation demands averaging over a number of trans-
missions; which also vary in space due to the probe’s motion.
Therefore, even if temporal alignment of slices is achieved
(such as using interpolation techniques, [9]), spatial changes
would still be ignored within a batch. Nevertheless, we can
consider a limit under which such spatiotemporal variation
can be regarded as insignificant, in other words, a number of
frames for which PDI-computation would be “safe”. We dis-
cuss this limit further in Section 5.

Our goal is to recover functional response while preserv-
ing the spatiotemporal differences amongst PDIs, which are
created using fewer compound frames. However, the fewer
compound frames used for computing PDIs, the more PDIs
suffer from poor signal-to-noise-ratio (SNR). Hence, we ex-
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ploit prior information introduced via a general linear model
(GLM)-based regularization to unravel the task-related con-
tent from low-SNR PDIs. To that end, we apply low-rank
decomposition on the fUS data matrix -which we formulate
as incomplete to model probe motion- using alternating min-
imization (AM) [10] with sparse GLM-regularization [11].

The rest of this paper is organized as follows. We first
explain our problem formulation and the proposed solution.
We then present our results in simulations and in-vivo swept-
3D fUS data, which we compare with standard analysis.

2. PROBLEM FORMULATION

The acquired swept-3D fUS data is naturally a 4D space-time
array of size Nz × Nx × Ny × T , where Nz , Nx and Ny

represent the number of voxels in depth, width and height re-
spectively, whereas T is the total number of time samples.
Due to the motion of the probe, a 2D image of size Nz ×Nx

is acquired at each time sample, corresponding to a slice at
y−axis. Thus, by vectorizing the space dimension, we can
obtain a 2D matrix Y of size NzNxNy × T representing the
acquired fUS data, as shown in Fig. 1. The blank parts of Fig.
1 simply refer to points of no acquisition. We will denote the
observed entries by the set Ω = {(i, j) : Yij is observed}.

Time samples

Sl
ic

e 
in

de
x

reorganize

Fig. 1: Matrix representation of swept-3D fUS data. Each

colored block stands for an imaged brain slice in vectorized

format. P denotes the time for one passover.

We hypothesize that Y can be successfully decomposed
to reveal task-relevant information from fUS data only based
on its observed elements using a low-rank approximation
[12]. More specifically, we factorize the fUS data matrix
into its space and time components, each represented as a
rank-2 matrix. We purposefully opt for a rank-2 represen-
tation to model all the task-related content together in one
component ([13]), while the second component accounts for
the remaining activity. We ensure this separation by applying
a GLM regularization to a single column of the factor matrix
in time, which will capture the HRF-mediated content of in-
terest from fUS data. To employ the GLM regularization, we
construct several response variables by convolving different
HRF shapes with the known stimulus time course (i.e., the
binary input signal which shows the on- and off- times of the
stimulus). While all the results in this study are obtained with

R = 2, we will present the proposed method using a rank-R
decomposition for the sake of generalizability.

The problem that we aim to solve can be expressed as:

(Û, V̂, β̂) = argmin
(U,V,β)

‖Y(i,j)∈Ω − [UVT](i,j)∈Ω‖2F

+ λ1‖V:,1 −Xβ‖2F + λ2‖β‖1, (1)

where Û ∈ R
NzNxNy×R and V̂ ∈ R

T×R are rank-R factor
matrices containing the spatial and temporal signatures of Y
respectively, and V:,1 refers to the first column of V. Note
that, applying GLM-regularization to a single column of V
allows for task-related content to be solely captured in that
component, whereas the second component models the rest,
i.e. background activity. For more complex experimental de-
signs, such as when multiple tasks are incorporated, higher-
rank models can be used where every column of V would
refer to the onsets of a specific stimulus. X ∈ R

T×B is the
design matrix, whose columns correspond to the regressors
obtained by convolving different HRF shapes with the stim-
ulus vector. B, the number of columns of X, is the number
of basis functions (or the HRF shapes) to be incorporated.
HRFs used in this work (generated using the gamma model,
[2]) are shown in Fig. 2. β ∈ R

B×1 stores the regression
coefficients, i.e. the contribution of each design matrix col-
umn. We assume that β is sparse to reveal physiologically-
meaningful HRF shapes. ‖.‖F is the Frobenius norm and ‖.‖1
is the l1−norm. The regularization coefficients λ1 and λ2,
adjust the influence of GLM and sparsity of the regression
coefficients respectively. Eq. 1 gives an estimate of the factor
matrices in time and space, as well as the HRF.

(a) (b)

Fig. 2: The HRFs used in this work (a) and columns of an

example design matrix obtained by convolving a simulated

10-second stimulus with the HRFs (b).

3. PROPOSED METHOD

Although the problem stated in Eq. 1 is not jointly convex in
U, V and β, it can be reformulated as such by alternating the
optimization between them [14]. Steps of the proposed three-
way AM approach are elaborated in Algorithm 1, where ε is
the error threshold for determining the point of convergence.
We solve the presented AM scheme using the CVX package
[15] in MATLAB. All codes are made publicly available1.

1https://github.com/ayerol/GLMR Swept 3DfUS
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Algorithm 1 Steps of the proposed AM algorithm.

Inputs: Y,X

Initialize: β(0) ← e1,V
(0)
:,1 ← Xβ(0),V

(0)
:,2 ← U(0, 1),

k = 0, λ1, λ2, ε

while ‖U(k+1) −U(k)‖2F + ‖V(k+1) −V(k)‖2F > ε do

U(k+1) ← argmin
U

‖Y(i,j)∈Ω − [UV(k)T
](i,j)∈Ω‖2F (2)

V(k+1) ← argmin
V

‖Y(i,j)∈Ω − [U(k)VT](i,j)∈Ω‖2F
+ λ

(k)
1 ‖V:,1 −Xβ(k)‖2F (3)

β(k+1) ← argmin
β

λ
(k)
1 ‖V(k)

:,1 −Xβ‖2F + λ
(k)
2 ‖β‖1 (4)

k ← k + 1

end while
Outputs: U,V,β

4. SIMULATIONS

We simulated a 3D brain of size (20,20,20) with two regions-
of-interest (ROIs). We assumed that there is one common
task that evokes activity in the ROIs, and we modelled this
task using the same stimulus times as in the real fUS experi-
ment (Section 5), representing it as a binary signal (1 when the
stimulus is on). To construct the task-induced time-course, we
convolved the stimulus signal with an HRF. We assumed that
the strength of this task-induced time-course varies smoothly
within the ROIs, such that it is highest at their center, as con-
trolled by the HRF peak amplitude (Fig. 3(a)). Next, we sim-
ulated another time-course to represent background activity,
which we generated as a normally distributed sequence. We
also introduced a sudden rise in the baseline of this activity
to mimic head motion artifacts [16]. Unlike the task-induced
response (which is present only in ROIs), we assumed that
the background activity is observed in the whole brain, yet
with a different strength at each voxel. Specifically, we set
the voxel-scaling of the background activity randomly from a
uniform distribution U(0.5, 1). Lastly, we assumed that only
one slice is measured at a time to model probe motion.

Results are shown in Fig. 4. As expected, we see that the
GLM-regularized component reflects the task-related content
both in space and time. On the other hand, the second com-
ponent models the remainder of the data, corresponding to
the noisy background activity with motion artifacts. We can
appreciate that while the first spatial signature is mostly zero
outside the ROIs, the second signature is distributed homoge-
neously throughout the brain, indicating commonality.

5. fUS RESULTS

We acquired the fUS data from a head-fixed C57BL/6 mouse
through a craniotomy [8]. The mouse was presented with a se-
ries of LED stimuli, flickering at 3 Hz during the on-periods.
Each repetition of the stimulus was kept on for a random du-
ration between [5,12] s, followed by a random rest period of

(a) Simulated brain with two ROIs. The colormap indicates the per-

voxel response strength given to the stimulus.

(b) Two example responses generated within and outside a ROI. Mo-

tion takes place around the 60th second.

Fig. 3: Simulated data.

(a) First spatial signature. (b) Second spatial signature.

(c) First temporal signature. (d) Second temporal signature.

Fig. 4: Simulation results. The first component ((a) and (c))

is GLM-regularized, thus, models the task-relevant content,

while the second component ((b) and (d)) depicts background

activity. Note that, the temporal resolution in (c)-(d) is higher

than the number of samples per-voxel (Fig. 3(b)), which is a

result of missing entries being filled after decomposition.
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Fig. 5: Estimated activation maps. All the images span a depth of [0.5,4] mm and a width of [-3,3] mm. Slices are equally spaced

and range from Bregma -1 to -4 mm. We only put schematic views for 3 slices (left and right columns), each corresponding

to the mean slice of a row. Highlighted regions at the right column show the key visual information processing regions of the

mouse brain: the superior colliculus (SC), lateral geniculate nucleus (LGN) and visual cortex (V1/V2).

[15,25] s. A high-frequency linear array transducer (L22-14v)
was attached to a motorized stage (Zaber X-LDA025A), mov-
ing in a sinusodial trajectory with a period of ∼ 3 s, and cou-
pled to a Verasonics acquisition system. Plane waves were
transmitted at 8 angles (±9◦) and beamformed in Fourier-
domain. We applied SVD-filtering to the beamformed frames
of a full passover to reject tissue motion artifacts. To con-
struct PDIs, we selected our batch size according to a spa-
tiotemporal limit, for which stationarity can be assumed in
both domains. In space, we used the Allen Mouse Brain At-
las [17] resolution as our reference, where each coronal slice
is distanced 0.1 mm apart. For time, we referred to the orig-
inal batch duration used in 2D fUS, that is 0.2 s [5]. In the
end, we obtained PDIs using only 30 compound frames (non-
overlapping), corresponding to a time window of ∼ 0.15 s
towards the ends of the brain, and ∼ 0.03 s in the middle
parts; and a scanning distance of 0.13 mm. We would like
to emphasize that our final fUS data matrix Y is in the form
shown in Fig 1, where each block-entry is a PDI. Lastly, we
standardized all voxel time-series (to zero-mean and unit vari-
ance) and applied spatial smoothing with a 3D Gaussian ker-
nel with standard deviation corresponding to one voxel.

(a) Two example voxel time-

series (ROI here refers to SC).

0 30 60 90 120 150 180
Time (s)

(b) First (top) and second (bottom)

estimated temporal signatures.

Fig. 6: 3D-fUS results in time.

The results shown in Fig. 6 reveal that the second tem-
poral signature captures the noisy content (including motion

ROI Correlation Standard GLM [18] Our Method

SC 2.9 3.5 3.7
LGN 2.9 2.8 2.9

V1/V2 2.8 2.9 3.2

Table 1: Highest z-scores achieved at each ROI.

artifacts) of fUS data, while the GLM-regularized signature
models the stimulus-led activity. To compare the performance
of our method with standard approaches, we calculated the
highest z-score at each ROI as an indication of how well the
ROI response is differentiated from the background. We ap-
plied the same process for activation maps obtained via voxel-
wise correlations and standard GLM. For the latter, we inter-
polated each voxel time-series according to a common time
axis, and used two regressors following [18] for the design
matrix: one is obtained with convolving the stimulus signal
with an HRF (for which we used the optimal HRF found by
our method); whereas the other is a constant. The results are
provided in Table 1, confirming that our method achieves the
highest contrast between active and non-active brain areas.

6. CONCLUSION

In this work, we aimed at unravelling the task-related com-
ponents of the brain from swept-3D fUS data obtained via a
continuously moving ultrasound probe, resulting in an incom-
plete data matrix. The proposed method aims at recovering
the spatiotemporal content of interest from fUS data by defin-
ing explanatory variables via a GLM. We propose an alter-
nating convex optimization scheme with GLM-regularization
to decompose the data into its low-rank components. We first
validate our approach on synthetic data, and later compare our
results on in-vivo fUS data with conventional analyses. Our
results reveal that we are able to uncover more significant acti-
vations in functional brain regions compared to conventional
methods. In the future, we plan to investigate higher-rank
models to incorporate multiple experimental paradigms.
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