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Abstract

A human driver can gauge the intention and signals given by other road users indicative of their future be-

haviour. The intentions and signals are identified by looking at the cues originating from vulnerable road

users or their surroundings (hand signals, head orientation, posture, traffic signals, distance to curb, etc.).

Taking all these cues into account by creating a separate detector for each is an extremely difficult task. In-

stead, this MSc Thesis will explore the possibility of using a generic contextual cue in optical flow originating

from a pedestrian with deep learning methods to improve the path prediction in a naturalistic driving sce-

nario.

The contribution of this work is to examine multiple ways to extract relevant information from the optical

flow and also explore the possibility of using the entire the high-dimensional optical flow using convolutions

and soft-attention to help identify relevant pixels for the prediction task. This work elaborates on the extrac-

tion and processing of optical flow features. It proposes 2 Recurrent neural networks (RNN) based model:

one to work with the histogram of optical flow features and the other one to take in the dense optical flow

directly. Also, visualisation of the soft-attention weights is done to add a step that helps in the interpretability

of the RNN model incorporating dense optical flow. From the experimental results, optical flow features have

shown significant improvements in terms of predicting probabilistic confidence for tracks with some changes

in their motion mode. It was seen that the convolution-attention RNN model was able to work with dense

optical flow features and position of pedestrians as input to obtain better results among all the combinations

of features and models compared in this work.
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1
Introduction

Autonomous driving is one of the key technologies that will shape the future of mobility. It will facilitate easy

access to mobility and the possibility of cheap and convenient transportation, with fewer people owning a

personal car. Few of the possibilities for the future include a subscription type model to mobility with fleet

operators providing transportation as a service. The subscription type model by calling the vehicle according

to ones need would enable efficient use of the vehicle and public spaces that otherwise would be occupied

for parking. Also, it can improve public transportation by providing last-mile connectivity. Autonomous

Vehicle (AV) will allow for a more leisurely time while travelling. It can also increase productivity by allowing

the passenger to occupy themselves with professional or learning tasks while being driven to work. One of

the major advantages would be that autonomous driving will reduce accidents caused by human error and

fatigue.

The work in this thesis delves deeper into one of the challenges of autonomous driving when it has to

operate in a space co-occupied by Vulnerable Road User (VRU). This chapter is organised as follows: sec-

tion 1.1 introduces the various automation levels as defined by Society of Automotive Engineers (SAE). This

will help in distinguishing and having a clear definition of the autonomous driving challenges and possibili-

ties. section 1.2 elaborates on environment perception, which is vital to make autonomous driving a reality.

section 1.3 explains about the path prediction task and why it is essential for the safe interaction of the au-

tonomous vehicle and a VRU. Finally, in section 1.4, the research questions that this work tries to address are

elaborated.

1.1. Automation levels
To understand the current capabilities and to measure the progress in technology of AV, SAE has defined

6 levels of driving automation in its J3016 standard [29] ranging from SAE Level-0 (no automation) to SAE

Level-5 (fully autonomous) as shown in fig. 1.1. In Level-0, the sole responsibility of driving task falls on the

driver with no automation, with the subsystem only existing to provide information and warnings. Under

Level-1, one of the driving tasks such as lane-keeping or maintaining longitudinal speed etc. is automated,

and the driver is always in the loop for every driving task and the sole responsibility of handling a develop-

ing situation rests with the driver. A Level-2 system will have more than one control function automated.

Here, a vehicle can control both the lateral (steering) and longitudinal (speed/braking) motion of the vehicle

simultaneously along with the driver paying constant attention and taking care of all remaining aspects of

1



2 1. Introduction

the dynamic driving task. In a Level-3 system, the vehicle can perform the dynamic driving task under cer-

tain conditions without supervision. The vehicle will be able to detect and react to its surrounding, therefore

allowing hands-free driving. However, the driver is expected to be awake and in a position to take control

when the automated system gives a warning. Level- 4 is a high driving automation system that can perform

the complete dynamic driving task in pre-defined routes or ‘operational domain’ in which the vehicle is sup-

posed to run. The driver is not expected to respond to the requests to take back control or respond to any

situation if the vehicle is within that specific route. Finally, Level-5 is the full driving automation system that

can perform the dynamic driving task in all situations and is independent of any particular operation domain

or routes. The driver is completely removed from the loop.

Figure 1.1: Automation levels as defined by SAE [29]

1.2. Environment perception
An autonomous vehicle has to detect and perceive the environment better than humans for acceptance and

safe operation. For high levels of autonomy starting from Level-4 where the driver is not expected to take

back control, the vehicle should be able to operate in all types of weather and lighting condition without

intervention. Apart from this, for a reliable and safe driving, there should be redundancy and fallback for

various sensors. An autonomous vehicle needs to be equipped with diverse sensors specializing and com-

plimenting each other in different operating conditions and also as verification for each others perception

of the environment. Currently, major sensors under development for environment perception are camera,

Light Detection and Ranging (LiDAR), Radio Detection and Ranging (radar) and acoustic sensors. Working

with each other, they can detect, classify and estimate position and speed of objects. Apart from these en-

vironment perception sensors, the vehicle needs to be equipped with Global Positioning System (GPS) and

Inertial measurement unit (IMU) to help provide the ego-vehicle’s location and motion in the environment.

Among the environment perception sensors, the camera gives the best visual representation of the envi-

ronment as it is not just able to detect objects but also recognize them. However, cameras have limitations in

low visibility conditions and are also affected by the weather conditions when it is raining or foggy outside.

Also, a single camera setup cannot localize the detected objects in the 2-D world without incorporating prior
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knowledge. LiDAR, which works on the principle of emitting and reception of the reflected light pulses will

enable the autonomous car to have a 3-D view of the entire environment. It can detect the depth and shape

of the object, and can work in low-visibility conditions, thereby complimenting the camera sensor. Similar

to LiDAR, the radar works on transmission and reflection of radio waves from the object. Depth and speed

can be estimated based on the difference between the transmitted and received wave frequencies. One of the

advantages of radar is that it can work well in all weather conditions compared to LiDAR or camera which gets

affected by rain, fog or snow. Also, compared to LiDAR, radar is relatively less expensive. Among the avail-

able sensors, acoustic sensors can play an essential role in detecting objects that are not in the conventional

line-of-sight of the sensors mentioned above. It can detect objects approaching from behind an obstacle and

can provide early warnings since sound can propagate beyond-line-of-sight of the source. For example, using

auditory cues would be helpful to detect the sirens of emergency vehicles in the vicinity and react to them as

early as possible.

1.3. Prediction Task
Research in the field of autonomous driving can be divided into 4 component blocks that depend upon each

other, as shown in Figure 1.2. The first stage involves detection and identification of objects in the environ-

ment using sensors such as camera, radar, LiDAR and acoustic sensors. It is followed by temporal association

of observations to existing tracks or creation of new tracks for a previously unseen agent. Tracks and detec-

tions of the agents are then fed to the third stage to predict future trajectories or the intention of the agent.

Path prediction stage will make use of observations from multiple sensors. Images from the camera will be

used to extract visual cues, LiDAR, radar or stereo vision would localize the agent in the ego-vehicle environ-

ment and information from GPS, and IMU can be used to provide the localization in a world coordinate. In

the final stage, knowledge of the environment from the detection stage and the predictions will be used to

determine the available free spaces in the future and path of the AV will be planned accordingly.

Figure 1.2: Components blocks for autonomous driving

One of the main challenges of Autonomous Driving System (ADS) is to predict and reason how a VRU

would behave in the future. Path prediction becomes important as automation levels increase, and the ve-

hicle is expected to operate in complex urban traffic scenarios with constant interaction with multiple VRU.

From ‘Level-4’ on-wards, the AV is expected to handle the complete dynamic driving task without human in-

terventions. With path prediction, an AV will have a glimpse of how the environment would evolve in future

time steps allowing that extra fraction of a second to react, ensuring safety and comfort. In a sample scenario

shown in fig. 1.3, the AV has to identify whether the pedestrians would stop at the curb or will they cross in

front of the vehicle. Path prediction methods that can identify and understand these type of intentions and
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prevent dangerous situations. For understanding the intentions of a VRU, additional contextual information

such as environment layout, traffic signals, distance to the curb, gestures, awareness or body posture needs to

be included to understand what a VRU intends to do. Taking all these cues into account by creating a separate

detector for each is an impossible task. Instead, looking at a generic cue that can capture as much as pos-

sible information would be ideal. A human driver relies primarily on the visual input for driving. However,

based on driving experience, humans are able to pay attention to relevant areas in the scene or other road

users that would affect driving. So, instead of using the entire scene as contextual information in the form of

a high-dimensional image, the problem can be broken down to extract specific generic cues originating from

the environment or other individual road users. As this work will look into short-term trajectory prediction of

a pedestrian for safety-critical situations; sudden changes in motion and preceding signals originating from a

pedestrian body becomes significant. This work will look into the changes in the image from frame to frame

to detect changes in motion behaviour. The difference in location of the image features between two frames

is called optical flow and is further explained in section 3.1. The optical flow will implicitly contain similar

spatial constraints and shape as images, along with an additional correlation to motion.

Figure 1.3: Representative scenario for a case when an AV has to identify the crossing intention and predict the path for safe interac-
tion(from [35])

1.4. Research question
The importance of path prediction and how a contextual cue will enable the prediction method to predict

VRU behaviour has been discussed in section 1.3. This work will investigate the incorporation of a generic

contextual cue in optical flow for the path prediction task. Hence, the main research question of the thesis is:

Does the incorporation of optical flow as a contextual cue improve the path prediction performance?

The sub-questions for this investigation are:

• What is a suitable method and approach to model path prediction?

• How does the accuracy in terms of probabilistic confidence and predicted position affected by the in-

corporation of optical flow?

• Is dimensionality reduction needed to make dense optical flow a feasible contextual cue?



2
Related Work

This chapter is organised to introduce the development and related works in the area of path prediction (sec-

tion 2.1) and progressively expand and discuss in-depth the methods that have adopted non-linear regression

approach using Recurrent Neural Network (RNN) (section 2.2). In section 2.3, various types of contextual cues

used for the prediction task are mentioned. In section 2.4, the available datasets and benchmarks for path

prediction task are listed down. In section 2.5, the performance of methods on benchmarks is aggregated to

evaluate the current state-of-art. Finally, in section 2.6, the contribution of this work along with the choice of

model and contextual cues are elaborated by discussing the rationale behind the choices.

2.1. Prediction method taxonomy
Path prediction methods can be broadly divided into 3 categories, as shown in fig. 2.1 [52]: physics-based

methods use explicit motion models to make predictions; the planning based approaches minimize the ob-

jective function of the path taken to reach a particular goal; and the pattern-based approaches learn the

underlying motion pattern from a database. In this section, the previous work in the field of path prediction

will be discussed and will be organized into one of these three categories.

2.1.1. Physics based approaches
Physics-based approaches have explicitly defined motion models and can also use multiple motion models

that can either be combined or selected based on the estimated state. The future position of the vulnerable

road user is then calculated by recursively applying the pre-defined or estimated motion model. Kalman

filters (KF) is one of the well known and widely adopted methods that fall under this category. Kalman filters

can be used for predictions by recursively propagating the current state with a pre-defined dynamical model

such as Constant Turn (CT), Constant Velocity (CV) or Constant Acceleration (CA) [23]. Apart from using

explicitly defined motion models, the physics-based approaches also include methods that can make use of

a pre-defined set of rules. Helbing and Molnar [24] used the social force model to assign various attractive

and repulsive forces to model human-to-human interactions in the crowd. In [2], the social force model

was expanded by mapping the affinity of people to move together based on their proximity and their relative

position in the neighbourhood of agent.

A VRU may exhibit various motion’s (e.g. linear movements, turning, accelerating). In order to capture

5
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Path prediction methods

Physics based
approaches

Planning based
approaches

Pattern based
approaches

Kalman
filters

MoLDS

SLDS

DBN

IRL

Path
planning

RVO

PHTM

GPDM

Non-linear
regression

Figure 2.1: Classification of path prediction methods. Under each modelling approaches, few of the methods that fall under those
categories are given, which would be elaborated going forward.

these variations, multiple motion models approaches such as Mixture of Linear Dynamical Systems (MoLDS),

Switching Linear Dynamical System (SLDS) and Dynamic Bayesian Networks (DBN) are adopted. MoLDS

consists of multiple motion models and a suitable model is activated based on priors and observations.

In [43], informed and uninformed MoLDS was used to predict the trajectory of a cyclist. The uninformed-

MoLDS is initialized with uniform priors whereas the informed-MoLDS includes priors, furthermore, in [43]

the local topology was used to assign a prior for the motion models at various locations. Similarly, an SLDS

incorporates multiple motion models and uses state parameter to define the probability of being in a partic-

ular motion state and a transition probability matrix to define the probability of switching between various

states. As observed in [35], an SLDS can acknowledge the change in motion models after sufficient observa-

tions contradict the predictions from the currently active dynamic model but cannot anticipate the change

even before it occurs. However, DBN have the ability to take in visual or other cues and provide reasoning for

the possible cause of change and forecast the VRU behaviour. In [35], the DBN was used to extend the predic-

tion task to a general non-linear probabilistic graphical framework incorporating multiple models and cues

such as the distance between pedestrian and ego-vehicle, head orientation and distance of the pedestrian

from the curb.

2.1.2. Planning based approaches

Planning-based approaches use an objective function to minimize the cost of a sequence of action, imply-

ing, the methods account for the impact of current and future actions on the future state of the model [57].

Planning-based approaches can be sub-divided into two categories based on the cost function: forward-

planning and inverse-planning approaches.

Forward-planning approaches use a user-defined cost function to infer motion. One of the approaches

is to use a global path planning method to predict a trajectory based on the final goal combined with a local

collision avoidance methods such as the Reciprocal Velocity Obstacles (RVO) [61]. In [51], a forward-planning

approach, the trajectory is obtained by coupling the planning and prediction part. The prediction part ac-

counts for the conflicting objectives and goals of other agents in the scene, and the resulting cost is used to

plan the future trajectory of the agent. Inverse-planning approaches adopt an online estimation to calculate

the cost function and one of the ways to estimate the cost function is through the addition of Inverse Rein-
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forcement Learning (IRL) or also or also called as Inverse Optimal Control (IOC) module [69]. In [37], an IRL

module was added to the RNN network for refining and ranking the trajectories by accounting for agent in-

teractions, semantics and the expected reward. In [34] and [69], semantic map of the environment was used

to learn the cost function identifying the preferences of an agent to traverse the environment.

2.1.3. Pattern based approaches
Pattern-based approaches do not require an explicitly defined dynamical motion model. The focus is on

designing an effective learning strategy to discover patterns or dependencies from the training data. Pattern-

based methods can be distinguished into two categories: clustering-based (e.g. PHTM) and regression-based

approaches (e.g. GPDM, RNN).

Probabilistic Hierarchical Trajectory Matching (PHTM) method matches the feature vectors hierarchically

to a database of motion trajectories and the corresponding feature vectors. The closest match of the current

trajectory to the one in the database is used to extrapolate future motions from the current state. The input

vector for the trajectory database can also contain relevant contextual cues and kinematics. In [32], pedes-

trian state consisted of lateral and longitudinal positions along with low-dimensional optical flow features.

However, clustering-based approaches are limited in their successes because of their limitation in large data

size and dimensions [6].

Gaussian Process Dynamical Models (GPDM) [64] is a non-linear method that maps dynamics to a low-

dimensional latent representation and learns the model dynamics along with the mapping of latent repre-

sentation to the observation space using Gaussian Process (GP) regression. Once the non-linear mapping

between the latent and observation space is learned, future predictions are made in the latent space and

then translated to observation space. In [32], GPDM is used for dimensionality reduction of the dense optical

flow features to a lower-dimensional learned latent representation. Walking and stopping models are sepa-

rately trained, and the model is able to predict the trajectory and optical flow for future instances. GPDM can

generalize well even with small amount of training samples. However, performance or learning is a significant

issue in large datasets.

Non-linear regression approaches learn the implicit dynamics and patterns sequentially from the training

data, with the development and progress in machine learning, RNN have shown promising results in recent

works involving prediction tasks. This area and the recent works would be further explored in the section 2.2,

as these approaches have produced state-of-art results in benchmarks and in recent times, have become

increasingly popular for the path prediction task.

2.2. Recurrent Neural Network
An RNN is a type of deep learning method that can handle variable-length input sequences and learn the

underlying pattern of time-series or sequences (fig. 2.2). Recent successes of RNN can be attributed to the

sophisticated recurrent units such as Gated Recurrent Unit (GRU) [13] and Long Short-Term Memory (LSTM)

[25]. These units allow retaining the vital information over a long range of the sequence.

In this section, an in-depth look into some of the recent works that have adapted the RNN to model tra-

jectory prediction is presented. The work has been categorised to understand the underlying design choices

and why they were chosen for building the network architecture.
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Figure 2.2: A basic RNN architecture that makes future predictions based on past observation. An input in the form xt is fed to the
network at time t , based on previous observations xt−i and the current input, the network can make predictions for t +n steps ahead.

2.2.1. Recurrent unit based approach

RNN based methods have shown that it is possible to model complex social interactions to predict trajec-

tories. In [3], the proposed Social-LSTM use the simple LSTM unit to capture the inter-dependencies of

multiple agents in the scene creatively. LSTM have a remarkable ability to learn long sequences; however,

they cannot capture co-relation between agents. In the proposed network, individual pedestrian paths are

modelled using an LSTM; however, LSTM of individual agents are connected through a social-pooling layer

as shown in fig. 2.3. Information about the hidden states of each neighbouring LSTM is shared to reason

about future predictions implicitly. The spatial information about the neighbours is preserved in the social-

pooling layer. In [22], Social-GAN combines the LSTM with a Generative Adversarial Network. LSTM is used

to observe motion-history and a Generative Adversarial Network (GAN) is used to generate socially plausible

trajectories by aggregation of information from various layers.

Figure 2.3: Social LSTM: Individual LSTM are connected to each other through a social-pooling layer allowing the sharing of information
with spatially proximal LSTM’s (from [3])

2.2.2. Convolutional RNN

Images contain a lot of spatial information and constraints and directly supplying it to a vanilla RNN network

will lead to loss of vital information. The convolutional RNN architecture was developed to support tasks

such as activity recognition or trajectory prediction that takes images as input, machine translation etc. Con-
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volutional RNN uses CNN layers as a feature extractor for images and videos, which is then fed to the RNN

layers for temporal predictions.

In [56], the proposed INFER network uses an intermediate representation in the form of 5 semantic chan-

nels: obstacles, road, lane markings, target vehicle and other vehicles. These semantic channels are indepen-

dent of the sensing modalities and hence generalises well to different datasets and can work with various type

of sensors. Inputs from these multiple channels(fig. 2.4) are then fed to a RNN network to learn the spatial

and temporal dynamics.

Figure 2.4: INFER network architecture. Input from monocular images and depth information from LiDAR or stereo cameras are used
to create an intermediate representation comprising of 5 semantic channels: lane, road, obstacle, other vehicles, target vehicle before
being fed to the network (From [37])

.

2.2.3. Encoder-Decoder Network
In the encoder-decoder architectures, an encoder takes in the input sequence and converts it into a fixed-

length hidden representation, and the decoder part takes as input the hidden representations and converts it

into a required output sequence vector[60].

In [37], the proposed DESIRE network uses an encoder-decoder network architecture to predict the tra-

jectories of an agent in dynamic scenarios. The network consists of 3 parts: an encoder-decoder module to

encode the past observations of all the agents in a scene, a Conditional Variational Auto-Encoder (CVAE) to

create multiple possible trajectories that account for the uncertainties in a dynamic environment followed by

an Inverse Optimal Control based ranking and refinement module as shown in Figure 2.5.

Figure 2.5: DESIRE network architecture. Model is wrapped into a end-to-end trainable encoder-decoder network. CVAE generates
multiple plausible predictions and the IOC based module assigns rewards and rank predictions generated by CVAE(From [37])
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2.2.4. Attention Network
Recurrent neural networks with recurrent layers such as LSTM and GRU have been the popular approach

for sequence modelling problems [60]. However, the sequential nature means that with increased complica-

tions, the computational cost increases and this issue is exacerbated in a high dimensional input space [55].

In an encoder-decoder architecture, the encoder summarizes the input into a single context vector which

the decoder uses to generate predictions. This technique works well for smaller sequences; however, as the

length of the sequence or dimension increases, a single vector becomes a bottleneck and it gets challenging

to summarize long sequences or a high dimensional vector space into a single vector. This is where the at-

tention mechanism [62] has distinct advantages. Attention mechanism can help weigh and reason about the

relative importance of different features for the prediction task and has shown good performances in the high

dimensional input space by being able to identify smaller discriminative regions to focus on[53].

In CAR-NET, proposed in [53], the entire raw image of the scene is supplied as the feature vector. In this

high dimensional input space, visual attention module compromising of a single-source and multi-source

attention is used to identify and focus on smaller discriminative regions in the image that captures the agent-

space interaction. Multi-source attention mechanism (hard-attention) help identifying relevant cues that

are scattered over multiple areas in the entire image. In contrast, the single source attention method (soft-

attention) draws out essential information from the local area where the agent is situated(Figure 2.6).

Figure 2.6: Focus regions of a single source and multi-source attention mechanism used in [53]. Single source attention focuses on a
single part of the image whereas the multi-source attention weighs the relative importance of each individual pixel

In [48], a joint intention estimation and trajectory prediction framework is utilized as shown in Figure 2.7.

The network comprises of 3 separate network units. The last-k sequence of images of a pedestrian is used as

the input for intention estimation and trajectory prediction. The third unit predicts the future velocity of the

vehicle. The results from the intention estimation network and the last-k sequence of images are first passed

through a temporal-attention layer network and then fed as an input to the trajectory estimation network.

Temporal-attention layer identifies the relative importance to be given to each observation. However, the

attention is not explicitly applied over the pixel-space.
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Figure 2.7: Intention Estimation and Trajectory Prediction framework proposed in [48]. The network receives a cropped sequence of
images of a pedestrian and the current speed of ego-vehicle. The intention estimation module produces a hidden state representation
which is then concatenated with multiple outputs and finally fed to the network. Vehicle speed prediction network use the current
location and speed to predict the future speed of the ego-vehicle.

Attention mechanism has also been used to model social trajectory prediction. In [63], proposed ‘Social

Attention Network’ uses the attention mechanism to capture the relative importance of other agents in the

scene to predict future trajectories. Multi-Agent Tensor Fusion Network (MATF) proposed in [68] is one of

the first networks to include scene context in social trajectory prediction. Encoding of the scene features is

combined with a spatially aligned encoding of past trajectories. The spatially aligned encoding of multiple

agents is fused through a convolutional mapping that can capture the dynamic interactions of people and

the environment as a whole. An attention mechanism is used to identify which agents in the scene will affect

the trajectory prediction of a given agent [62]. Uncertainty in the real-world trajectory is captured by gen-

erating multiple trajectories using the Conditional GAN [41]. This network is able to model both the spatial

constraints and social interactions.

Figure 2.8: Illustration of inputs to the MATF network. Input to the network are past trajectories of ‘n’ agents fed to LSTM encoders and
then the output from agent channels are spatially aligned with the scene context
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2.3. Contextual cues
The challenges path prediction of a VRU arises from the fact that there is a sudden change in their motion

modes when there is a switch from walking/cycling to abrupt stopping or taking a turn [35]. A human driver

can reason about these changes by taking into account the previous behaviour, surrounding environment,

rules and regulations, interaction with other agents in the environment, and so on. All this information and

signals that influence motion behaviour are termed as contextual cues. Contextual cues can be categorized

into three broad categories [52] as shown in fig. 2.9. In this section a more detailed look into the categorization

and some of the contextual cues that have been used for path prediction is presented.

Figure 2.9: Broad categorisation of the contextual cues

2.3.1. Contextual cues from the VRU
Humans usually rely on non-verbal cues to gauge the intentions of other road users, and trajectory prediction

methods should be able to account for this information. Moreover, in a naturalistic driving scenario, failure to

understand these intentions can lead to accidents. Contextual cues such as head orientation, pose, awareness

of the approaching vehicle etc. helps in reasoning and identifying the sudden changes in the motion of a VRU

even before they occur [35][45][66]. Also, the abrupt switches in the motion from moving to stopping or vice-

versa can be indicated by a VRU through hand gestures or by eye contact and as such contextual cues or

signals sent out by the VRU can provide the path prediction models with valuable insight into how the scene

will evolve. Including information such as age, clothing and objects carried, allows defining multiple motion

types for different groups based on their attention to the environment, reaction time and personality [40][47].

The detection and identification of head orientation have shown to provide a measure of the attention

received by various elements in the environment [4]. Head orientation help in the assessment of the situa-

tional awareness of the VRU. This knowledge is useful in situations involving the decision making for a VRU,

which is affected by the perception and cognition of the approaching vehicle. A glancing look or a VRU mon-

itoring the traffic is a reliable indicator of crossing intentions [47]. Also, an inattentive pedestrian may fail to

recognize the approaching vehicle and cross, leading to a hazardous situation. With a measure of situational

awareness, a trajectory prediction method can reason whether the pedestrian would stop or not before there

is an actual change in the motion dynamics. In [35], including the parameter "Has Seen Vehicle" (HSV) in the

DBN along with other contextual cues, improves the log-likelihood of the predictions.

Hand gestures are another contextual cue that a human driver is easily able to identify and is a typical way
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that a VRU or other road users interact with human drivers. In [47], it was shown that in more than 90% of

the clips, non-verbal communication existed between road users. In [44], including the cue of whether the

cyclist’s arm was extended or not, improved the prediction task of a cyclist taking a turn. Hand gestures are

also used by other road users to acknowledge the awareness and signalling the intention.

Articulated body pose is a more generic contextual cue that can be used to identify intention and aware-

ness of a pedestrian and can potentially capture the head orientation, hand gestures and changes in the gait

that can potentially precede any change in the motion [45]. Recent research has shown that the full-body

appearance of a pedestrian improves the classification task of crossing/not crossing compared to evaluating

only on the head orientation or lower body [46]. However, there are challenges in using this method as robust

detection of the pose becomes the bottleneck. Occlusions are quite common in a naturalistic dataset with the

VRU occluded by objects or other agents. Also, the evaluation of complete body posture may require stereo

cameras or motion history of images.

Optical flow is another generic cue that provides full-body information. Optical flow is the estimation

of apparent velocity of an object measured by the change in brightness over the subsequent sequence of

images. Relative motion between the observer and the object causes the change in brightness at the pixel

level in images [26]. Research in the latter part of 1970’s on optical flow has shown that it can be used to

segment images into different objects [30], to extract the shape of the object[14] and in recovering the relative

velocity of the object. All these inherent attributes make optical flow an interesting and attractive contextual

feature for deep learning model with a large training set data. Optical flow may implicitly detect changes

in body postures, speed changes, signalling etc. In [32], the histogram of optical flow features was used to

capture the motion differences between the upper torso and legs of a pedestrian and used as a contextual

cue to predict future trajectories. In [58], the dense optical flow was directly used as a feature for the dynamic

trajectory predictor.

2.3.2. Static Cues
The surrounding environment and agents affect the motion of a VRU. All these contextual cues originating

from the surrounding infrastructure, traffic rules, street layout and other agents are classified as static cues.

The agent’s behaviour and motion will be influenced by their position and layout of the environment

[43]. For example, when a pedestrian approaches a curbside, there would be a higher probability of stopping

and similarly an obstacle in the path may lead to the agent changing directions. Also, the layout has a direct

correlation with the amount of attention a VRU pays to the environment. In [47], it was found that on a

non-designated crosswalk or a narrow street, the pedestrian pays more attention compared to a designated

crosswalk such as zebra crossing. In [34], Kitani et al. showed the impact of physical scene features such

as destinations, road and sidewalks. In [31], it was seen that the knowledge of the destination yields better

recognition of human activity.

Static cues can be incorporated into the model through multiple ways: map-aware methods can use a

pre-loaded map of the environment, sensors can detect obstacles and dynamic objects, or a semantically

rich representation of the environment can be created and used as static cues [37].

2.3.3. Dynamic Cues
Dynamic cues relate to interaction and awareness of the VRU with respect to the other agents in the envi-

ronment. Under these, we have position and awareness of the approaching ego vehicle, the effects of other

road users and social interactions. In the survey conducted in [47], it was seen that pedestrians intention to

cross the road is affected by the gap between the agent and the ego-vehicle or more precisely Time to Col-

lision (TTC). Apart from this, social grouping, formations, and group movement are other aspects that fall
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under dynamic cues [42] [2]. Identifying formations and convoys allow incorporating motion models that

essentially differs from a model of an isolated individual agent.

2.4. Datasets
Dataset and benchmarks play an important role in the development and improvement in the accuracy of

deep learning models [16]. Benchmarking helps in measuring and comparing the performances, assists the

improvement of the state-of-art in their respective domains. For trajectory prediction, there are multiple

varieties of datasets. These vary in terms of view-point, type of annotations and sensors. "Stanford Drone

Dataset" [50], "ETH" [18] and "inD Dataset" [7] are examples of the top-down view datasets recorded from a

drone or surveillance cameras perspective containing world coordinate information. Then there are datasets

recorded by a camera mounted on-board a moving vehicle in naturalistic driving scenarios: Pedestrian In-

tention Estimation (PIE) [48], Joint attention in Autonomous Driving (JAAD) [36], EuroCity Persons (ECP) [9] ,

Argoverse [11] , Waymo [1], nuScenes [10], Lyft Level 5 [33] and KITTI[20]. Among these, KITTI, Waymo, Argo-

verse, nuScenes and ECP dataset contains the ego-motion and 3-D coordinates of a VRU along with camera

recordings. Unlike ECP-Dense dataset, KITTI, Argoverse, Waymo and nuScenes do not contain separate cu-

rated tracks of VRU for path prediction. In section 4.1, a detailed look into the ECP-Dense dataset is given.

For cyclist and other riders, the Tsinghua-Daimler Cyclist (TDC) [38] dataset has been used as a benchmark.

Further details and comparison based on sensor types, number of pedestrians and riders and whether for

privacy reason faces are blurred or not is made in section 2.4.
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Annotations (unique)

Dataset View Sensors Pedestrians Riders Freq Faces blurred

KITTI[20] Vehicle LiDAR (10 Hz) +
camera (10 Hz)
+ GPS/IMU

9400 ∼ 3300 No

EuroCity Persons[9] Vehicle camera (20 Hz) 218313 19780 20 Hz No

Waymo open dataset[1] Vehicle 5 LiDAR +
5 cameras +
GPS/IMU (all
10 Hz)

2759030
(22902)

66643
(620)

10 Hz Yes

nuScenes [10] Vehicle 1 x LiDAR (20 Hz)
+
5 x radar (13 Hz)
+ 6 x cam-
era (12 Hz) +
GPS/IMU

222164 2 Hz Yes

Argoverse [11] Vehicle LiDAR (10Hz) +
7 x cam-
era (30hz) +
stereo (5Hz) +
maps

78080
(867)

10623 (84) 10 Hz Yes

Lyft Level 5[33] Vehicle 3 x LiDAR (10Hz)
+ 7 x cam-
era (30 Hz) +
maps

24395 10 Hz Yes

City Persons [67] Vehicle Camera 31514 3502 1.5 Hz No

PIE [48] Vehicle Camera 740000(1800) 30Hz No

ETH [18] Top-view Camera 8908 2.5 Hz No

Stanford drone dataset [50] Top-view Camera 11216 6364 25 Hz No

Table 2.1: Overview of datasets by comparing the type of sensor information available, no. of annotations for VRU and the frequency at
which they are annotated.
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2.5. Comparison of performance
For trajectory prediction of a pedestrian in the image plane, JAAD and PIE dataset serve as a good benchmark

with curated tracks of pedestrians performing interesting motions. The error in the benchmarks are reported

in terms of Average Displacement Error (ADE) and Final Displacement Error (FDE). ADE measures the dis-

similarity by taking the mean of the euclidean distance between the predicted points and the ground truth

over the entire t +n prediction steps. Whereas, FDE measures the distance between the final predicted point

in the prediction step and the corresponding ground truth position.

The ADE of methods on the JAAD and PIE dataset is reported in table 2.2.

Method
ADE on PIE ADE on JAAD

0.5s 1s 1.5s 0.5s 1s 1.5s
KF 123 477 1365 223 857 2303
LSTM 172 330 911 289 569 1558
Bayesian-LSTM [5] 101 296 855 159 539 1535
PIEtr a j [48] 58 200 636 110 399 1248

Table 2.2: ADE of pixel bounding boxes predicted over all time steps on PIE and JAAD dataset [48]

Stanford drone dataset [50] has been used as the benchmark for trajectory prediction of pedestrians in

world coordinates. The performance of various methods in terms of Average Displacement Error and Final

Displacement Error for 4.8s prediction horizon using 3.2s of motion history is listed in the Table 2.3. The best

performing methods on the reported results are RNN based. The comparison shows that "Sophie" [54] which

is a CNN based attention network has state-of-art result closely followed by "Desire" an encoder-decoder

type architecture.

Method ADE in
cm (4.2s)

FDE in cm(4.2s)

LSTM 37.35 77.13
Social Force [24] 36.38 58.14
Social LSTM [3] 31.19 56.97
Social GAN [22] 27.25 41.44
Desire[37] 19.25 34.05
CAR-Net[53] 25.72 51.8
Sophie [54] 16.27 29.38
MATF GAN [68] 22.59 33.53

Table 2.3: Average Displacement Error and Final Displacement Error over 4.8s prediction horizon in Stanford Drone Dataset. [68]

2.6. Contribution
Contextual cues originating from a VRU can indicate the awareness of the environment, intentions, and also

as a feature used for communication of those intentions with other agents in the environment. Taking all

these cues into account by creating a separate detector for each is an impossible task. Instead, looking at

a generic VRU related feature which can be used in an end-to-end training would be ideal. From a generic

contextual cue perspective, articulated body pose and optical flow are certainly of interest. Articulated body

pose still has issues with robust detection and identification in a naturalistic driving scenario. Whereas, opti-

cal flow is an interesting generic contextual cue with implicit property to capture the relative motion between

body parts [32] that a non-linear regression approach can use to capture the signs preceding any change in

motion of a VRU. However, the dense optical flow is a high-dimensional input compared to a 2-d position
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feature (x, y) that is the basic input for the path prediction task. So, experiments would be conducted to eval-

uate the benefits of using a high-dimensional dense flow with spatial relations compared to processing it to

a lower-dimensional feature.

The physics-based approaches require explicit modelling of the situations but are useful in providing the

reasoning behind predictions [35]. This is interesting from the perspective of getting a greater insight into

the trajectory prediction problem but is limited by the vast number of cases in a naturalistic driving scenario.

Among pattern-based approaches, clustering-based approaches such as PHTM that requires matching from

the database would become slower with larger datasets. In the literature and benchmarks (section 2.5) a shift

towards a non-linear regression approach utilizing RNN and other deep learning methods can be seen and

they have consistently improved the prediction performances. Attention mechanism has been used to find

important regions in a high-dimensional space [48] [55] [62], LSTM and GRU have been the preferred back-

bone to model the sequential nature of predictions [68] [37] [56]. In some of the cases utilizing images to

extract cues, Convolutional Neural Network (CNN) has been the preferred feature extractor as it can identify

geometrical shapes and spatial relations. Even GAN have been used to generate multiple plausible trajecto-

ries to capture the uncertainties of a real-world scenario. For this work: a non-linear regression approach

utilising multiple methods such as RNN to model the sequential nature of the track, CNN to extract features

from the dense optical flow and attention mechanism to weigh the relevant regions in dense optical flow will

be combined to design the network architecture.

The main inspiration for the attention mechanism used in this work is from [65] which introduced visual

attention for image captioning. In this work, 2 types of attention mechanisms were utilized: soft-attention

and hard-attention. Soft-attention assigns weight to the entire input, higher weights are indicative that it

is being attended to more. Whereas, hard attention focuses only on the subset of the input, in the case of

images this results in the network seeing a small extracted region of the image, which, hopefully is the part

most relevant to the task. Since for this work the dense flow of the bounding box of the relevant pedestrian

is only fed as input, soft-attention will be useful to identify the relevant pixels within that region as the entire

scene is not fed as the input to call for adding hard-attention.

Among the naturalistic driving dataset presented in section 2.4, PIE [48] and JAAD [36] lacks the world-

coordinate information. Argoverse [11] , Waymo [1], nuScenes [10] and Lyft Level 5 [33] have the faces of

pedestrians blurred which would introduce an artifact to optical flow features. ECP-Dense dataset which is

a curated subset of interesting scenarios for path prediction from the much larger ECP dataset also contains

ego-motion and 3-D coordinates of a VRU along with camera recordings. Hence, ECP-Dense dataset is cho-

sen to evaluate the performance of models presented in this work. Apart from this, further processing and

labelling of the tracks in ECP-Dense is done, details of which are presented in Section 4.1.
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Methodology

The goal of this work is to investigate the incorporation of a generic contextual cue in optical flow into a

Recurrent Neural Network. This chapter is organised such that, in section 3.1, the extraction and processing

of optical flow features is presented. In section 3.2, RNN architectures used to incorporate the optical flow

feature in this work is explained. Section 3.2 starts with the comparison of the fundamental recurrent units

GRU and LSTM and selection of one of these recurrent units as the building block for the networks. Then the

network architectures used to incorporate optical flow features and the soft-attention mechanism used to

handle the high dimensionality of the features is elaborated in section 3.3. In section 3.4, the method used to

visualize the attention weights or focus areas of where exactly the network is looking in the denseflow features

to make predictions is presented. The coordinate transformation required to combine the contextual cue

which is available in the ego-vehicle coordinate system and the 2D world position of a pedestrian is presented

in section 3.5. Finally, section 3.6 gives details about the evaluation metrics to compare the performance.

3.1. Optical flow as contextual cue
Optical flow is not directly measurable and requires precise correspondence of features between 2 images

and as such has been a difficult task to solve in the field of computer vision. Traditional methods involve

complex optimization steps [59], making the estimation of optical flow slow.

However, with deep-learning, optical flow can be learned using the end-to-end learning approach and

CNN has the ability to learn and correlate features irrespective of the spatial position. The advantage of using

a CNN is that it is comparatively faster than the traditional approaches and can run in real-time. In this field,

FlowNet [17] was one of the first end-to-end CNN architecture for optical flow estimation and was able to

make predictions at the rate of 10fps. FlowNet network was a milestone in terms of displaying the capability

of learning-based approaches to estimate optical flow. However, the performance was not competitive with

the existing state-of-art traditional methods. The successor, FlowNet 2.0 [28] was designed to address the

issue of performance. It is a cascaded network that refines the flow estimate from the preceding step and also

includes a part that specializes in detecting and estimating small displacements. FlowNet 2.0 was marginally

slower than its predecessor but decreased the flow estimation error by 50%. Also, the network had shown

comparable performance with respect to the state-of-art methods while being able to make predictions in

real-time.

19
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For extracting optical flow features, the LiteFlowNet network proposed in [27] will be used. The choice of

this network is inspired from the fact that LiteFlowNet [27] is an alternative to FlowNet 2.0, it is lightweight

(model is 30 times smaller than FlowNet 2.0), fast (1.36 times faster) and accurate CNN based optical flow

estimation method. It is composed of 2 sub-networks (NetC and NetE) as shown in fig. 3.1 specializing in

pyramidal feature extraction and optical flow estimation, respectively. NetC consists of a two-stream network

to extract feature descriptors from the image pair, and NetE consists of specialized modules for cascaded flow

inference and regularisation.

Figure 3.1: The network architecture of LiteFlowNet. NetC extracts high-level pyramidal features from a pair of images and NetE does a
cascaded flow inference from coarse to fine using the pyramidal features and flow estimation from the previous level (from [27])

3.1.1. Processing pipeline for extraction of features
The pipeline for extraction and processing of optical flow features used in this work is as shown in fig. 3.2.

Optical flow will be estimated by passing the entire image of the scene at t and t −1s through LiteFlowNet

network. The network will output pixel-wise denseflow features (V = [Vx ,Vy ]) which shows the relative move-

ment of a feature from one frame to the other in horizontal and vertical direction respectively. The flow fea-

tures belonging to the pedestrian is extracted using the ground truth bounding box position of the pedestrian.

However, the bounding box will still contain some background pixels not belonging to the pedestrian body.

Optical flow features located on the pedestrian body is extracted by generating a mask of the pedestrian

pixel using semantic scene segmentation. Semantic scene segmentation is the task of classifying each pixel in

an image to a different class of object. DeepLabv3[12] network is selected for the segmentation task as it has

comparable performance to state-of-art results in PASCAL VOC 2012 semantic image segmentation bench-

mark [19]. Also, the code-base of DeepLabv3 is open-sourced, enabling easy reproduction of the processing

pipeline. For a given ground truth bounding box position of the pedestrian, the flow values of the pixels not

belonging to the pedestrian class is set to zero.

The flow values are normalised by the distance of the pedestrian from the ego-vehicle and also by remov-

ing the median motion of pedestrian pixels. An object closer to the camera will have larger pixel displacement

and flow for the same motion compared to an object far-away from the vehicle. As shown in eq. (3.1), the hor-

izontal and vertical component of flow is normalised by the distance to the ego-vehicle (di st ) available from

the LiDAR point cloud and a constant(c). For pedestrian motion compensation, the median pedestrian flow

is estimated by using the pedestrian mask at the pixel level and subtracted from the flow values belonging to

the pedestrian body.

v = V.di st

c
(3.1)
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Figure 3.2: The processing pipeline to estimate optical flow and extraction of features. The optical flow is estimated using the lite-
FlowNet, the background is removed by using the segmentation network DeepLabv3 and is also used to calculate the median flow from
the pedestrian pixels in the bbox. The optical values is normalised based on the distance of pedestrian from the ego-vehicle as closer the
pedestrian higher is the estimate optical flow values

3.1.2. Flow feature derivatives
The extracted and processed denseflow features can be incorporated into an RNN architecture in multiple

ways. Direct pixel-wise flow features can be fed to the network or dimensionality reduction can be done at

the cost of loss of information or spatial relations. In the sub-sections below, the optical flow features starting

with the full pixel-wise flow to the histograms of flow features used for experimentation is explained.

Denseflow features
The original optical flow in the bounding box of a pedestrian is resized to a fixed feature vector of size 64×32×2

(hei g ht×wi d th×channel s) using interpolation. Then, the normalised denseflow features (v = [vx , vy ]) are

used to calculate the orientation θ = at an2(vy , vx ) and mag ni tude =
√

v2
x + v2

y for each pixel in the resized

bounding box. These features would be denoted by ‘Denseflow’ in the upcoming sections and experimenta-

tion’s.

Histogram of body
Histogram of flow features is calculated on the optical flow in the original bounding box by assigning the

weighted contributions of the magnitude of denseflow features(mag ni tude =
√

v2
x + v2

y ) to bins b ∈ [0,15].

The contributing bin is evaluated using the orientation θ = at an2(vy , vx ) and is assigned to bins belonging

to the index b ∈
⌊

θ
π/8

⌋
as shown for one of the sample scenario in fig. 3.3. Bin contributions are normalized

by the total number of pixels with pedestrian mask in the bounding box contributing to the histogram. To

capture the motion differences between upper and lower body, the bounding box is split into 2 [32] and the

resulting histogram features are concatenated. This results in a feature vector of size 32 indicated by the term

‘ Hist body’.
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Figure 3.3: Calculating hist of body for a sample case. The processing pipeline takes in the segmentation mask and dense optical flow
features. The histogram features are calculated by assigning the weighted contribution of flow magnitude to bins corresponding to flow
orientation calculated at each pixel location with pedestrian mask.

Histogram Cell

Histogram of gradients used for pedestrian detection in images was introduced in [39] and [15]. Following

the above principles, the histogram features of dense flow would be estimated. Initially, the bounding box

of a pedestrian is resized to 64×32×2 . After this step, the flow bounding box is divided into 8×8 cells with

stride 1 (resulting in 32 cells) and histogram of flow features is calculated for each of the cell by using the

360 degree of orientation and assigning it according to bin index b ∈
⌊

θ
π/8

⌋
as mentioned above. After this,

normalisation is done block wise (block is a group of cell). A 2× 2 cell blocks are created with a stride of 1

along both direction resulting in 7×3 blocks. Normalisation is done by accumulating the histogram energy

(L1 norm) in each block and is used to normalize each cell in the block. Individual cells is shared between

several blocks but its normalisation is block dependent and thus different. This results in a feature descriptor

of size 7×3×2×2×8. This histogram of features would be described as ‘Hist cell’ in the coming experiments.

3.2. Recurrent Neural Network
RNN’s have shown promising results in many of the time-series and sequence prediction tasks such as ma-

chine translation, music generation, path prediction and market predictions [60] [8]. An RNN is a type of

deep learning method that can handle variable-length input sequences and learn the underlying pattern of a

time-series or sequence. Recent successes of RNN can be attributed to the sophisticated recurrent units such

as GRU [13] and LSTM [25]. A detailed comparison is given below, looking in depth how both units differ from

each other and their advantages.

A LSTM unit [21] as shown in fig. 3.4, takes in xt ∈ Rd and the previous hidden state (ht−1) and cell state

(Ct−1) as input at time t . Cell state contains the intermediate results from one iteration step to another and

the hidden state provides a snapshot of the step’s result. An LSTM unit is made up of three sigmoid gates

(forget, update and output) indicated by σ in fig. 3.4. Each gates perform a specialised task.

Forget gate helps in erasing a certain amount of information from the previous observations (eq. (3.2))

and is given by:
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Figure 3.4: A LSTM unit that takes in input vector xt and provides the hidden state for next iteration by keeping the relevant information
from current and previous time steps.1

ft =σ
(
xt W f +ht−1U f +b f

)
(3.2)

Where W f ∈Rh×d , U f ∈Rh×d and b f ∈Rh×d are the trainable weight and bias parameters of the forget sigmoid

gate that is learned during training. h is the hidden dimension and d the input vectors dimension.

The update gate vector (it ) retains a certain amount of current information that will be updated to the cell

activation state. It takes in the current input (xt ) and the previous hidden state (ht−1) as input to the sigmoid

gate with trainable weight and bias parameters given by Wi ,Ui and bi .

it =σ
(
xt Wi +ht−1Ui +bi

)
(3.3)

Finally, the output gate computes the usage of information for the next iteration and stores it in ot . The

trainable weight and bias parameters is given by Wo , Uo and bo .

ot =σ
(
xt Wo +ht−1Uo +bo

)
(3.4)

The information from the forget and update gate is combined to compute the cell input activation vector

(C̃t ) that is read from and written to during each time step. Next, the previous cell state and the current cell

activation vector is combined to give the cell state (Ct ) for current time-step.

C̃t = t anh
(
xt Wg +ht−1Ug

)
(3.5)

Ct =σ
(

ft Ct−1 + it C̃ t
)

(3.6)

The hidden state is evaluated as shown in eq. (3.7) by taking as input the cell state and output gate vector

which contains the usable information.

ht = t anh(Ct )∗ot (3.7)
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Figure 3.5: A GRU unit showing the combination of input and forget gates into a single entity unlike LSTM. 2

Gated Recurrent Unit is an alternative to LSTM that has been developed as a lighter unit with fewer pa-

rameters enabling faster training. GRU has only two sigmoid gates: reset gate (eq. (3.8)) and update gate

(eq. (3.9)). The forget and output gate of the LSTM (eq. (3.2) and eq. (3.4)) is combined into a single reset gate

in GRU (eq. (3.8)).

rt =σ
(
xt Wr +ht−1Ur +br

)
(3.8)

zt =σ
(
xt Wz +ht−1Uz +bz

)
(3.9)

Also, there is no separate cell state and hidden state as in LSTM (eq. (3.6) and eq. (3.7)). Cell state adopts

the functionality of the hidden state in GRU as shown in fig. 3.5.

h̃t = t anh
(
xt Wh + r ∗Uh .ht−1 +bh

)
(3.10)

ht = zt ∗ht−1 + (1− zt )∗ h̃t (3.11)

Where zt is the update gate vector, rt is the reset gate vector and similar to the LSTM, Wh ,Uh and bh are

trainable weight matrices and bias vectors.

The LSTM and GRU units allow retaining the vital information over a long range of the sequence in their

hidden state. GRU unit is a simpler design with fewer parameters than an LSTM unit enabling faster training

and lesser memory requirements. LSTM, with its higher parameters, can enable greater information express-

ibility. However, empirical comparison of the LSTM and the GRU have shown that the type of gated recurrent

unit depends on the dataset and corresponding task [13]. An empirical evaluation on the choice of the recur-

rent unit to be used is made in section 4.3.1. Based on the experimental results, the basic recurrent units for

the network architecture is selected.

1https://colah.github.io/posts/2015-08-Understanding-LSTMs/
2https://medium.com/@saurabh.rathor092/simple-rnn-vs-gru-vs-lstm-difference-lies-in-more-flexible-control-5f33e07b1e57
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Figure 3.6: The figure shows the fundamental RNN architecture proposed in [44] that the current work builds upon. The figure shows
how the positional measurement of a pedestrian is processed over time.

3.3. Network Architectures
In this section, the 3 network architectures used for experimentation and incorporation of position and opti-

cal flow features is presented. In section 3.3.1, the baseline architecture from [44] that will be used to take only

position as input is elaborated. Building upon this baseline network, in section 3.3.2 soft attention mecha-

nism is introduced to handle contextual cue in the form of histogram of optical flow. Section 3.3.3 introduces

a network that can handle the dense optical flow and also keep the spatial relations by using convolutional

layers and finally the visual soft-attention to identify focus regions in the spatial layout of the denseflow.

3.3.1. Baseline RNN (Base_RNN)

The work in this thesis builds upon the network proposed in [44] to incorporate the positional features and

for predicting the probability distribution at each future time step. The RNN network from [44], uses all the

previous measurements y0:t to predict a Gaussian distribution of confidence at future time steps.

The network proposed in [44] is divided into 2 steps: the inference part (fig. 3.6) processes the measure-

ment input over time and the prediction part (fig. 3.7) that shares the encoder, decoder and GRU layers with

the inference part to predict n steps ahead. The encoder is a simple linear layer that takes in as the input the

difference in position between 2 time steps.

The relative difference in position (ỹt = [xt −xt−1]) is fed to the encoder(Wenc ) (eq. (3.12)) which is a linear

layer with 64 elements, the decoder(Wpos ) is also a linear layer with 64 elements that takes as input the hidden

state of the GRU and predicts the relative position and confidence in terms of Gaussian distribution around

it for the future time step. At the start of the track at t0, the relative difference in position is taken as zero. The

input data (ỹt ) fed to the network is normalized by scaling it with the mean and variance calculated over the

training data.

ut =Wenc
(
[xt −x − t −1]− [Wpos (ht )]

)
(3.12)

In the prediction step, zeros is fed as the relative position. The input signal for time steps t +1 to t +n is

given by:

ut+i =Wenc (0) (3.13)

The future position and confidence is predicted as shown in fig. 3.7. The predicted position (xt+n) and
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Figure 3.7: An overview of how the RNN predicts future position along with the confidence([44]).

covariance (Σt+n) for n steps ahead is computed as follows:

x̂t+n = xt +
n∑

i=1
Wpos

(
ht+i

)
(3.14)

[l [0] l [1] l [2]]T =Wconv
(
ht+n

)
(3.15)

Where Wconv is a linear layer in the prediction part of the network. As shown in fig. 3.7, it takes the hidden

state of GRU as input and helps in predicting the 2D covariances given by eq. (3.16) - eq. (3.19).

σ0 = exp
(
l [0]) (3.16)

σ1 = exp
(
l [1]) (3.17)

ρ = t anh
(
l [2]) (3.18)

Σt+n =
[

σ2
1 ρσ1σ2

ρσ1σ2 σ2
2

]
(3.19)

3.3.2. Attention network (RNN_attn)
Building upon the network proposed in [44], the contextual cue in the form of histogram of optical flow fea-

tures (‘Hist body’ and ‘Hist cell’ indicated by f eatt in fig. 3.8) is passed through an encoder(Wenc, f eat ) to

convert it into a fixed-length hidden representation. The encoders is made up of fully connected linear layer

of 256 units. The input positional and flow features are passed through separate encoders as shown in Figure

3.8. In this architecture, the encoder summarizes the input feature into a single context vector. However, as

the input dimension increases, a single vector becomes a bottleneck. This is where the attention mechanism

has distinct advantages, it can weight and reason about the relative importance of different features for the

prediction task and have shown good performances in the high dimensional input space by being able to

identify smaller discriminative regions to focus on.
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Figure 3.8: RNN attn: The flow features and positional features are encoded by passing through a fully connected layer and the encoded
flow is weighted by soft attention before concatenating and passing through a GRU. In the aboove figure ‘+’ indicates the concatenation
of 2 vectors and ‘×’ indicates the element wise multiplication of vectors.

The network makes use of soft-attention, the encoded input contextual feature is weighed based on the

weights calculated using the previous hidden state from the GRU and the current encoded input context

feature. The output of the encoded position and the weighted contribution of encoded features (ct ) is con-

catenated into a single vector before passing it through GRU to enable prediction.

αt = so f tmax

((
φat t (henc,t ,ht−1)

))
(3.20)

= so f tmax

(
Ws

[
henc,t

ht−1

]
+bs

)
(3.21)

ct = henc,t .αt (3.22)

Where ct is the output from element-wise multiplication of weights (αt ) with the encoded features (henc,t ).

The weight matrix αt is calculated by passing the concatenated hidden state and encoded feature vector

through a fully connected layer φat t with weight Ws and bias bs followed by a softmax activation function

[53].

Also, the prediction network network takes in as input the predicted optical flow features as input for con-

textual features [32]. The prediction of optical flow features is done by Wpr ed , f eat which is a fully connected

linear layer taking as input the hidden state of the GRU (fig. 3.9). Since the GRU takes in as input the encoded

past measurement of position and optical flow features, the hidden state of the GRU is used to predict how

the flow features would look like in the future time steps.

3.3.3. Convolutional attention RNN (Conv_attn)
Convolutional RNN uses convolutional layers as a feature extractor for images which is then fed to the RNN

layers for temporal predictions. Convolutional layers are good at maintaining a spatial invariance (i.e. they

are not sensitive to the position of features in a pixel). Since Denseflow (section 3.1.2) gives pixel-wise flow

characteristics, convolutional layers will be used to extract spatially invariant features to be then fed to the

GRU. As shown in fig. 3.10, the denseflow features are passed through convolutional block consisting of

2 convolutional layers followed by a soft-attention on the the final output of CNN layer before feeding the

extracted features through GRU for temporal predictions.

To keep the spatial correspondence between the denseflow features and the final output of the CNN fea-
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Figure 3.9: Prediction part: The future flow features are predicted by passing the hidden state of the GRU at current step through
Wpr ed ,net and concatenated with encoded zero position vector. The network outputs a Gaussian distribution given by p(xt+n |y0:t )
when predicting n steps ahead.

ture extractor, a fully connected layer would not be used in the final layer. The details of the CNN layers are

as follows:

Operation Filters kernel stride Output

Convolution
ReLU

8 3 × 3 1 × 1 8 × 64 × 32

Maxpooling - 2 × 2 2 × 2 8 × 32 × 16

Convolution
ReLU

8 3 × 3 2 × 2 8 × 16 × 8

Maxpooling - 2 × 2 2 × 2 8 × 8 × 4

Table 3.1: Convolutional layers used as the feature encoder

In this network the soft visual attention proposed in [65] for caption generation from images is incorpo-

rated. The network would be taught to look at specific parts in the denseflow features more strongly. Com-

pared to ‘RNN_attn’, the feature extractor is a CNN layer as shown in fig. 3.10. The 2nd layer of the CNN

feature extractor produces L vectors of D-dimension, where L = H ×W (8×4) is the height and width of the

output feature map and D the number of channels.

A = {a1, a2, ........, aL}, ai ∈RD (3.23)

For visual attention the function φat tn from eq. (3.20) is modified (φv ) to take as input the extracted fea-

ture for different pixel location of the denseflow features in the form of annotation vectors ai for i = 1,2, .....L

which is the output of CNN layers and the hidden state to generate a weight which is indicative of the amount

of focus the network should provide to that region to make future predictions.

φv (ht , ai ) = t anh

((
Wh ht−1 +bh

)
+

(
Wa ai +ba

))
(3.24)

αt ,i = so f tmax
(
φv (ht , ai )

)
(3.25)
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ct = henc,t .αt (3.26)

Where Wh , Wa , bh and ba are the weight and bias terms of a linear neural layer and ct the context vector

after element-wise multiplication of weights (αt ) with the encoded features (henc,t ).

Figure 3.10: Convolution block is used to exploit the spatial information present in the denseflow features. The output from the con-
volutional block is weighted by soft-attention and concatenated with the output of the position encoder before feeding it to GRU for
prediction.

3.4. Visualizing the attention areas
The visualisation of the focus areas learned by the models adds qualitative interpretability to understand

where the model is looking at to make predictions. The input to the convolutional attention RNN is denseflow

features with size 64×32 across both orientation and magnitude channels. In the final output of the CNN

layers, the output has a dimension of 8× 4 (H ×W ×D). The soft-attention weights are calculated on this

output dimension, the receptive field of the final output layer corresponds spatially with the input dimension

although they will be overlapping with each other. Thus to visualize the focus areas, the soft-attention weights

will be upsampled by a factor of 23 = 8 with Gaussian filter.

3.5. Coordinate system
Trajectory prediction methods have used two coordinate systems for final prediction: trajectory prediction

made on the cameras image plane and predictions in the world coordinates. Trajectory prediction methods

have used different benchmarks based on the final prediction coordinate system. Trajectory prediction in the

image plane is made because 2D world coordinates are difficult to obtain. For world coordinate information,

the dataset requires detection of the object in the LiDAR point cloud or through depth maps from stereo

setups. Also, the existing benchmark dataset of curated tracks of pedestrian from a vehicles point-of-view

such as JAAD [36] and PIE[48] are recorded from a monocular camera and hence lack the world coordinate

information.

But there are particular challenges associated with making predictions in the image plane, first being that

it is affected by the ego-vehicle motion. Position of a VRU in the image plane does not provide the AV with

the exact information that can be used to plan for critical scenarios. Image plane information can be used

to identify dangerous situations based on heuristics, but a lack of world coordinates information limits the

possibility of using trajectory predictions to the planning part of the pipeline.
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Figure 3.11: A sample scenario where the contextual cue in the 2 scenarios would be different, however the the pedestrian trajectory in
world coordinates remains same

3.5.1. Predictions in the world coordinate system

Prediction in the 3D world would require accurate estimation in the detection and tracking blocks of the

pipeline and aggregation of information from multiple sensors. LiDAR can provide the 3D coordinates of a

VRU in ego-vehicle coordinates that can be converted to ego-motion compensated world coordinates pro-

vided there are accurate GPS/IMU measurements. The other practical aspect is the precise data association

of the agents and tracks. However, this approach disentangles the future ego-motion of the vehicle from the

trajectory prediction.

However, as shown in fig. 3.11, the contextual cue is evaluated from the ego-vehicle coordinate system,

whereas the predictions are made in the world coordinate system. For example, if optical flow or hand ges-

tures are evaluated in scenario 1 and 2, respectively in fig. 3.11, the contextual cue is different in both the

scenarios; however the VRU trajectory would be same in world coordinate. The difference in the coordinate

system of position and contextual cue will be rectified by transforming into the ego-vehicle coordinate frame

where VRU was observed for the first time. Each track will have its coordinate system to which the subsequent

observations will be transformed for predictions purposes and would be denoted by ‘track coordinate’.

The transformation of a coordinate of a point given in a world coordinate system denoted by ‘W ′ to the

track coordinate system denoted by ‘T ′ if it differs by an angle (fig. 3.12) is given by:

T P = T RW
W P (3.27)

If the track coordinate frame o1x1 y1 is oriented at an angle θ measured in anticlockwise direction to the

world coordinate frame o0x0 y0, then the rotation matrix is given by:

T RW =
(

cos(θ) si n(θ)

−si n(θ) cos(θ)

)
(3.28)

Since ‘track coordinate’ system is the transformation to the ego-vehicle position at the first observation

of VRU, this involves translation from world frame’s origin to the track frames origin, followed by a rotation.

Homogeneous coordinates allow embedding of both translation and rotation into a single 3 × 3 matrix given

by:
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Figure 3.12: Track coordinate frame o1x1 y1 oriented at an angle θ to world coordinate frame o0x0 y0

T TW =


cos(θ) si n(θ) −Px

−si n(θ) cos(θ) −Py

0 0 1

 (3.29)

Where the origin of the ‘track coordinate’ system is at (Px ,Py ) with respect to the world coordinate frame.

3.6. Evaluation Metric
For the trajectory prediction in world-coordinates,geometric metrics are used to quantify the similarity be-

tween predicted trajectories and the ground truth and probablistic metrics to compare the accuracy and

confidence in the future predictions.

3.6.1. Geometrical Accuracy

Accuracy of predicted trajectories can be measured by how closely they match with the actual path. Geo-

metric accuracy basically measures this similarity. ADE (also called as Mean Squared Error) measures the

dissimilarity by taking the mean of the euclidean distance between the predicted points and the actual path

for a given prediction horizon.

3.6.2. Probabilistic Accuracy

Trajectory prediction algorithms are also able to express the confidence in future predictions by giving the

output as a probabilistic distribution over future time instances. Metrics that compares the probabilistic dis-

tribution of predictions and the actual motion falls under this category. Probabilistic measures are indicative

of both accuracy and confidence in the prediction.

Log-Likelihood (LL) is a a probabilistic accuracy metric that measures the expected likelihood of the

ground truth observations given a predicted distribution. A method with a higher log likelihood will have

a better fit of the predicted distribution with the ground truth. The Log-Likelihood of a track i with actual

ground truth for predicting n steps ahead given the observation upto T is given by [43]:

LL(i ) = ln(P (xt+n |x1:t )) (3.30)
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=−1

2

[
l n

(
|Σt+n |

)
+

(
xt+n − x̂t+n

)T
Σ−1

t+n

(
xt+n − x̂t+n

)
+kln(2π)

]
(3.31)

Where xt+n is the ground truth position at n step ahead, x̂t+n is the predicted position (mean of the

Gaussian distribution) and the covariance matrix at t +n step is given by Σt+n of order k ×k.



4
Experiments and results

This chapter describes the experiments to evaluate the performance of the proposed models with the addi-

tion of optical flow as a contextual feature. The experiments are performed on ECP-Dense dataset, the details

of the processing of dataset is presented in section 4.1. The training and testing procedure for evaluating the

performance of the model is elaborated in section 4.2. The experimental results and comparison of the per-

formance of models are made in section 4.3. Finally, in section 4.4, the visualization of the focus regions in

the denseflow using soft-attention is presented.

4.1. EuroCity Persons-Dense Dataset
EuroCity Persons (ECP) [9] is a large-scale naturalistic driving dataset recorded from a moving vehicle in

multiple weather conditions in both day and night conditions. ECP dataset was recorded in 31 cities of 12

European countries, providing a broad data diversity in terms of location.

ECP-Dense dataset for path prediction and tracking is a subset of the much larger ECP dataset. The video

sequences in the dataset is a curated selection of situations involving interesting or critical motions of a VRU

in naturalistic traffic scenario. Images are annotated at 5 fps and in total contains 5233 tracks with atleast 2s

of observations. Few of the sample scenes from the dataset are shown in fig. 4.1.

However, the raw dataset cannot be directly utilized for training and evaluating the models. The tracks

are not labelled to provide a qualitative measure of their relative importance for the prediction task. Tracks

of all the VRU visible during a video sequence are provided. However, one of the issues with raw ECP-Dense

dataset is that tracks belonging to both pedestrian and riders are included in the dataset, and there is no label

provided to separate them. In some cases, the ground truth position in world coordinates is inaccurate or

anomalous, and these tracks need to be removed.

4.1.1. Processing of raw dataset
This section elaborates on the steps used to extract and process the ECP-Dense dataset before using it for

experimentation. Following steps are undertaken in the pre-processing pipeline:

• From the raw ECP-Dense dataset, tracks with atleast 2s (10 frames) of continuous observations are

curated. So, if there are missing observations in a specific track, they are divided such that parts of the

track with atleast 2s of continuous observations is kept.

33
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Figure 4.1: Sample scenes from ECP-Dense dataset

• Tracks that have a step size greater than 2m for 0.2s and those outside of 40m range from the ego-vehicle

is removed. The range of 40 m is chosen as this is the reliable range for observation obtained from 3-D

estimation of position from the tracking part of the pipeline for the ECP-Dense dataset.

• Riders are manually identified and labelled in the dataset.

After the pre-processing steps and removal of riders from the dataset, a total of 1697 tracks are available

for training and evaluation, which would be denoted by ECP-D-tracks. The ECP-D-tracks is manually labelled

into two categories based on the position and interaction of the pedestrian with the vehicle. The labelling is

done to enable evaluation of performance in scenarios that are safety-critical for safe operation of an AV and

relevant to the short term prediction horizon of 1s. The test set will only contain a subset of tracks belonging

to ‘Level 2’ label whereas training set will contain tracks belonging to both ‘Level 2’ and ‘Level 1’ categories.

The plot of the tracks belonging to ‘Level 2’ in the ECP-D-tracks is shown in fig. 4.3. The classification of tracks

is based on the following rules:

• Level 2 (Nearby with interaction or a possibility of it): It includes tracks of a pedestrian crossing, waiting

to cross, approaching the vehicle or walking along a narrow alley on which the autonomous vehicle

needs accurate predictions for safe interaction. There are 876 tracks labelled under this category. The

Level 2 tracks are further labelled by their motion type, as shown in fig. 4.2. Also, tracks with a visible

jump in measurement are identified and labelled so as to remove it from the dataset.

• Level 1 (Far-away or not interacting): Tracks of pedestrian in ECP-D-tracks not falling under Level 2 are

labelled under this category.

The tracks belonging to ‘Level 2’ are further classified into 3 types based on the motion types: standing;

moving; or those with some dynamic changes in motion. While identifying the motion types, if a track is iden-

tified to contain measurement errors then those tracks are removed from the dataset. Also, the specific frame
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where the motion changes occur in the ‘Dynamic change’ labelled tracks would be identified and labelled

and would be indicated by Time To Event (TTE) = 0.

ECP-D-tracks

Level 1 Level 2

Moving Standing Dynamic
change

Error in
measurment

Figure 4.2: Labelling of ECP-D-tracks

Figure 4.3: Figure shows the plot of tracks belonging to ’Level 2’ category in track coordinate system

4.2. K-Fold Cross-validation
The accuracy of a machine learning model is evaluated by splitting the dataset into training and testing sets.

The training set is used to train the model and testing set to evaluate the performance of the model. However,

the accuracy obtained from a single test set can be biased. K-Fold cross-validation procedure is splitting the

available data into multiple folds and ensuring that each fold is utilized as testing set at some point. During

each evaluation, a random fold is selected for validation purposes and another for testing, and remaining k-2

folds are used for training (fig. 4.4). During each evaluation, the best performing model parameters based

on performance on the validation set is saved and used to evaluate the performance on the test set. K-fold

cross-validation results in a less optimistic estimate of the model accuracy compared to a simple train/test

split.

For evaluating model accuracy, only ‘Level 2’ labelled tracks are used in the test set of k-fold as they involve
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Figure 4.4: Splitting of the dataset into K-folds and holding out one split as validation and one as test set and the remaining k-2 splits
along with ‘Level 1’ labelled tracks for training.

scenarios where the autonomous vehicle has to predict accurately for safe interaction. The procedure is as

follows:

• The ‘Level 2’ labelled tracks are shuffled randomly and divided into k-folds.

• For each evaluation run, one of the folds is held out as validation set and another as test test. The

remaining k-2 folds along with ‘Level 1’ labelled tracks will be used as the training set.

Table 4.1 gives the division of tracks into K-folds and the distribution of the type of tracks in each fold that

would be used for evaluation purposes.

Fold Moving Standing Dynamic
change

Fold 1 115 22 23
Fold 2 104 23 33
Fold 3 100 22 30
Fold 4 102 26 31
Fold 5 106 23 30

Table 4.1: Number of tracks based on the motion type in different folds used as the test data

4.3. Results
This section evaluates the performance of the models and optical flow features proposed in chapter 3. The

RNN models are trained using the Amsgrad [49] for 200 epochs, with a learning rate of 0.0003. The RNN is

trained to minimize the log-likelihood loss of the predicted Gaussian distribution for the entire prediction

horizon from 1 to n steps ahead. During training the hidden state output of the recurrent unit is reset to the

initial state with a probability of 0.05 for every time step.

In section 4.3.1, the empirical comparison of the LSTM and GRU is given, based on which the choice of

recurrent unit was done. In section 4.3.2 and section 4.3.3 the results in terms of log-likelihood and euclidean

error is presented to compare the performances of proposed method.
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4.3.1. Empirical comparison of recurrent units
The LSTM and GRU unit is compared for path prediction task by learning the probabilistic distribution over

future predictions. For empirical comparison, ‘Base_RNN’ proposed in section 3.3.1 is utilized and the GRU

recurrent block in fig. 3.6 and fig. 3.7 is replaced with LSTM when evaluating performance for that unit. Both

GRU and LSTM is initialized with 64 elements in the hidden layer. The performance was evaluated using

the k-fold cross validation process mentioned in section 4.2. Both GRU and LSTM based RNN network were

trained on nvidia TITAN V GPU and it was found that GRU units reduced the training time by 6.81%. Also,

as seen in table 4.2, the network with GRU as recurrent unit (‘Base_RNN_gru’) performs better than an LSTM

based network for the entire prediction horizon.

Comparing both the training time and performance, the GRU unit performs better than an LSTM, the

choice of recurrent unit is straightforward for this work. Therefore the models proposed in section 3.3.1,

section 3.3.2 and section 3.3.3 utilizes GRU as the recurrent unit for modelling path prediction.

Model Features 0.2s 0.4s 0.6s 0.8s 1.0s

Base_RNN_lstm pos
mean

std
1.96
0.09

1.31
0.1

0.76
0.05

0.29
0.05

-0.2
0.05

Base_RNN_gru pos
mean

std
2.06
0.06

1.42
0.09

0.83
0.05

0.33
0.06

-0.17
0.07

Table 4.2: Comparision of performance on using LSTM vs GRU as the fundamental block. The log-likelihood of predictions made on
tracks belonging to ‘Level 2’ category shows that GRU has better performance in the entire prediction horizon

4.3.2. Log-likelihood results
The ‘Level-2’ tracks in ECP-D-tracks were further classified into 3 categories: ‘moving’, ‘standing’, and ‘dy-

namic change’ to evaluate the performance on various types of motion modes. In this section, the log-

likelihood, which measures the goodness of the predicted Gaussian distribution for future time step with

the actual ground truth, is evaluated for the combination of the proposed feature types and methods from

section 3.1 and section 3.3 are presented in table 4.3 for the above-mentioned classification of motion types.

Baseline comparison using ‘Base_RNN’ model in table 4.3 across the 3 motion type shows that the ‘Dy-

namic change’ motion type tracks performed least favorably. For the ‘Base_RNN’ model with position (pos)

as the only input, the log-likelihood for the tracks labelled as ‘moving’ or ‘standing’, the is 0.02 and 0.32 re-

spectively for predicting 5 steps ahead (1s). However, for tracks that have some dynamic changes in the

motion, the log-likelihood falls to -0.68 for predicting 5 steps ahead. Incorporating optical flow shows the

steepest difference in performance for 1s ahead predictions compared ‘Base_RNN’ model with ‘pos’ as input

for tracks with dynamic changes, with the ‘Conv_attn’ model performing the best with a log-likelihood of -

0.37 (for 1s ahead). Comparison of performance of models on the tracks labelled as ‘standing’ shows that by

incorporating ‘Hist body’ optical flow features, the performance is worse than a ‘Base_RNN’ with only ‘pos’ as

input for predicting 1s ahead. However, for predicting 0.2s and 0.4s ahead ‘Hist body’ performs slightly bet-

ter. Even with ‘pos + Hist cell’ and ‘pos + Denseflow’ features, the difference in log-likelihood performance

(with only ‘pos’ as input) decreases as the prediction horizon increases to 1s. One of the reasons for this could

be attributed to the fact that out of the tracks under ‘Level 2’, the tracks in which the pedestrian is stand-

ing accounts for only 14.7% leading to a comparatively smaller number of training data available under this

category. Comparison across all 3 categories shows that, as a general trend the performance increases from

‘Base_RNN’ to ‘RNN_attn’ with ‘pos + Hist body’ (except for tracks of a pedestrian standing still), ‘RNN_attn’

with ‘pos + Hist cell’ and finally to ‘Conv_attn’ with ‘pos + Denseflow’ features.
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Track Label Model Features 0.2s 0.4s 0.6s 0.8s 1.0s

Moving

Base_RNN pos
mean

std
2.16
0.1

1.53
0.1

0.96
0.11

0.46
0.11

0.02
0.11

RNN_attn
pos+

Hist body
mean

std
2.29
0.13

1.58
0.08

0.97
0.09

0.45
0.08

-0.01
0.07

RNN_attn
pos+

Hist cell
mean

std
2.39
0.14

1.68
0.107

1.06
0.12

0.54
0.1

0.08
0.1

Conv_attn
pos +

Denseflow
mean

std
2.42
0.13

1.7
0.1

1.07
0.12

0.54
0.11

0.1
0.12

Standing

Base_RNN pos
mean

std
2.21
0.2

1.58
0.28

1.1
0.26

0.67
0.25

0.32
0.26

RNN_attn
pos+

Hist body
mean

std
2.39
0.29

1.63
0.3

1.1
0.26

0.65
0.23

0.24
0.24

RNN_attn
pos+

Hist cell
mean

std
2.5

0.18
1.78
0.19

1.24
0.18

0.77
0.18

0.37
0.18

Conv_attn
pos+

Denseflow
mean

std
2.51
0.2

1.82
0.2

1.3
0.16

0.85
0.15

0.44
0.16

Dynamic change

Base_RNN pos
mean

std
2.08
0.23

1.28
0.26

0.6
0.25

-0.03
0.22

-0.68
0.28

RNN_attn
pos+

Hist body
mean

std
2.25
0.22

1.32
0.22

0.6
0.22

-0.03
0.22

-0.57
0.25

RNN_attn
pos+

Hist cell
mean

std
2.35
0.2

1.44
0.18

0.7
0.18

0.07
0.16

-0.46
0.17

Conv_attn
pos +

Denseflow
mean

std
2.34
0.24

1.45
0.2

0.74
0.25

0.13
0.23

-0.37
0.2

Table 4.3: The log-likelihood of predictions made on tracks belonging to ‘Level 2’ category and different type of motions. The highlighted
results shows the best performing model for the corresponding motion type and prediction horizon. A major difference in performance
from the baseline model when predicting exactly 1s ahead is observed for the ‘Dynamic change’ labelled tracks. Otherwise the differ-
ence in log-likelihood of predictions between the baseline and optical flow feature model starts to decrease as the prediction horizon
increases.

In fig. 4.5, the log-likelihood of predictions for tracks with dynamic changes is plotted for TTE = -10 to TTE

= 5. In the figure, the log-likelihood at a particular frame is evaluated for making predictions 1s ahead (5steps).

TTE = 0 indicates the labelled frame at which some sort of dynamic change in the motion is observed. From

fig. 4.5, it can be seen that the performance of all the models with their respective input features have similar

performance for TTE = -10 to TTE = -6 and TTE = 2 to TTE = 5. Between TTE = -5 to TTE = 1, ‘pos+Denseflow’

features, which are fed to the ‘Conv_attn’ model has the best performance, followed by ‘pos+Hist cell’ and

‘pos+Hist body’. Incorporating optical features have shown that the performance in terms of log-likelihood

improves predictions made during the dynamic changes from one motion mode to the other compared to a

‘Base_RNN’ that utilizes only positional features.
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Figure 4.5: For predicting exactly 1s ahead (5 steps), the mean (solid lines) and standard deviation (shaded area) of the log-likelihood
of the predictions for TTE = -10 to TTE = 5 for tracks with dynamic changes. ‘pos+Denseflow’ features have a comparatively better
log-likelihood on predictions made from TTE=-5 to TTE = 1.

4.3.3. Comparison of predictions

As can be seen table 4.4, comparing the euclidean error on the predicted positions, the difference between

models is comparatively very small. In table 4.4, the average euclidean error and the lateral position error on

the entire track looks similar across all the considered input features. Even with the addition of optical flow

features, the reduction in error is ≈ 1cm at best. To look further into this, in table 4.5, comparison is made

over scenarios with changes in the motion type. The euclidean and lateral error of predictions for 1s (5 steps)

ahead made at TTE = -2 to TTE = +2 also shows that only a slight improvement of 2cm is seen for denseflow

features features from TTE = -2 to TTE = 0. Following this, the performance of ‘Pos + Hist cell’ and ‘pos +

Denseflow’ features slightly decreases at TTE = +2 in comparison to the baseline model.

Figure 4.6 compares the performance of the optical flow feature (Hist body, Hist cell and denseflow) and

the baseline model for a sample track where the pedestrian turns and walks in front of the vehicle. The figure

shows that there is a difference in the predicted confidence even though the predicted path is similar for the

models. Figure 4.6 shows the uncertainty in terms of 2-sigma interval ellipse around the 1s ahead (5 steps)

predicted position starting from TTE = -5 to TTE = +1. Predictions made at TTE = -5 corresponds to the

future position at which the pedestrian is observed to start turning. At TTE = -5, ‘pos + Hist body’ model

has the highest uncertainty with ‘pos + Denseflow’ having a well-rounded and equal uncertainty along both

directions. It may be noted that between TTE = -5 to TTE = 0, the positional input feature shows no changes

and hence for TTE = -5, -3 and -1 in fig. 4.6, the ‘pos’ model in fact gets more confident and as no major

changes in the position is observed to indicate a turning behaviour. However, models with ‘pos+ Hist body’,

‘pos+ Hist cell’, and ‘pos + Denseflow’ clearly shows an elongation of uncertainty along the lateral direction.

This indicates that the incorporation of optical flow features is helping the model detect the changes in the

motion type.

It may also be noted that under ‘Dynamic change’ labelled tracks, there are multiple types of behaviour:

stopping, starting to move, turning, etc. and RNN model has comparatively fewer training samples to learn

multiple behaviours. For example, the tracks labelled under ‘Dynamic change’ accounts for only 18.6% of
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tracks in ‘Level 2’ and even within that only a few frames are indicative of the changes in motion behaviour.

Model Features 0.2s 0.4s 0.6s 0.8s 1.0s

Base_RNN pos
L2 (m)
lat.(m)

0.09
0.05

0.14
0.09

0.2
0.13

0.27
0.17

0.34
0.22

RNN_attn
pos+

Hist body
L2 (m)
lat.(m)

0.08
0.05

0.14
0.08

0.2
0.13

0.26
0.17

0.33
0.22

RNN_attn
pos+

Hist cell
L2 (m)
lat.(m)

0.08
0.05

0.14
0.08

0.2
0.12

0.26
0.16

0.33
0.21

Conv_attn
pos+

Denseflow
L2 (m)
lat.(m)

0.08
0.05

0.14
0.08

0.2
0.12

0.26
0.16

0.33
0.21

Table 4.4: The average euclidean (L2) and lateral error (lat.) of predictions made on tracks belonging to ‘Level 2’ category are given in
meters. All the models have a similar type of performance in this metric

Track Label Model Features
TTE=-2

1.0s
TTE=-1

1.0s
TTE= 0

1.0s
TTE=+1

1.0s
TTE=+2

1.0s

Dynamic
change

Base_RNN pos
L2 (m)
lat.(m)

0.47 0.49 0.46 0.4 0.36

RNN_attn
pos+

Hist body
L2 (m)
lat.(m)

0.47 0.49 0.46 0.4 0.36

RNN_attn
pos+

Hist cell
L2 (m)
lat.(m)

0.46 0.49 0.46 0.39 0.35

Conv_attn
pos+

Denseflow
L2 (m)
lat.(m)

0.45 0.47 0.45 0.41 0.37

Table 4.5: The average euclidean and lateral error for predictions made from TTE = -2 to TTE = +2 is presented and given in meters.
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Figure 4.6: The plots show the prediction made exactly 1s ahead (5 steps) for TTE = -5, -3, -1 and 0. The 5 steps ahead prediction at TTE
= -5 corresponds to the frame at which the dynamic change in motion mode occurs. The ellipse around the predicted point shows the
2-sigma uncertainity region. The point marked with red in each of the plot corresponds to the ground truth for the 1s ahead prediction
corresponding to the TTE.

4.4. Qualitative evaluation
This section describes the visualisation of the attention weight that the ‘Conv_attn’ model assigns to dense

optical flow for some of the scenarios. Figure 4.7 - fig. 4.9 show the attention weight map where the network

is concentrating in the dense optical flow for sample tracks from ‘moving’, ‘standing’ and ‘Dynamic change’

labels. It can be observed that for the sample track shown in fig. 4.7 for a pedestrian crossing the road, the

attention weight at the start of the track focuses on the upper body and head, and over the course of the

track the focus shifts towards legs. In fig. 4.8, the pedestrian is standing at one place and hence lacks relative

motion in legs; however, it can be seen that the attention weight is concentrated mainly on the upper torso

and closer to the head. The attention weight is also affected by the movement of another pedestrian in the

background ( see Frame(Fr) = 5 in fig. 4.8) the weight is also assigned to the background motion. Figure 4.9

shows the visualization of dense optical flow and the attention weight map right before the time a pedestrian

starts to make a turn, which clearly shows that the network is looking closely at the leg and the head.
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Figure 4.7: Figure shows the attention weights indicating where exactly the network is looking in the dense optical flow. In the attention
weight map, the region with lighter shade have more weight. In the overlayed image, the attention weight map is plotted over the dense
optical flow and regions with white blobs is indicative of the relevant areas the network is paying more attention to. Attention weight
is given for frames(Fr) 0, 5, 10 and 13. In the plot of the track, points marked with red dot indicates the frames for which the attention
weights is shown. Plot of the predictions by ‘Conv_attn’ model is given by the solid lines. Track start at (0,0) for Frame (Fr) = 0. The
2-sigma uncertainty ellipse is plotted for the final position. Attention weight shows that the focuses of the network shifts from upper
body towards legs as the pedestrian moves forward.
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Figure 4.8: For a pedestrian standing at one place, the attention weight in this case is heavily focused on the region near the head;
however, at Frame (Fr) = 0, it is affected by the background motion of another pedestrian. Attention weight is given for frames(Fr) 0, 5,
10, 15 and 20. In the attention weight map and the Overlayed image, the regions with white blobs indicates more focus or weights. Track
start at (0,0) for Frame (Fr) = 0 and the frames at which attention is shown is indicated by red dot in the track plot at the bottom.
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Figure 4.9: For one of the sample tracks with pedestrian turning and moving in front of the vehicle, attention weights is plotted for frames
right before the turning behaviour is observed at Frame (Fr) = 6. The attention weight map shows that the network is looking closely at
both leg and the head. Track start at (0,0) for Frame (Fr) = 0 and the frames at which attention is shown (Fr 2,4,6,8) is indicated by red dot
in the track plot at the bottom.



5
Conclusions

This thesis evaluated the benefits of incorporating optical flow as a contextual cue to improve path predic-

tion of pedestrians in a naturalistic driving dataset. The benefits of using high-dimensional dense optical

flow in comparison to the lower-dimensional histogram features, the benefits of retaining high-dimensional

features and utilizing the spatial relations through a convolutional-attention network have been evaluated.

The convolutional-attention network, inspired by the visual attention method proposed in [65], was used for

caption generation from images by concentrating on relevant areas in the image. The design idea was to use a

convolutional-attention network to: (a) identify the relevant pixels and regions in the dense optical flow that

would affect the future motion of pedestrians; and (b) provide a qualitative step to add interpretability to the

RNN model utilizing dense optical flow features. Experiments were performed on the proposed combination

of methods and extracted optical flow features, to answer the research question from section 1.4. The con-

clusions drawn from this work are presented in section 5.1 - section 5.3. The performance was evaluated on

ECP-Dense, which is a naturalistic driving dataset containing curated scenarios that would be of interest for

path prediction tasks. Further discussion on taking this work further is presented in section 5.4.

5.1. What is a suitable method and approach to model path prediction?
With the availability of large scale datasets, recent development and adoption of deep learning methods; the

non-linear regression methods making use of RNN have been the state-of-art for trajectory prediction task

in benchmarks like JAAD, PIE, and Stanford drone dataset. Comparison of performance of methods from the

literature on path prediction task on the benchmarks was made in section 2.5. On Stanford drone dataset,

the best performing method is Sophie [54], which combines RNN with attention and Generative adversarial

network to propose socially and physically constrained pedestrian trajectories. In [44], a comparison between

DBN and RNN has shown that the latter is able to outperform the DBN for predicting the cyclist track in

cases where it is either turning or moving straight. The other advantage is that the RNN network allows for

the flexibility to incorporate high-dimensional contextual cues unlike in a clustering-based approach, whose

real-time performance would be affected as the input dimension increases. Also, unlike methods such as

GPDM, RNN based methods can scale as the amount of training data increases.

Based on the conclusions drawn from benchmarks and previous work, RNN based method was chosen to

model path prediction by incorporating optical flow features. In section 4.3.1, the choice of recurrent units

45
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in terms of either an LSTM or GRU was empirically evaluated. It was found that the GRU recurrent unit

performed better both in terms of prediction accuracy and training time.

5.2. How does the accuracy in terms of probabilistic confidence and pre-

dicted position affected by the incorporation of optical flow?
Based on the results from section 4.3.2, it can be seen that in general, the performance across various motion

types increases with the incorporation of optical flow features. The ‘pos+Denseflow’ features incorporated

into the ‘Conv_attn’ gives better results. The major improvement in performance was seen with tracks that

had some dynamic changes in the motion types. Furthermore, the performance in terms of log-likelihood of

the predictions improved with optical flow features, when a change in motion mode was observed for a track.

However, predictions in terms of euclidean error showed only a slight improvement with ‘pos+Denseflow’

improving the prediction accuracy by ≈ 2 cm for TTE = -2 to TTE = 0.

5.3. Is dimensionality reduction needed to make dense optical flow a fea-

sible contextual cue?
In this work, a comparison was made by reducing the dimension of optical flow features of pedestrians into

histograms [32] and using the dense optical flow features. The model suggested in section 3.3.3 utilizes a

convolutional network to extract contextual information from the dense optical flow features keeping the

shape, structure, and spatial constraints, and soft-attention is applied to the extracted features to identify the

relevant regions where the model should look closely into. Comparison of the histogram features (Hist body

and Hist cell) and dense optical flow features with ‘Conv_attn’ model in section 4.3.2 has shown that the latter

can be directly fed to the RNN network without loss in information or performance.

5.4. Future work
In this work path prediction of a pedestrian was done by processing a naturalistic driving dataset and in-

corporating optical flow as contextual cue. Building upon this, future work that can done in this directions

are:

• A naturalistic driving dataset contains a lot of tracks, however, it suffers from a class imbalance issue for

frames that are indicative of dynamic changes. For short term predictions on the dataset, modification

of training methodology by adding synthetic data or penalizing the model more on dynamic changes

can be tried out.

• From an application perspective, handling of missing frames in the tracks in the modelling prediction

task is a challenge that needs to be addressed. In this work, continuous tracks were created by splitting

the tracks at the point when an observation was missing.

• The visualisation of the attention weights of the RNN model on dense optical flow can be compared

with the individual hand-crafted cues at frames where they are indicative of changes in the motion

type.

• ECP-Dense dataset can be a good benchmark for the path prediction task, and few of the processing

steps to extract relevant tracks from this work can be adopted, and additional labels on intention and

type of behaviour expected at each frame identified by human annotators can be included with the

tracks.
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