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A B S T R A C T   

Designing a simple, yet representative reaction network for subsequent micro-kinetic analysis is important for 
limiting the cost of evaluation and ensuring model solvability. This is currently achieved by employing sensitivity 
analysis over a comprehensive reaction network (CRN) to screen reaction species. However, as a reaction 
network is being simplified for a particular catalyst composition, it loses its transferability to other compositions. 
Therefore, in this study, a two-way approach is presented to circumvent this problem. Firstly, a generalizable 
model outcome is identified, i.e. minimum reactant conversions (xR), based on a mass-flow analysis. Then, a 
stepwise workflow is developed for constructing a partial reaction network (PRN) to insure transferability of min 
(xR) for a range of varying catalyst energetics, in the absence of experimental data for validation. Lastly, the 
transferability of this approach is demonstrated for CH4 dry reforming by developing a PRN using Ni(111) as the 
initial catalyst and testing it over Ru(001).   

1. Introduction 

If we had formal rules of heterogeneous catalyst design, these would 
be based on the knowledge of relevant reaction kinetics at the surface, 
identified through experimental observations and the construction of 
accurate micro-kinetic models. Here Micro-kinetic modelling (MKM) is a 
tool for theoretical investigations of catalysts performance: MKM inputs 
catalyst structure and outputs its performance for a given reaction in 
terms of the predicted reactant conversions and product yield. The 
method has gained significant popularity in the past decade, see Fig. 1 
(a), because unlike traditional methods such as power − law expressions 
[1] and the Langmuir-Hinshelwood - Hougen-Watson (LHHW) equa-
tions [2] that are often based on chemical intuition and implicit as-
sumptions, the MKM method does not require any initial assumptions 
about the rate-determining reactions or the most abundant surface 
species [3]. 

Fig. 1(c) illustrates a generic strategy for developing a micro-kinetic 
model. It starts by (1) building a reaction network that includes possible 
reaction intermediates and elementary reaction steps based on experi-
mental observations, literature-based dissociation and association 
routes, and/or auto-reaction generators algorithms [4] employing re-
action energy data [5–7], templates [8,9] or heuristics, see Fig. 1(b). The 

most common approach is to look in the literature for elementary steps 
corresponding to reactant dissociation, product association and redox 
reaction steps in similar reactions with known mechanisms. For 
example, a study on methane reforming [10] copies the mechanism for 
dry reforming of methane (DRM) directly from CH4 steam reforming 
with the addition of CO2 dissociation steps. Further comparisons show 
that for small molecules reaction systems like DRM, both literature and 
automated mechanism generators agree on the same reaction network 
[4,10]. Identifying a reasonably accurate and feasible reaction network 
is the first and critical step in micro-kinetic modelling as it directly af-
fects (i) the cost of developing a model and (ii) its accuracy. 

The next step, (2) is computing reaction energetics, i.e. intermediate 
binding energy and transition state barriers corresponding to the reac-
tion network obtained in step (1) over a given catalyst surface using 
tools like density functional theory (DFT). This is followed by step (3), 
reactor modelling. 

Mass balance equations are written for all reaction species (reactants, 
products and intermediates) in a given reactor system (e.g. a plug flow 
reactor) based on elementary reaction steps in the reaction network. 
Solving this set of mass-balance equations generates intermediate sur-
face coverages, reactant conversions, product concentrations and reac-
tion rates of elementary steps for a given reaction condition. These 
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solutions are then compared to experimental data (4) to estimate model 
accuracy. 

The accuracy of an MKM relies on its model parameters that are 
specific to each step shown in Fig. 1c. Loosely constrained kinetic 
models can lead to several pitfalls in terms of both accuracy and 
computational cost, and the results based on such models can lead to 
varying conclusions regarding the reaction mechanisms and catalyst 
performance [11]. Starting with reaction networks, the important 
parameter is the energy tolerance that is used to decide whether a 
particular intermediate/reaction step will be included in the reaction 
network. Similarly, in step (2), there is a significant impact of the choice 
of parameters corresponding to the quantum chemistry tool used for 
generating energetics. For example, in the case of DFT, it would be the 
exchange–correlation functional. In step (3), it is the approach used for 
mapping the catalyst surface (mean-field approximation [12] or kinetic 
Monte Carlo [13]). Another impact factor is whether assumptions of 
certain elementary reactions are in quasi-equilibrium had been used 
sparingly [14]. 

Several studies have been dedicated to ensuring the validity/appli-
cability of these MKM parameters/assumptions in steps (2) and (3) of 
the overall methodology respectively. For example, DFT functionals 
were tested against experimentally observed energies for gas-phase 
molecules and catalyst bulk systems, before generating the entire sur-
face energetics [15]. Also, error quantification of MKM predictions was 
performed to validate the use of linear scaling relations for predicting 
intermediate and transition state energies [16] to justify its application. 
There have also been studies that are more focused the on generalization 
and transferability of MKM parameters instead of absolute prediction 
accuracy. A study in ref. [17] reports that catalysts performances can be 
directly compared if the same DFT functional is used to generate ener-
getics over each catalyst surface, even when their absolute values are 
different from experimental observation. Similar investigations for 
mean field approximation validate its direct applicability to high- 

temperature reaction systems [12]. Additionally, studies performing 
error quantification are used to differentiate specific scenarios that need 
complex models, like kinetic Monte Carlo instead of mean-field [17,18], 
thus enabling efficient resource allocation based on problem re-
quirements. These findings eliminate the dependence on experimental 
data for tuning parameters or validating assumptions when comparing 
catalyst activity, i.e. materials can be categorised on whether or not they 
are more active than a base catalyst material. It is particularly useful 
since the general objective of micro-kinetic modelling is to enable 
catalyst design by comparing catalysts performances. 

Additional investigation to establish guidelines for creating a 
representative reaction network (step 1 of Fig. 1c) and its generalization 
to model outcomes would significantly reduce the cost of constructing 
and validating MKMs. It will also broaden the scope of independent 
theoretical investigations in guiding experiments, rather than the other 
way. Reaction networks directly impact the computational cost and 
prediction accuracy further down the line. 

Ideally, a reaction network should include all possible elementary 
surface reactions occurring during the catalytic transformation of re-
actants to products, i.e. a comprehensive reaction network (CRN). 
However, this process of developing a CRN is based on existing studies, i. 
e. a CRN is a superset of reaction steps reported in the literature. As a 
result, CRN models are computationally expensive and often include 
high numbers of surface variables making them unsolvable [4]. They 
might also include intermediates/reaction steps whose absence has a 
negligible effect on the model outcome. Therefore, in practice, models 
are developed over partial reaction networks (PRNs) that are created by 
screening relevant intermediates and reaction steps, from a compre-
hensive network. 

Screening PRN from CRN is often based on intermediate binding 
energies and transition state barriers. Sensitivity analysis is performed 
over the micro-kinetic model to identify transition states and interme-
diate binding energies that dominate the reaction kinetics followed by 

Fig. 1. The role of microkinetic modelling in catalysts development. (a) Publications appearing in the Web of Science search (as of February 8, 2023) for the term 
“Micro-kinetic modelling”. (b) The sources of data used in constructing a reaction network.[4] (c) Illustration of a stepwise strategy for developing a micro- 
kinetic model. 

Shambhawi et al.                                                                                                                                                                                                                               



Chemical Engineering Journal 466 (2023) 143212

3

mechanistic insights into the reaction. Many studies [19–21] employ 
dimensionality reduction methods like principal component analysis 
(PCA) based on sensitivity coefficients of each reaction step in a CRN to 
create a reduced model. Whereas, some studies [19–22] are dedicated to 
identifying universal descriptors for a reaction system i.e., binding en-
ergies and activation barriers corresponding to kinetically relevant re-
action steps, e.g. degree of rate control [23]. These identified descriptors 
are the basis for developing tools like machine learning-based binding 
energy prediction models [24] for cost-effective screening of catalytic 
materials. The entire process is a theoretically guided catalyst design 
approach that employs micro-kinetic models ideally built using a simple 
and transferable PRN. 

In reality, simplicity and transferability are contradictory properties 
of a PRN that needs to be optimized for a given reaction system. 
Screening of either intermediates or reaction steps depends on the cat-
alyst’s bulk composition and reaction conditions in question. The bulk 
components directly affect the binding energy, whereas reaction con-
ditions, such as elevated temperature/pressure, might activate certain 
pathways that were previously dormant. For example, a study on CO2 
methanation revealed that the intermediate HCOO* is among the most 
abundant intermediate species on Ru (001) but the same is not observed 
for Ni (111) [25]. It is also noted that reaction steps like the Boudouard 
reaction become relevant at temperatures above 800 K but are dormant 
at lower temperatures [26]. Therefore, the transferability of a reaction 
network is only confirmed after validating the corresponding model 
predictions against experimental findings performed over similar cata-
lyst bulk compositions and reaction conditions, step (4) in Fig. 1c. This 
requirement for validity, however, limits the direct application of PRN- 
based models, and descriptors by extension, as a tool for faster theo-
retical investigation of catalysts. 

Direct comparisons of catalysts performance are only valid if: (i) 
model transferability is proven experimentally over every catalytic 
system in question, or (ii) transferability of model parameters in steps 
(1), (2) and (3) illustrated in Fig. 1c is justified based on generalizations 
available in the literature. The latter has already been investigated for 
steps (2) and (3), as we discussed above. Therefore, in this study, we 
establish guidelines on the construction and use of single pathway PRNs 
(reaction networks comprising of one pathway that allows product 
formation from reactants) for catalysts comparisons while ensuring 
transferability. We particularly focus on reaction systems allowing 

atmospheric CO2 capture (a reference to Section 2.1), such as dry 
reforming of methane (DRM) and CO2 methanation. Both are simple 
molecular chemistries that favour carbon capture and have extensive 
literature devoted to identifying active and stable catalysts via micro- 
kinetic analysis. We use DRM as our test reaction system for devel-
oping a single pathway PRN and then compare its results to a previously 
validated CRN on different Ni-based catalyst surfaces for the CH4 dry 
reforming. 

The results of this investigation are reported in Sections 3.1 and 3.4. 
We also present a mass flow analogy based on this comparison in Sec-
tions 3.2 and 3.3. We then identify model outcomes that can be gener-
alized over different catalyst surfaces in Section 3.5 and test them for 
certain binding energy constraints in Section 3.6. We also outline those 
constraints and devise a workflow in Sections 3.6 and 3.7 to construct a 
transferable PRN, i.e. a ‘bare-minimum’ partial reaction network that 
allows catalyst activity comparisons based on reactant conversions using 
micro-kinetic model predictions in the presence of limited or no exper-
imental data to ensure its transferability. We then examine the workflow 
applicability for stiff systems like CO2 methanation later in Section 3.7. 

2. Methodology 

Fig. 2 outlines the methods used in this study to compare predictions 
from models based on CRN and PRN that are later used to develop 
guidelines for developing a transferable PRN. Computational details for 
constructing partial/comprehensive reaction networks and micro- 
kinetic modelling are discussed in Sections 2.1 and 2.3 respectively. 
The DRM reaction model is first employed over different Ni-based cat-
alysts to compare their respective PRN and CRN model outcomes. It is 
then employed on a set of hypothetical Ni-based catalysts and another 
set of random catalysts. The technique for developing hypothetical Ni- 
based catalysts and random catalysts is reported in Section 2.2. 

2.1. Reaction networks 

Reactions of DRM and CO2 methanation have been extensively 
studied in the literature. Experimental studies employing isotropic 
tracing [27–29] indicate the presence of intermediates like surface 
carbon (denoted as C*) and surface CO (CO*) on Ni-based catalysts. 
Further analyses using Fourier-transform infrared spectroscopy (FTIR) 

Fig. 2. A summary of methods for comparing models based on comprehensive reaction network (CRN) and partial reaction network (PRN).  

Shambhawi et al.                                                                                                                                                                                                                               



Chemical Engineering Journal 466 (2023) 143212

4

suggest the presence of formic and formaldehyde intermediates [30,31]. 
These findings are included in theoretical investigations. However, in-
dependent studies report different reaction networks, varying from the 
most comprehensive reaction networks, for example including both 
formic and aldehyde species [25,26] to a generic partial reaction 
network [32,33], or ignoring formic species. Please refer to Table S1 in 
Supporting Information (SI) for further details. 

The CRNs constructed in this study are based on the recent 
comprehensive studies for DRM [26] and CO2 methanation [25] 
respectively. Please refer to Fig. 3 for the CNR corresponding to the dry 
reforming reaction. It includes all side reactions, such as H2O formation, 
Boudouard reaction, water gas shift (<800 K) and reverse water gas shift 
(>800 K) reactions. The CRNs for DRM and CO2 methanation, consist of 
38 and 46 elementary reaction steps respectively (reactions listed in 
Table S2 of SI, please refer to refs. [26;25] for further details). The 
binding and transition state energies of the reaction network are taken 
from previous studies [25,26]. This CRN is represented as two connected 
graphs to investigate the connectivity between the intermediates. The 
nodes correspond to reaction intermediates and the edges correspond to 
each elementary reaction step (including both forward and backward 
reaction steps). Please refer to Section 2 in SI for further details on the 
visual representation of chemical reaction networks. 

PRNs, on the other hand (Fig. 4), are created by muting certain re-
action steps in the CRNs. The reaction steps are muted by multiplying 
their rate constant by a factor as low as 10-20. For PRN-1, the reaction 
steps that are not included in the dominant pathway (for product for-
mation over Ni (111)) and side reactions, are muted. A model is then 
developed based on PRN-1 and its model outcomes are compared 
against the CRN-based model for Ni-based real catalysts and hypothet-
ical catalysts, (please refer to Section 2.2 for more details). The rele-
vance of side reactions is also investigated similarly, i.e. by muting side 
reactions and comparing the model outcomes with CRN-model, please 
refer to Section 6 of Supporting Information (SI) for details. 

Mass flow within such chemical reaction networks (Figs. 3 and 4) 
provides a new perspective to approaching kinetic analysis of catalysts. 
The rate of mass flow/accumulation through the networks are known 
indicator of catalysts’ performance and it is dependent on: (i) the 

catalyst’s energy profile in the specific reaction, and (ii) the reaction 
graph’s topology. Preliminary studies on reaction networks report that 
mass flow in reaction network topologies with multiple pathways could 
be prone to ‘congestion’ – a network’ property [34]. Similarly, lower 
binding energies of intermediates might lead to mass accumulation and 
further catalyst poisoning (a reference to Section 3.5). These reports are 
quite relevant since both DRM and CO2 methanation support the exis-
tence of multiple intermediates and pathways: according to the pathway 
identification technique based on Dijkstra’s algorithm [25], there are 
835 unique pathways for CO formation from CH4 in DRM and 5,515 
pathways for CH4 formation from CO2 in the CO2 methanation network. 

For such reaction networks, congestion/accumulation is an inter-
linked phenomenon whose extent is affected by both energetics and 
connectivity, (i.e. network topology). This requires an additional 
investigation to enable the study the phenomena of congestion and 
accumulation separately. An absolute random catalyst (ARC) is created 
that favours all reaction steps equally and ensures congestion in the 
networks with interlinked pathways (please refer to Section 2.2 for more 
details). Then a multi-pathway network, i.e. PRN-2 (Fig. 4b), is created 
that includes every intermediate listed in CRN to mimic its extent of 
accumulation. However, it only includes three independent pathways 
leading to product formation. Hence the difference in model outcomes 
from PRN-2 and CRN-based MKMs (see Fig. 2) will be the result of 
network congestion observed in CRN. Similarly, PRN-1/ARC-based 
models are also compared against the CRN/ARC-based model to un-
derstand the impacts of congestion and accumulation phenomena when 
occurring together. 

2.2. Energetics for random catalysts 

Random catalysts are created in two ways: (i) an absolute random 
catalyst (ARC), and (ii) a Ni-based hypothetical catalyst (NiHC). ARC is 
designed to favour all reaction steps in the CRN or a DRM equally. The 
forward rate constants of all 38 reaction steps are set to 10 s− 1 and 
backward reaction steps are set to 5 s− 1. On the other hand, the NiHC is 
designed to mimic a real catalyst’ potential energy surface (Equations 
1–2). The reaction energies for this case were assigned by overlapping 

Fig. 3. A comprehensive reaction network (CRN)[26] for dry reforming of methane. Nodes correspond to reaction intermediates and edges correspond to each 
elementary reaction step. For simplicity, only the forward reaction steps are shown in this representation. 
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the Ni potential energy surface with a random energy surface with lower 
and upper bounds of 50 kJ mol− 1. The bounds were later increased to 
100 kJ mol− 1 for further investigating the effect of reaction energies on 
partial network predictions, see Section 3.6. 

Ea,j ≥ 0 (1)  

Ea,j ≥ ΔHj (2)  

where Ea,j and ΔHj are the activation barrier and reaction energy for jth 

the reaction step respectively. Scaling relation and BEP relation con-
straints (see Equation 3–5) are included in addition to the constraint in 
Equations (1), (2). 

ΔEZHx = γ(x)ΔEZ + ε (3)  

where, ΔEZHx is the adsorption energy of the species ZHx (Z = C, N, O, S) 
on the most stable site, ΔEZ is the adsorption energy of the species Z at 
the same site [35], γ(x) is the slope in equation (3) computed using to the 
remaining valency of the bonding atom (Z) and intercept ε is a constant 

depending on the site configuration [35,36]. 

Ea,j = αΔEFS/IS,j + ε (4)  

− 2 ≤ γ(x), α ≤ 2 (5) 

Changes in transition state energies (Ea,j) are linearly related to the 
changes in intermediate binding energies in initial/final states (ΔEFS/IS,j)

of any jth reaction, which in turn is linearly related to the binding energy 
changes of atomic carbon and oxygen. The upper and lower bounds for 
slopes in Equation 3–4 are 2 and − 2 respectively. These bounds are 
based on the ranges of slope values observed in the literature for multi- 
metallic alloys [37]. The intercept, on the other hand, is the same for all 
catalysts since the same planar surface is investigated. As a result, in-
tercepts do not amount to any changes in the binding energy when 
compared against the Ni(111) surface and can be ignored. 

The random energies are generated using MATLAB’s random number 
generator. Reaction energies that satisfied the constraints of Equation 
1–5 were identified using MATLAB’s functions createOptimProblem, list 
and RandomStartPointSet. 

Fig. 4. Illustration of network connectivity in the designed partial networks. (a) PRN-1 for dry reforming of methane constructed using the dominant pathway 
identified over Ni(111) catalyst[26] at 973 K / 10 bar and reactor space–time of 1 gcat h mol− 1. (b) PRN-2 for dry reforming of methane that includes multiple 
independent pathways for product formation and all intermediates listed in the comprehensive reaction network (CRN). 
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2.3. Micro-kinetic analysis 

The simulations are based on the previously reported model for DRM 
and CO2 methanation over Ni(111) surface [25]. The rate constants for 

each elementary reaction step are obtained using transition state theory, 
Equation (6). 

Fig. 5. An illustration of the generic workflow for constructing a partial reaction network (PRN) for estimating minimum reaction conversions based on an initial 
catalyst guess and a range of reaction conditions. 
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kf = kB T/h exp
[
− ΔGact,f

RT

]

(6)  

where kB is Boltzmann constant, h is Planck’s constant, R is the universal 
gas constant, T is the reaction temperature and ΔGact is Gibbs free en-
ergy of activation for the reaction step obtained from DFT values. ΔGact 
for each elementary reaction step is taken directly from previous the 
study. 

A∗ +B∗ ↔ C∗ +D∗

rf = (kf θAθB)×Nsite,total (7) 

Once rate constants are computed using Equation (6), the forward 
and backward rates (rf/b) are given as Equation (7). Here θA and θB are 
the fractional coverages or mole fractions of species A and B, and Nsite,total 

is the total number of active sites in mol/gcat. 
The rate equations are then assembled based on the mass balance 

equations for each species. Considering an ideal PFR reactor as a 
reasonable simplification for a typical fixed-bed reactor, the reactants 
conversions are written in the form of differential equations of reactants 
balances (Equation8). The micro-kinetic model (MKM) is developed 
assuming the mean field approximation. A detailed list of assumptions 
can be found in the reported studies [25,26]. 

dθj

d
(

W
F0

) =
∑#ofreactions

i
σi.jri (8)  

where, W is the weight of the catalyst in g, F0 is the total molar flow rate 
of gases in mol•h− 1, σi,j is the stoichiometric coefficient of species j in 
reaction i, ri is the rate of reaction I and θj is the fractional surface 
coverage of surface species j or mole fraction of gas phase species. 

The micro-kinetic model is solved for a reaction temperature/pres-
sure of 973 K / 10 bar pressure for DRM and 550 K / 10 bar for CO2 

methanation. The reactor space–time 
(

W
F0

)
is varied up to 1 gcat•h mol− 1 

and Mathematica’s NDSolve is used for solving mass balance ODEs. To 
eliminate stiff solutions arising due to Mathematica’s high accuracy (10- 

15), the model predictions rounded to five decimal places, please refer to 
Section 7 in SI for further details. 

Subsequent analysis for identifying rate-determining step (RDS) and 
the dominant pathway is also performed. Rates are computed for each 
reaction step in the network and pathways are listed using the pathway 
identification algorithm [25]. For a given pathway, the reaction step 
with the smallest reaction rate is its RDS. The pathway with a maximum 
rate of RDS is identified as the dominant pathway. Please refer to ref. 
[25] for further details. 

3. Results and discussion 

This section highlights the major results of this study, i.e. guidelines 
for developing representative and transferable partial reaction networks 
(see Fig. 5) for catalyst screening and relative comparisons while cir-
cumventing the computational bottleneck that limits the applicability of 
MKMs. These guidelines can be directly implemented to problems 
dealing with prediction of catalysts activity and optimisation of re-
actant’s conversions by modifying catalyst composition. 

For a given set of reaction conditions, initial catalyst guesses and a 
range of reactor space–time, a partial network must be constructed such 
that:  

a) Intermediates corresponding to the dominant pathway for product 
formation at the maximum reactor space–time on the initial catalyst 
guess are included.  

b) All by-products and side reactions are identified, as per the reaction 
thermodynamics, and included (to account for reactant mass diver-
sion away from product formation).  

c) Most abundant intermediates that are not part of the dominant 
pathway are also identified over the initial catalyst for the given 
space–time and included (to account for mass-flow accumulation of 
oxidizing agents and catalyst poisoning). 

d) Step (c) is repeated for a range of reaction energies using the hypo-
thetical catalyst analysis as mentioned in Section 3.6. The relevant 
intermediates identified through this analysis are included in the 
network (to account for possible mass accumulation due to changes 
in energetics).  

e) All reaction steps corresponding to the dominant pathway for the 
formation of a relevant intermediate identified in Steps (c) and (d) 
are noted (to account for minimum reactant conversion).  

f) Different subset of the reaction steps added in Step (e) are tested for 
minimum reactant conversion of PRN and only the smallest subset is 
included. 

These guidelines are developed after thoroughly examining the ef-
fects of reaction network topology and energetics towards different 
model outcomes, i.e. reactant and product mole fractions. In Section 3.1, 
the reaction topology is investigated by comparing reactant and product 
mole fractions obtained from CRN and PRN-based models for a given 
catalyst energetics. In Section 3.2, the mass-flow analogy is used to 
project catalyst performance in terms of flow congestion and accumu-
lation. This flow analogy is further used in Sections 3.3-3.4 to under-
stand the results of network comparison in previous sections. 
Additionally, the energetics is also varied in Sections 3.5-3.6 by 
employing ARCs and NiHCs to investigate the generalizability of model 
outcomes when using PRNs. Lastly, the transferability of this workflow 
is tested in Section 3.7. 

3.1. Comparing model predictions for varying reaction networks 

The construction of a representative reaction network is the most 
important step towards micro-kinetic modelling. Different reaction 
networks, like DRM’s PRN-1 and the CRN in Figs. 3 and 4, can result into 
different model outcomes, see Figs. 6-8. Thus, questioning the trans-
ferability of absolute model predictions over different catalysts, even if 
they are just slight modifications of each other. For example, PRN-1, that 
is constructed using Ni (111) as the initial catalyst, does not provide 
accurate absolute predictions for B-doped Ni (111) surface and Ni-based 
hypothetical catalyst. This difference is found to be higher at smaller 
reaction space-times. 

From Figs. 6-8, it is observed that the absolute predictions of CRN- 
and PRN-based models vary depending on the catalyst surface, i.e. Over 
the Ni(111) surface, the CRN and PRN model predictions are coinciding, 
whereas for the NiB(111) and the NiHC catalyst, the predictions differ 
significantly. This is due to the fact that the PRN-1 model includes the 
dominant pathway observed over Ni(111) surface, while that is not the 
case for other catalysts. 

It is found that the absolute predictions of the PRNs-based models are 
only reliable when all elementary steps corresponding to the pathways 
significantly contributing to product formation are accurately identified 
and included. The CRN-based model predicts a 14.7% contribution of 
the dominant pathway (or PRN-1) towards product formation on Ni 
(111) at a reactor space–time of 1 g•h•mol− 1, whereas the contribution 
of the same pathway over NiB and NiHC is 0.005% and 2.7% respec-
tively. However, if PRNs are created using dominant pathways identified 
over NiB(111) and NiHC (please refer to Table S3 in SI) and imple-
mented respectively, then their absolute model predictions (Figures S2 
and S3 in SI) are coinciding with the CRN predictions just like Fig. 6. 
Despite such observations, PRNs are often used in literature for report-
ing conversions and yield over different catalysts, without validating 
their network to every catalyst system in the study [38,39]. Thus, are the 
resulting varying mechanistic insights and catalyst performance pre-
dictions across literature. 

Regardless of the limited transferability of absolute PRN predictions, 
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a consistent trend is observed between PRN-1 vs CRN model predictions 
for all three Ni-based systems. The reactant mole fractions for both 
models are such that yPRN

CH4
≥ yCRN

CH4
, whereas the product mole fractions 

are such that yPRN
CO ≥ yCRN

CO . This observation is consistent for the entire 
range of reactor space-times, even as the reaction reaches equilibrium, 
see Figs. 6-8. However, to confirm this generalization for PRN vs CRN 
model outcomes, the same observation should uphold for PRNs with 

different pathway combinations and energetics. Congestion and accu-
mulation of mass-flow in a PRN could easily reverse the observed trends. 
Therefore, to understand how PRNs prediction varies depending on 
pathways, i.e. unmuted reaction steps, separate investigations are per-
formed to understand the effects of congestion and accumulation. 

Fig. 6. Model predictions of (a) reactant (CH4) mole fraction when using the comprehensive reaction network (CRN) (red) vs the partial reaction network (PRN) 
(blue), (b)ΔyCH4 i.e., yPRN

CH4
− yCRN

CH4 
(c) product (CO) mole fractions obtained when using the comprehensive reaction network (CRN) in red vs the partial reaction 

network (PRN) in blue, and (d)ΔyCO i.e., yPRN
CO − yCRN

CO , observed over Ni(111). (For interpretation of the references to colour in this figure legend, the reader is referred 
to the web version of this article.) 

Fig. 7. Model predictions of (a) reactant (CH4) mole fraction when using the comprehensive reaction network (CRN) (red) vs the partial reaction network (PRN) 
(blue), (b)ΔyCH4 i.e., yPRN

CH4
− yCRN

CH4 
(c) product (CO) mole fractions obtained when using the comprehensive reaction network (CRN) in red vs the partial reaction 

network (PRN) in blue, and (d)ΔyCO i.e., yPRN
CO − yCRN

CO , observed over B-doped Ni or NiB (111). (For interpretation of the references to colour in this figure legend, the 
reader is referred to the web version of this article.) 
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3.2. Mass-flow representation of catalyst performance 

A reaction mechanism includes elementary steps corresponding to: 
(i) reactant dissociation, (ii) intermediate association to form products, 
and (iii) side reactions. The catalytic activity is, therefore, obtained as a 
function of energy barriers corresponding to these steps and catalyst 
optimization is always concerned with reducing energy barriers of 
relevant reaction steps. For example, the rate-determining step is often 
used as a descriptor for screening catalysts [40]. Similarly, catalyst 
stability is predicted in terms of intermediate binding energies. 

However, ensuring reasonable values for both energy barriers and 
binding energies does not necessarily result in a high-performing cata-
lyst. A simple descriptor-based prediction of catalyst performance can 
fall short in many complex reaction systems like DRM. Complex reaction 
systems have multiple interlinked pathways for products formation. 
Moreover, the energy barriers and binding energies of a catalyst are 
always related and cannot be optimized independently. This has been 
observed in the case of Ni(111) and NiB(111) catalysts when 
comparing their catalyst performance for DRM. It can be seen from 
Table S4 that the energy barriers for reactant dissociation are lower for 
NiB(111). However, the activity of Ni(111) is higher. In the case of NiB 
(111), even if the reactant dissociation and CH2 oxidation barriers are 
lower than Ni (111), the surface coverages of the reactant species fall 
short in the rate equations (Equation (7) due to mass-flow distribution 
among competing pathways (a reference to Table 1 for further com-
parison). Hence, catalytic performance is only confirmed through a 
thorough analysis using comprehensive reaction models. 

Given the intricate complexity and interdependency of reaction 
networks, it can be seen as a representation of mass-flow from reactants 
to products. This representation simplifies the previously inter- 
dependent reaction energetics into a flow system with accumulation 
and congestion depending on the energetics and topology of the reaction 
network. Therefore, instead of focusing on specific descriptors, catalyst 
performance will be enhanced by limiting congestion and accumulation 
of mass-flow from reactants to products. 

Before progressing with the mass flow analysis, it is important to 
understand mass-flow accumulation and congestion when looking at a 

reaction network. The following section briefly describes the two phe-
nomena for the scope of this study. 

3.3. Accumulation and congestion in reaction networks 

Accumulation occurs when the intermediate formation rate is greater 
than the consumption in a given reaction network, i.e. mass-flow from 
reactants piles up as intermediate instead of product formation. For 
example, C* formation over Ni during DRM. The accumulation of an 
intermediate depends on the energy difference between its binding en-
ergy and neighbouring transition state barriers. It also depends on the 
extent of mass flow and connectivity. The intermediates in close prox-
imity to the reactant are likely to accumulate first, leading to a lower 
mass flow down the network, thereby reducing the chances of further 
accumulation. This sort of dependence of accumulation on network to-
pology has been tested for the case of an absolute random catalyst that 
favours all reaction steps equally. The extent of accumulation of an in-
termediate w.r.t. other intermediates can be compared based on frac-
tional surface coverages (see Table 1 in section 3.4). Please refer to 
Table S4 and Section 5 of SI for more details. 

Just as accumulation results from mass-flow being piled up as in-
termediates, congestion occurs when the full capacity of a pathway (set 
of reaction steps) is not realised due to multiple interlinked competing 
pathways. For example, DRM rate in Figure S4 is lower for NiB(111) 
compared to Ni(111) due to multiple competing pathways in NiB(111), 
even though NiB’s reactant dissociation barriers are lower, see Table S4. 

Congestion as a network phenomenon, arising due to network to-
pology, has been investigated for varying problems across different 
fields of knowledge, such as traffic planning, pipeline flow and electrical 
circuits. Although unlike the roadways and other flow systems, the 
extent of congestion in a reaction network depends on both topology, 
kinetics and mass accumulation at nodes (intermediates). For example, 
the topology of the DRM network, Fig. 3, resembles regular network 
topology in urban traffic [41] which is inherently prone to congestion. 
However, reaction kinetics may place a significant weight on a partic-
ular pathway, as illustrated in Fig. 4a, thus preventing congestion. 
Similar observation has been reported [34] for a chemical system 

Fig. 8. Model predictions of (a) reactant (CH4) mole fraction when using the comprehensive reaction network (CRN) (red) vs the partial reaction network (PRN) 
(blue), (b)ΔyCH4 i.e., yPRN

CH4
− yCRN

CH4
, (c) product (CO) mole fractions obtained when using the comprehensive reaction network (CRN) in red vs the partial reaction 

network (PRN) in blue, and (d)ΔyCO i.e., yPRN
CO − yCRN

CO , observed over Ni-based Hypothetical catalyst (NiHC). (For interpretation of the references to colour in this 
figure legend, the reader is referred to the web version of this article.) 

Shambhawi et al.                                                                                                                                                                                                                               



Chemical Engineering Journal 466 (2023) 143212

10

inspired by Braess’ paradox [42]. Congestion in the network was only 
observed for a certain range of rate constants and reaction times wherein 
predicted product mole fraction was overestimated when a certain 
pathway was eliminated by muting a reaction step, i.e. their PRN was 
overestimating the product mole fraction. 

Despite such observations, congestion [34,43] is not found in Figs. 6- 
8. This is because these Ni-based catalysts favour specific pathways over 
the others that correspond to an apparent reaction network (network 
including kinetically relevant pathways), see Table S3 in SI for further 
details. This apparent reaction network is the same as Fig. 4a and is a 
subset of the CRN. 

However, a CRN is prone to congestion if all reaction steps are 
equally favoured, i.e. energetics are corresponding to an absolute 
random catalyst (ARC) in Fig. 5. For more details regarding the ARC 
please refer to Section 2.2. Model results predicted over the ARC are 
discussed in Section 3.4. 

3.4. Congestion in the comprehensive reaction network 

The earlier study on reaction network congestion [34] conducted an 
investigation wherein the partial network included all intermediates 
from the comprehensive network. This neutralized the effect of inter-
mediate’ accumulation over the final model outcomes, i.e. reactant 

conversions and product formation. Therefore, an additional partial 
reaction network (PRN-2) is constructed to perform a similar analysis by 
including all DRM intermediates (Fig. 3). Three independent pathways 
for CO formation from CH4 are also included. Please refer to Section 2.1 
for more details regarding the reaction steps. The reactant’ and the 
product’s mole fractions are then predicted using models based on PRN- 
1, PRN-2 and CRN. The differences in predictions between the two 
partial network models and the CRN/ARC model are shown in Fig. 9. 

From Fig. 9 one can observe that near equilibrium, the PRN-2/ARC 
model predicts network congestion similar to the previous study [34], 
i.e. the reactant’s mole fractions are lower than those predicted by the 

CRN model 
(

yPRN
CH4

< yCRN
CH4

)
and the product’ mole fractions are higher 

than those predicted by the CRN model 
(
yPRN

CO > yCRN
CO

)
. However, the 

PRN-1/ARC model overestimates both the reactant’ and the product’ 
mole fractions at equilibrium. The overestimation of CO mole fraction 
by PRN-1/ARC model is even higher than the values obtained with the 
PRN-2/ARC model. 

This difference in equilibrium mole fractions is caused due to missing 
intermediate / reaction steps in the network (please refer to Section 6 of 
SI). However, whether the estimated mole fraction is higher or lower 
than CRN models, depends on both congestion and accumulation. The 
CRN/ARC is inherently prone to congestion and accumulation. This 
congestion is, however, not observed in PRN-1/ARC due to the absence 
of other pathways. The PRN-1/ARC model also lacks dynamic mass 
accumulation in the form of intermediate concentration/coverage. 

In the case of reactant mole fractions, the absence of congestion and 
accumulation have contradictory effects. The absence of accumulation 
lowers the reactant conversion (higher reactant mole fraction) since the 
capacity of the network is reduced, whereas the absence of congestion 
allows more mass flow through the pathways, i.e. higher reaction rates, 
higher reactant conversions and lower reactant mole fractions. 
Contrarily, in the case of reactant mole fractions, the absence of 
congestion and accumulation have the same effects. The absence of 
accumulation causes more mass-flow out of the network as product 
(higher product mole fraction) since the capacity of the network is 
reduced, whereas the absence of congestion allows higher reaction rates 
and more product formation. Therefore, the difference in reactant and 
product mole fraction prediction between PRN-1/ARC and CRN/ARC is 
a combined result of congestion and accumulation phenomena. 

In the case of PRN-2/ARC, all CRN intermediates are included in the 
model and each reaction step is equally favoured. Therefore, the extent 
of accumulation in PRN-2/ARC is very similar to CRN/ARC and the 
difference the in reactant and product mole fraction prediction between 
PRN-2/ARC and CRN/ARC depends on whether there is congestion in 
the PRN-2/ARC model at a given reactor space–time. This means, 
yPRN− 2

CH4
− yCRN

CH4 
will be negative and yPRN− 2

CO − yCRN
CO will be positive (as 

shown in Fig. 9c, d) if congestion is absent in PRN-2/ARC and accu-
mulation is comparable to CRN/ARC. 

Another observation that is made from this analysis is the surface 
coverages listed in Table 1 for PRN-2. The coverages suggest that when 
all reaction steps are favoured equally (ARC), intermediates closer to 
reactants (least # reaction steps away) have higher fractional coverages 
compared to the others, e.g. CO2*, CH3*. Therefore, when energetics 
supports the accumulation of multiple intermediates equally, the like-
lihood for accumulation of a particular intermediate will depend on its 
proximity from the reactants, i.e. minimum # reaction steps from 
reactant. 

3.5. Reactant (CH4) mole fraction predicted by PRN models for catalyst 
screening 

From the analysis based on ARC, it is concluded the absence of 
accumulation and congestion in PRN (PRN-1, PRN-2) increases the 
overall difference yPRN

CO − yCRN
CO , but the effects negate each other when 

Table 1 
Intermediate coverages observed over different catalyst surfaces at 973 K, 10 bar 
and a reactor space time of 1 g•h•mol− 1. The coverages are also reported for an 
absolute random catalyst (ARC) when varying the reaction network.  

Species Ni (111) NiB 
(111) 

NiHC ARC 
CRN PRN PRN-2 

CH3* 1.05x10- 

7 
1.22x10- 

5 
3.84x10- 

8 
1.82x10- 

1  
0.2154  0.1950 

CH2* 2.45x10- 

7 
5.76x10- 

8 
1.21x10- 

7 
6.93x10- 

2  
0.0895  0.0908 

CH* 2.32x10- 

5 
1.27x10- 

7 
1.44x10- 

5 
2.09x10- 

2  
0.0238  0.0264 

C* 6.00x10- 

7 
1.58x10- 

9 
9.15x10- 

8 
1.45x10- 

2  
0.0055  0.0066 

CO2* 2.68x10- 

7 
3.95x10- 

5 
2.65x10- 

7 
1.00x10- 

1  
0.2397  0.1006 

CO* 8.10x10- 

1 
7.70x10- 

1 
8.75x10- 

1 
5.99x10- 

2  
0.0665  0.0595 

COOH* 1.67x10- 

9 
1.36x10- 

7 
5.16x10- 

10 
6.99x10- 

2  
–  0.0714 

HCOO* 6.70x10- 

7 
3.06x10- 

3 
1.00x10- 

5 
7.03x10- 

2  
–  0.0923 

HCO* 2.88x10- 

8 
1.10x10- 

7 
1.77x10- 

8 
4.04x10- 

2  
0.0245  0.0143 

HCOOH* 9.77x10- 

11 
4.35x10- 

10 
7.09x10- 

12 
5.30x10- 

2  
–  0.0725 

CH3OH* 7.77x10- 

11 
2.33x10- 

10 
4.81x10- 

12 
2.48x10- 

2  
–  0.0195 

CH2OH* 1.70x10- 

13 
1.05x10- 

10 
5.09x10- 

14 
1.10x10- 

2  
–  0.0035 

CHOH* 8.49x10- 

12 
6.20x10- 

11 
5.96x10- 

12 
7.26x10- 

3  
–  0.0018 

COH* 1.80x10- 

7 
5.67x10- 

11 
3.67x10- 

8 
1.13x10- 

2  
–  0.0112 

CH3O* 5.28x10- 

9 
2.86x10- 

8 
2.05x10- 

10 
5.57x10- 

2  
–  0.0490 

CH2O* 7.31x10- 

11 
1.79x10- 

9 
9.93x10- 

11 
2.71x10- 

2  
–  0.0120 

H2O* 1.65x10- 

5 
7.10x10- 

4 
5.44x10- 

5 
6.13x10- 

3  
0.0127  0.0056 

O* 1.04x10- 

2 
2.06x10- 

3 
9.55x10- 

4 
4.18x10- 

2  
0.1068  0.0640 

H* 2.77x10- 

2 
8.29x10- 

3 
1.21x10- 

2 
6.10x10- 

2  
0.1041  0.0322 

OH* 6.87x10- 

4 
7.51x10- 

2 
1.05x10- 

3 
2.25x10- 

2  
0.0436  0.0191 

Free Site 
(*) 

1.26x10- 

1 
1.25x10- 

1 
9.53x10- 

2 
5.13x10- 

2  
0.0680  0.0528  
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computing the difference yPRN
CH4

− yCRN
CH4

. Making yPRN
CH4

− yCRN
CH4 

a more robust 
metric for comparing catalyst performance. Furthermore, from Fig. 6b, 
7b, 8b and 9a, it is observed that the difference in reactant mole fraction 
(yPRN

CH4
− yCRN

CH4
) predicted by the PRN-1 and CRN models is positive 

throughout the reactor space–time, regardless of the catalyst energetics 
(real catalysts, NiHC, ARC). 

However, the case of product mole fraction is not so generalizable. 
yPRN

CO − yCRN
CO is positive over ARC (Fig. 9b) whereas, yPRN

CO − yCRN
CO is nega-

tive over Ni-based catalysts (Fig. 6d, Fig. 7d and Fig. 8d). This is because 
ARC favours all reaction steps equally and the CRN/ARC model suffers 
from mass-flow accumulation and congestion, therefore, PRN-1 leads to 
more product formation. Contrarily, Ni-based systems favour only 
particular pathways at a time, see Table S3. Thus, unlike the CRN/ARC 
models, the CRN/real catalyst model is not prone to congestion. Addi-
tionally, the most abundant intermediate over Ni-based catalyst 
(computed using the CRN model) is surface CO or CO* that corresponds 
to < 70% fraction coverage. This prevents carbon mass accumulation as 
intermediates that are not part of the PRN-1. The CRN/real catalyst 
model also includes additional independent pathways. Like the forma-
tion of oxidizing agents (O*, OH*) from CO2 via H-induced CO2 disso-
ciation (R7-13, in Table S2) and CO formation via COH* 
dehydrogenation. These pathways have a small contribution towards 
CO* formations which is insignificant compared to the dominant 
pathway. However, their absence in the PRN-1/real catalyst model leads 
to a negative yPRN

CO − yCRN
CO in Fig. 6d, Fig. 7d and Fig. 8d. 

The generalizability of yPRN
CH4

− yCRN
CH4 

for PRN-1 makes this difference a 
more robust and reliable metric for comparing catalyst performance for 
models that only include the dominant pathway. That is, a PRN that 
contains reaction steps and relevant intermediates corresponding to the 
dominant pathways and side reactions will overestimate the reactant 
mole fraction. This inequality is reported in Equations 9–11. 

ΔyR = yPRN
R − yCRN

R ≥ 0 (9)  

ΔxR = xPRN
R − xCRN

R ≤ 0 (10)  

xR = 1 −
yR

(yR)0
(11)  

where, R corresponds to the reactants 
(
yR

)

0 and is the initial reactant 
mole fraction at reactor input. For DRM reaction system, R = CH4. 

Knowing the lowest achievable reactant’ conversion on a specific 
catalyst could allow activity comparisons using PRNs. This is important 
since computing energetics of an entire CRN is very expensive. There-
fore, further analysis is done to test the consistency of this observation 
(Equation (9) and to further identify regions based on catalysts ener-
getics where this observation is true. Hundreds of NiHC (please refer to 
Section 2.2 for details) with varying energetics were created for this 
analysis. Results are reported in Section 3.6. 

3.6. Partial reaction networks vs catalyst energetics 

Reactant conversions as predicted by the PRN-1 and the CRN-based 
models were computed for 200 NiHCs whose energetics (intermediate/ 
transition state energies, ΔEIS/TS) differ within ±50 kJ mol− 1 from that 
observed over Ni(111). A histogram and box plot charts (see Figures S6 
and S7 in SI) illustrate the distribution of this energy difference from Ni 
(111) for C (ΔEC) and O (ΔEO) and scaling relation slopes (γ(x), α)
corresponding to the remaining intermediates. Please refer to Section 
2.2 for more details on constructing NiHCs. 

Fig. 10a shows the differences in reactant mole fractions ΔyCH4 be-
tween the PRN and the CRN-based model predictions for the 200 
different scenarios. The inequality mentioned in Equations 9–11 is 
satisfied for all the 200 NiHCs when the ΔE bounds are ±50 kJ mol− 1. 
The energy distribution in Figure S6 suggests that due to the added 
constraints in Equations 1–5, the majority of NiHCs lie within a ΔEC and 
ΔEO value of ±20 kJ mol− 1, which is not a very significant difference. 
Therefore, a similar analysis was performed with the bounds on ΔEIS/TS 

increased to ±100 kJ mol− 1. 
From Fig. 10b one can see that a handful of instances do not satisfy 

the inequality in Equations 9–10. Upon closer examination, it is found 
that the coverages corresponding to intermediates not included in the 
PRN-1, like HCOO*, become relevant at a given space–time. For 

Fig. 9. A comparison of model predictions of (a) yPRN
CH4

− yCRN
CH4

, (b) yPRN
CO − yCRN

CO , (c)yPRN− 2
CH4

− yCRN
CH4

, (d) yPRN− 2
CO − yCRN

CO , obtained over an absolute random catalyst (ARC). 
Where PRN, PRN-2 correspond to the partial reaction networks in Fig. 2b and 3, and CRN corresponds to the comprehensive reaction network in Fig. 2a. 
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example, NiHC #70 does not satisfy the inequality in Equations 9–10 
and HCOO* fractional coverage over this catalyst is found to be 0.043 at 
1 g•h•mol− 1 obtained using the CRN-based model. It is the 2nd most 
abundant species and its fractional coverage over the hypothetical 
catalyst is much higher than the value of 6.70x10-7 observed over Ni 
(111) at 1 g•h•mol− 1. Higher fractional coverage suggests that HCOO* 
intermediate consumes oxidizing agents which would otherwise react 
with CHx species, thus limiting reactant conversions and product for-
mation. Additionally, a significant coverage suggests catalyst poisoning 
because the free sites are occupied by a stable intermediate and cannot 
be used for the main reaction. Therefore, excluding HCOO* intermediate 
from the PRN-1 leads to higher reactant conversions and product for-
mation. In other words, the current PRN does not contain relevant side 
reactions (HCOO* formation), which seems to be a necessary require-
ment to satisfy inequalities in Equations (9),(10). 

A new PRN, which includes HCOO* formation, is constructed. The 

dominant reaction step for HCOO* from CO2 is found to be via CO2(g) → 
CO2 → HCOO*, whereas for CH4 it is CH4(g) → CH3*→CH2*→CH*→ 
CHO*→CO*→CO2*+*→CO2*→HCOO*. Since the only reaction step 
present in the above-listed pathways but missing in the current PRN is 
CO2*→HCOO* (R7 of DRM in Table S2), therefore, only this reaction 
step is included in the updated PRN. 

From Fig. 11 it is seen that once HCOO* formation is included in the 
PRN, the inequality in Equations 9–10 is satisfied. A similar strategy is 
implemented for the remaining hypothetical catalysts where in-
equalities (9–10) are not satisfied; details are reported in Section 8 of the 
SI. It is found that HCOO* is a relevant intermediate for all of these 
hypothetical catalysts, see Figure S8-S11. However, there could be more 
than one competing pathway for HCOO* formation from CH4 and CO2. 
Sometimes these pathways also include the formation of other in-
termediates (e.g. COOH*, COH*) that eventually react to form HCOO*, 
see Figure S8. 

Fig. 10. Difference between PRN vs CRN-based model predictions of reactant mole fraction 
(

ΔyCH4= yPRN
CH4

− yCRN
CH4

)
obtained over 200 Ni-based hypothetical catalysts 

when ΔE bounds are within ± 50 kJ mol-1 (a) and ± 100 kJ mol− 1. The hypothetical catalysts for which ΔyCH4 < 0 at any reaction space–time from 0 to 1 
g•h•mol− 1, are shown in red. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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Even though including all reaction steps / intermediates corre-
sponding to dominant pathways for HCOO* in the existing PRN leads to 
reaction conversions that satisfy inequalities (9–10), the same can be 
achieved by including a subset of these reaction steps/intermediates (see 
Figures S8 and S11). This is particularly important since including a 
subset of reaction steps/intermediates is computationally less expensive. 
Therefore, the stepwise workflow reported in Fig. 5 should be used to 
construct a transferable PRN that satisfies inequalities 9–10, for a given 
ΔE by identifying additional reaction steps/intermediates that need to 
be included in a PRN based on an initial catalyst. 

4. Transferability of partial reaction networks and limitations 

Once the final PRN is constructed, catalyst activity prediction in 
terms of minimum reactant conversion can be performed within the 
energy bounds designated for the hypothetical catalyst analysis without 
experimental validation. Possible catalyst poisoning via intermediate 
formation can also be predicted using the hypothetical catalyst analysis. 
The PRN obtained via these design rules (see Fig. 5), can be imple-
mented to different compositional variations of Ni and even other 
metallic systems like Ru (see Fig. 12), where ΔEC/O w.r.t. to Ni(111) are 
within the energy bounds explored for hypothetical catalysts satisfying 
minimum reactant conversion of PRN. 

The same generalization cannot be made for product yield prediction 
using PRNs since product yield is very sensitive to the reaction network 
(a reference to Section 3.5). Therefore, yield and selectivity must be 
predicted using models based on the experimentally verified compre-
hensive reaction network. 

Apart from product yield and sensitivity prediction, there is an 
additional limitation to using the PRN-based models - model stiffness, i. 
e. when the solution curve displays significant variation due to numer-
ical instability of the mass balance equations. A further investigation 
based on the CO2 methanation reaction system highlights this issue and 
its implications on using the PRN-based models. The CO2 methanation 
reaction model has been observed to demonstrate a stiff behaviour due 
to the larger number of reaction steps and intermediate variables when 
compared against DRM. This inherent model stiffness makes it difficult 
to progress with hypothetical catalyst analysis. Figure S13 demonstrates 
this problem for hypothetical catalyst analysis performed using a PRN 
(Figure S12 in Section 9 of SI) that works for Ni(111). The ΔyR values, 
where R = CO2, are found to oscillate around y = 0, unless the PRN is 
the same as the CRN, i.e. all reaction steps are included in the network. 
This limits the applicability of PRN design rules. Figure S13 suggests that 
these fluctuations can be as high as 10-3, depending on the magnitude of 
its corresponding reaction fractional conversion. 

For such model systems it is very important to determine whether the 
failure in design rules is due to model stiffness. Both intermediate 
accumulation and model stiffness can lead to negative ΔyR, however, 
numerical stability of system can be analysed via inflection points in 
kinetic plots. Once stiffness and stability of the model predictions are 
confirmed for the required reactor space–time, design rules in Fig. 5 can 
be applied to construct a partial reaction network. 

5. Conclusions 

Partial reaction networks (PRNs) are often used in theoretical in-
vestigations involving catalytic performance comparison due to lower 
cost of investigation, compared to a comprehensive reaction network 
(CRN). However, the transferability of a PRN developed over an initial 
catalyst guess, like Ni(111), cannot be guaranteed for even slight 
modifications, like NiB(111), unless validated experimentally over both 
surfaces. Therefore, in this study, we develop guidelines for constructing 
PRNs using dominant pathways for comparing catalyst performances 
over different material compositions, in the absence of experimental/ 
DFT data. 

We start by implementing a mass-flow analogy to represent catalyst 
performances in terms of congestion and accumulation. It is found that 
congestion and accumulation in a reaction network are dependent on its 
topology and kinetics, thus the overall model predictions i.e., reactant 
conversions, and product concentration, are different for a CRN and a 
PRN. Even so, some consistencies are observed for the reactant con-
version predictions. Compared to a CRN model, a PRN model, including 
dominant pathways, side reaction and relevant species, is found to al-
ways under-estimates the reactant conversion. 

Therefore, we investigate this hypothesis for a set of 200 Ni-based 
hypothetical catalysts that were created by varying DFT energies of in-
termediates and transition states over Ni(111) by up to ± 100 kJ mol− 1. 
Based on this investigation, we developed a workflow for constructing 
transferable PRNs (within certain surface energy bounds) without 
experimental/DFT data. The PRNs developed via this workflow are 
simple, yet representative enough to screen a list of catalysts based on 
minimum reactant conversion for further expensive investigation. 

Aside from broadening the applications of micro-kinetic models in 
catalyst investigation, the techniques presented in this study can also be 
used for adding complexity to reaction networks in an efficient stepwise 
manner. The models based on the workflow presented in this study can 
also assist and complement expensive investigations like designing 
catalyst compositions for improved performance. It further comple-
ments experimental investigations by screening materials for validation. 

Fig. 11. Difference between PRN vs CRN based model predictions of reactant 

mole fraction 
(

ΔyCH4= yPRN
CH4

− yCRN
CH4

)
obtained over NiHC#70 (ΔE bounds are 

within ± 100 kJ mol− 1), when HCOO* formation via CO2* hydrogenation is not 
included in the PRN (red), and when it is included in the PRN (blue). (For 
interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.) 

Fig. 12. A difference in PRN vs CRN based model predictions of reactant mole 

fraction 
(

ΔyCH4= yPRN
CH4

− yCRN
CH4

)
obtained over Ru (001), where the PRN was 

constructed based on the workflow using Ni(111) as the initial catalyst guess. 
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