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Abstract
Due to global warming, there is a rising demand for green energy storage and green
fuels. 𝐶𝑂2 reduction can help mitigate these demands by storing energy in chemical
bonds, thereby creating fuels that are relatively easy to use and store. In this way,
a new carbon cycle can be created. Catalyst materials play a key role in improv-
ing the selectivity, productivity and stability of the 𝐶𝑂2 reduction reaction (𝐶𝑂2𝑅𝑅).
MOFs are an interesting catalyst material for this, as their porosity enables large sur-
face areas and their structure allows for tunable selectivity. 2D-MOFs are especially
beneficial due to their higher conductivity and mass permeability compared to 3D-
MOFs. Carbonization can be used to improve the limited conductivity and stability
of MOFs making them more suitable for 𝐶𝑂2𝑅𝑅. This is why this study investigates
the effects of carbonization on the catalytic capabilities of 3D and 2D-MOFs for the
𝐶𝑂2𝑅𝑅. Therefore, Cu-BTC was carbonized using different parameters. The result-
ing materials were investigated via amultitude of electrochemical techniques to further
understand their catalytic capabilities. The 2D-MOFs Cu-THQ and Cu-HAB were then
carbonized and the 𝐶𝑂2𝑅𝑅 products of the resulting catalysts were investigated. The
analysis of the 𝐶𝑂2𝑅𝑅 products created by the different MOF derived catalysts shows
that the main influence on the selectivity of these catalyst materials is the size and
distribution of the Cu-cluster formed during carbonization. Since SEM and EDS re-
sults showed that the Cu-cluster formation is influenced by the applied carbonization
parameters, this shows that these parameters can affect the selectivity of the result-
ing catalyst. A reasoning for why the Cu-clusters influence selectivity is discussed,
however this remains to be proven by future work.
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1
Introduction

Carbon dioxide (𝐶𝑂2) is one of the atmospheric gasses of our planet. Traditionally,
most living organisms exhale additional 𝐶𝑂2 into the atmosphere. Most plants use
it in the photosynthesis process, which results in a natural removal process of this
additional 𝐶𝑂2 [1]. Thus, it can be said that nature has kept the 𝐶𝑂2 content in the
atmosphere in balance for millennia. However, recent industrial activities has started
producing an additional 30 gigatons of 𝐶𝑂2 in various processes [2]. This additional
𝐶𝑂2 can no longer be removed by the natural carbon cycle, leading to an increased
𝐶𝑂2 concentration in the atmosphere [3]. This has caused a global rise in tempera-
tures [4], resulting in droughts, floods and other extreme weather conditions around
the planet [5]. To help mitigate these issues attempts are being made to find energy
production processes with less 𝐶𝑂2 emission. So-called green energy production.

Besides this, new ways of energy production may have other advantages. The
fossil fuels which are currently used are often only found at specific locations. This
creates a difference in the availability of these resources for different countries, which
causes political difficulties due to countries’ dependency on each other [6, 7]. More-
over, any local and political changes in sites where fossil fuels are found can have a
large impact on the prices of these resources. This can in turn impact energy prices
[8] as well as the global economy [9]. Since green energy sources are often less site
dependent, this can help mitigate these issues [10].

Even though solar and wind power are the fastest-growing green energy producers
[11, 12], their energy production is irregular due to their dependency on the weather.
Thus, the supply of energy has difficulty meeting the demand, especially because it
remains difficult to store this energy [12]. One solution to this is by storing energy in
chemical bonds [13]. This can be done by using renewable electricity to enable an
electrochemical reaction to occur. During this reaction new molecules are created,
containing bonds with higher energetic values than the ones present in the source
reactants. A common electrochemical reaction for instance is electrolysis of water
to hydrogen gas. However, 𝐻2 is difficult to store and incompatible with most of the
current engines [14–16]. An alternative method is using electrolysis to convert 𝐶𝑂2
into fuels and chemicals. 𝐶𝑂2 reduction reaction (𝐶𝑂2𝑅𝑅) can create hydrocarbons,
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2 1. Introduction

carboxylic acids, etc. These fuels are easier to store and easily made compatible with
currently used engines [17]. This is especially useful for applications where chang-
ing to other fuels is deemed impractical. Additionally, other 𝐶𝑂2𝑅𝑅 products such as
carbon monoxide can be used for the creation of feedstock for the chemical industry.
Many of which are currently being produced using fossil fuels. Thus providing an en-
vironmentally friendly way of producing these materials can be also beneficial [18].

Eventually 𝐶𝑂2 reduction can be used to create an alternative carbon-neutral cy-
cle, in which captured 𝐶𝑂2 is used to make synthetic fuels[19]. These fuels are then
burned, at which point the 𝐶𝑂2 is released back into the atmosphere as shown in Fig-
ure 1.1. By transforming the 𝐶𝑂2 into fuels it is removed from the atmosphere, at least
until the fuels are burned. Thus a part of the 𝐶𝑂2 in the air is temporarily stored in
these fuels, slightly reducing the amount of 𝐶𝑂2 in the atmosphere. Both 𝐶𝑂2 capture
and the making of fuel from 𝐶𝑂2 reduction are already decently developed. Thus the
main item to be improved upon is the 𝐶𝑂2 reduction itself [19].

Figure 1.1: Schematic showing a simplified overview of the desired carbon cycle. Reproduced from
[19].

Of the different factors which can be altered to improve the 𝐶𝑂2𝑅𝑅, the most influ-
ential one is the catalyst material [19]. Thus, this research study aims to find a suitable
catalyst material for 𝐶𝑜2𝑅𝑅 and then to investigate whether it can be improved upon
further. To this end first, a literature review is conducted to identify a suitable catalyst
material and a suitable way in which it can be improved. Then the objective of the re-
search is further specified followed by an explanation of how this will be investigated.
The materials used and the measurement techniques applied are discussed. In the
conclusion, the findings relevant to the research objectives are summarized. Finally,
possibilities for further research are discussed.



2
Literature Review

2.1. Basics of 𝐶𝑂2 Electrochemical Reduction

Figure 2.1: Schematic overview of (a) a standard two-chamber catalytic reaction cell and (b) a zoom-in
of the area around the cathode, showing the different layers and ions. Reproduced from [19].

Figure 2.1a shows a schematic of a basic electrocatalytic cell. The cell consists
of 2 chambers filled with a salted liquid that has ionic conductivity called electrolyte.
An externally applied voltage over the cell drives electrons to the surface between
the so-called cathode and the electrolyte. At the cathode, a reduction reaction occurs
which involves electron transfer from the electrode to the chemical species dissolved
in electrolyte such as 𝐶𝑂2𝑅𝑅. Therefore, the electrical energy is converted into chem-
ical energy by forming new molecular bonds in the reacting species. The charge
difference between the two electrodes creates a flow of ions from the cathode to the
anode. The deficit of electrons is then compensated for at the other side of the cell
where an anodic counter reaction occurs on the surface of the electrode. This sup-
plies new electrons to the system, closing the loop. The two chambers are separated
by an ion conductive membrane in order to prevent the products from the anodic and
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4 2. Literature Review

cathodic reactions to get mixed [19].

In terms of 𝐶𝑂2 reduction reaction, the interface of the cathode and catholyte is
where the 𝐶𝑂2𝑅𝑅 happens. Due to the negative charge applied to the cathode, local
positively charged ions are attracted to the surface resulting in the formation of the
inner Helmholtz plane (IHP), outer Helmholtz plane (OHP) and a diffuse layer, as can
be seen in Figure 2.1b. The IHP contains charged ions, reaction products, intermedi-
ate reaction products, adsorbed reactants and electrolyte. The OHP mainly consists
of solvated ions of the opposite charge. These ions only interact with the cathode
via long-distance electrostatic forces. Due to being filled with ions, the OHP and IHP
together are called the compact layer. More mobile ions travel between the OHP and
the bulk material through the diffuse layer [19].

2.1.1. Limitations of 𝐶𝑂2𝑅𝑅

Figure 2.2: The half-reactions of the most common products produced through 𝐶𝑂2𝑅𝑅 vs. SHE at pH
7. Reproduced from [20].

The half-reactions of common products of 𝐶𝑂2𝑅𝑅 as shown in Figure 2.2. By look-
ing at these, the first challenge for electrochemical 𝐶𝑂2 reduction can be identified
to be the selectivity of the reaction. Since the potential of the different half-reactions
lie close to each other, there are many difficulties in targeting a specific product to
form. Aside from this, it can be seen that the potential for hydrogen production is rea-
sonably close to the others. Since 𝐶𝑂2 reduction reaction commonly takes place in
aqueous environment, this leads to consumption of energy in the hydrogen formation
process. Thereby leaving less energy for the creation of the intended products. It
seems positive that the minimum potentials that allow these reactions are reasonably
low. However, the slow kinetics of the 𝐶𝑂2𝑅𝑅 mean that actual potentials required
are significantly higher in practice [19]. This difference between the predicted half-
reaction potential and the potential required in practice is called the overpotential.
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Another problem is the high energy barrier of -1.9 V for the formation of the initial 𝐶𝑂∗2
anion on surfaces It is not beneficial that this step is highly unfavorable, in part due to
its geometric arrangement going from linear to bent [21].

Figure 2.3: Schematic showing a simplified version of the reaction steps required for the main products
produced in 𝐶𝑂2𝑅𝑅. Reproduced from [22].

Figure 2.3 shows a simplified schematic of the steps involved in the formation of
different products from 𝐶𝑂2. Here it can clearly be seen that for the formation of both
𝐶𝑂 as well as hydrocarbons, the first step is the creation of the 𝐶𝑂−∗ anion. This
indicates that the high potential required for this step is an issue. Figure 2.4 shows
the theoretically proposed reaction steps when a carbonized metal oxide framework
is used instead. It can be seen that the first step remains the same.

A good catalyst can speed up the reaction kinetics and lower the energy barrier for
this first step [19, 21]. Furthermore, catalyst design can be used to improve the selec-
tivity [20, 24]. For CO and formic acid a number of catalysts have managed to reach
high selectivities, this remains difficult for more electron-intensive reaction products
however [25]. Thus, good catalyst design can mitigate most of the current limitations
of 𝐶𝑂2𝑅𝑅. The desired properties a material must have to be a good 𝐶𝑂2𝑅𝑅 catalyst
are good chemical stability, conductivity, high catalytic surface area and good mass
permeability if it is porous [26].

2.1.2. Performance indicators for 𝐶𝑂2𝑅𝑅 Catalysts
To determine the catalytic activity towards 𝐶𝑂2𝑅𝑅, it is useful to understand the indi-
cators used to quantify the performance of catalyst materials.

Due to the complexity of the reaction pathways and variety of the products, one
of the most important indicators of an efficient 𝐶𝑂2𝑅𝑅 catalyst is product selectivity.
Higher selectivity towards a specific product leads to a lower cost of post-separation
techniques giving a low production cost [27]. Selectivity is related to the Faradaic
efficiency (FE)[28]. FE is calculated using equation 2.1, in which 𝑛 is the number of
electrons theoretically required to make one mole of generated product according to
its half-reaction, 𝐹 is the Faraday constant, 𝑁 is the actual obtained amount of moles
of product through the electrolysis, and 𝑄 is the actual total charge consumed by the
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Figure 2.4: Proposed reaction steps for 𝐶𝑂2𝑅𝑅 on copper(II)-benzene-1,3,5-tricarboxylate (Cu-BTC)
derived Cu/C. It was carbonized at 1000 ∘C for 6 h under Ar atmosphere. Reproduced from [23].

electrolysis reaction [19].

𝐹𝐸 = 𝑛𝐹𝑁
𝑄 ⋅ 100% (2.1)

Although FE indicates the efficiency of creating a certain reaction product, it is
unable to provide any information on the rate of production per time scale. Faster pro-
duction rates means less electrolysis equipment is required to obtain the same product
production rate, thus lowering capital cost [27]. Hence, it is important to investigate
the catalytic activity as well as selectivity. Due to difficulties in quantifying the exact
number of catalytic sites, the catalytic current density is used to indicate the average
activity of the catalyst. This can be calculated by normalizing the catalytic current by
the electrode surface area. For practical simplicity, the geometric active surface area
is usually taken as electrode area [29]. By dividing the current density by the FE of a
specific product, the partial current density for that specific product can be obtained
[19].

As it is important for a catalyst to have good selectivity and a good rate of produc-
tion simultaneously, the performance indicators for these materials are sometimes
combined. By multiplying the FE by the current density, the amount of current density
used to form a specific product is found. This is called the partial current density and
it shows the production rate for a specific product [30, 31].
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As explained before, overpotential is also related to the kinetics of the 𝐶𝑂2𝑅𝑅.
Thus it is essential to consider the overpotential required to achieve a certain current
density. Alternatively, similar current densities can be compared and the difference
in the overpotential required for them can be considered [29]. The overpotential can
be calculated by taking the absolute value of the difference between the applied po-
tential and the equilibrium potential of the appropriate 𝐶𝑂2𝑅𝑅 half reaction [19]. A low
overpotential is desired since this helps reduce operating costs of the 𝐶𝑂2𝑅𝑅 [27].

Another important aspect is the stability of a catalyst material. This is usually tested
by performing electrolysis over a longer time and measuring both current density and
FE. It is important that both are measured to give conclusive evidence on the stability
of a catalyst material for performing 𝐶𝑂2𝑅𝑅 [19].

2.2. Catalyst Material for 𝐶𝑂2𝑅𝑅
As discussed in the previous chapter, an engineered catalyst can mitigate most of
the 𝐶𝑂2𝑅𝑅 limitations. Bulk metals were the first catalyst materials investigated for
this purpose. Of these, Cu was shown to be unique in its ability to create multicarbon
products such as hydrocarbons. However, at some point the limit of bulk metals was
reached. This gave rise to investigations of a number of different catalyst materials,
amongst which metal-oxides, carbon materials, metal alloys, etc. [25].

Even though this led to many new catalyst options [32–34], it became clear that
bulk materials are limited since only their surface area can be used as catalytic active
area. Thus, to increase the catalytic surface area of catalysts it is important to scale
down the material to nano-size [35]. For example, R. Kas et al. [36] created nanopar-
ticles from 𝐶𝑢2𝑂 sheets with different orientations. They achieved FE of 43 % for
ethylene production with a current density of 14 𝑚𝐴/𝑐𝑚2 at -1.1 V vs. RHE in 0.1 M
𝐾𝐻𝐶𝑂3 electrolyte. More recently, C. Kim et al. [37] made a 𝐶𝑢/𝐶𝑢2𝑂 porous aerogel
network for use as a 𝐶𝑂2𝑅𝑅 catalyst. They achieved a FE of 41.2 % for ethanol with
a partial current density of 32.55𝑚𝐴/𝑐𝑚2 at -1.1 V vs RHE using 0.1M𝐾𝐶𝑙 electrolyte.

A kind of catalyst material that combines the large surface areas of nano-structured
materials with the added benefit of adapted electronic properties are 2-dimensional
materials. This means the material consists of a few atom thick sheets, which are
either stacked or arranged in a flower-likee pattern. The edges of these sheets often
have beneficial electronic properties, due to quantum confinement [38, 39].

2.2.1. State of the Art 2D-Materials
Since metals were known to work as catalysts, early investigations looked into mak-
ing 2D-metal materials. 𝐶𝑢/𝑁𝑖(𝑂𝐻)2 nanosheets were created by L. Dai et al. [40].
Because of the Cu(0)-enriched surface, atomically thick stable Cu nanosheets were
present resulting in a CO production of 92 % at -0.91 V vs. SHE with a current density
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of 4.3 𝑚𝐴/𝑐𝑚2. The effectiveness of such catalysts led to investigations into a large
amount of different 2D materials being investigated. In this section, recent develop-
ments of 2D-materials for 𝐶𝑂2𝑅𝑅 are discussed and examples of the results obtained
with these catalysts are provided.

Doped carbon
As a cost-efficient and well known 2D-material, graphene was one of the first 2D-
materials investigated for 𝐶𝑂2𝑅𝑅. While pure graphene is chemically inert and a bad
catalyst, doping it with heteroatoms like B or N has been shown to change these
properties and make it capable of 𝐶𝑂2𝑅𝑅 [41].
Wu et al. [42] for instance, doped carbon with nitrogen. For the sample with the
highest amount of pyridinic N, they achieved a FE of 85 % for CO formation at -0.58
V vs RHE with a current density of -1.8 𝑚𝐴/𝑐𝑚2.

Group-VA elements
Aside from Carbon groups-VA elements like P, As, Sb and Bi are able to form layered
structures similar to graphite. For the aforementioned examples, few-layered nano-
sheets were created out of these structures. Recently these materials have been
tested for use as 𝐶𝑂2𝑅𝑅 catalysts.
Especially bismuth has shown to be suitable for formate production, being tested as
early as 2014 [43]. In 2018, through optimizing the interlayer bond length He et al.
[44] was able to achieve FE for formate of 95 %, with a high current density of 57
𝑚𝐴/𝑐𝑚2 at -1.16 V vs RHE.

Transition Metal Oxides
Transition metal oxides (TMOs) have been widely used as catalyst materials due to
their ability to form different product distributions compared to bulk metals [45]. This
makes them interesting candidates for increasing the efficiency of a catalyst to pro-
duce a certain product. Since 2D-TMOs are expected to increase electrical conduc-
tivity as well as the number of active sites, attempts have been made at producing
2D-TMO catalysts for 𝐶𝑂2𝑅𝑅.

In order to investigate the effect of oxygen vacancies within TMOs on their ability
to perform 𝐶𝑂2𝑅𝑅, S. Gao et al. [46] created atomic layer 𝐶𝑜3𝑂4 with and without oxy-
gen vacancies. Experimental observation as well as density functional theory (DFT)
calculations led to the conclusion that the oxygen vacancies in 2D-𝐶𝑜3𝑂4 are able to
stabilize the rate-limiting 𝐻𝐶𝑂𝑂−∗ intermediate. Thus, slightly lowers the onset poten-
tial. Using this catalyst, a FE of 87.6 % for formate at -0.87 V vs. SCE was observed,
with a current density of 2.7 𝑚𝐴/𝑐𝑚2. This was a better performance than the earlier
tested 2D-𝐶𝑜3𝑂4 catalysts [47].

Transition Metal Dichalcogenides
Transition metal dichalcogenides (TMD) like 𝑀𝑜𝑆2 and 𝑊𝑆2 have been investigated
as catalytic materials for 𝐶𝑂2 reduction for some time. It was discovered that the
metal-terminated edges are responsible for their catalytic activity. By making these
materials 2D, the number of available electrons at the edges can be significantly in-
creased. This has led to a wide range of research in the catalytic effects of 2D-TMDs
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[41].
M. Asadi et al. [48] confirmed this by vertically aligning 𝑀𝑜𝑆2 nanoflakes resulting in
a FE of 98 % for CO at -0.764 V vs. RHE with a current density of 65 𝑚𝐴/𝑐𝑚2.

𝑀𝑜𝑆2 was recently combined with Cu in order to create different products than CO
[49]. A microwave hydrothermal method was used to create flower-like 𝑀𝑜𝑆2 with
13.14 wt% nanosized Cu particles attached to it. This was shown to increase the
specific surface area of the material. Cu-doped 𝑀𝑜𝑆2 showed FEs of 38.6 % for CO,
10.8 % for 𝐶𝐻4 and 3.45 % for 𝐶2𝐻4 at -1.4 V vs SCE, with a current density of -3.2
𝑚𝐴/𝑐𝑚2. It can be concluded that the added copper has an effect on the FE of the
reaction products.

Transition Metal Carbides (MXenes)
A recently discovered potential 2D-catalyst material is Transition Metal Carbide (MX-
ene). This is a 2D-metal carbide or nitride with a chemical formula of 𝑀𝑛 + 1𝑋𝑛𝑇𝑥, in
which𝑀 is a transition metal, 𝑋 nitride or carbide, 𝑛 a number in the range 1-4 and 𝑇𝑥
represents the surface termination groups [50]. Their catalytic activity originates from
gas capture through their surface metal atoms with empty d-orbitals, as well as accel-
erated electron transfer due to their intrinsic metal properties [41]. DFT calculations
predicted that MXenes were capable of allowing hydrocarbon product, with selectivity
towards 𝐶𝐻4. 𝐶𝑟3𝐶2 and 𝑀𝑜3𝐶2 were suspected to be the most promising candidates
[51].

Moreover, experimental research by Attanayake et al. [52] has shown that both
Ti-carbides and Mo-carbides are suitable for creating CO as well as formic acid. 𝑀𝑜𝐶2
was used to create CO with an efficiency of 90 % at -0.77 V vs. SHE and a current
density of 0.1𝑚𝐴/𝑐𝑚2. In comparison, 𝑇𝑖3𝐶 could also produce CO with an efficiency
of 65 % at -1.17 V vs. SHE with a current density of -4.4 𝑚𝐴/𝑐𝑚2.

𝑇𝑖2𝐶𝑇𝑥 with additional surface -F was shown to reduce 𝐶𝑂2 with a FE of 56 % to
formic acid at -1.76 V vs SHE with a current density of -0.3 𝑚𝐴/𝑐𝑚2, whereas 𝑀2𝐶𝑇𝑥
reduced 𝐶𝑂2 to formic acid with a FE of 33 % at -1.23 V vs SHE with a current density
of -0.6 𝑚𝐴/𝑐𝑚2. A current density of -2.57 𝑚𝐴/𝑐𝑚2 was achieved at -1.7 V vs. SHE,
but this caused a reduction in FE of formic acid to 20 % [50].

As can be seen from the above examples high FEs can be obtained for CO and
formate production. However, the production of carbon hydroxides and other multi-
carbon products is still less selective than desired. Thus investigating catalysts that
are selective for these products may remain interesting.

2.2.2. Metal-Organic Frameworks
A relatively young possible catalyst material group being investigated for 𝐶𝑂2𝑅𝑅 is
metal-organic frameworks (MOFs). These materials consist of atomically sized metal
centers surrounded by organic linkers. The metal centers coordinate the linkers in
such a way that a 3D-structure is formed resulting in a nanoporous material as can be
seen in Figure 2.5.
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Figure 2.5: Structure of the commonly used MOF: Cu-BTC. Reproduced from [53].

Their elemental composition in combination with their structure gives MOFs certain
advantages for 𝐶𝑂2𝑅𝑅. The metal center is often able to act as the catalytic site. How-
ever, the organic linkers themself can also engage in the reaction as a catalytic active
site. MOFs inherent nanoporosity allows reactants to reach these catalytic sites giving
it a large catalytic surface area [54]. Because there is a large number of different suit-
able metal centers and linkers, suitable catalytic sites can easily be selected. Besides
this, the different distances between catalytic sites can adapt the product selectivity
[55, 56]. The combination of these properties make MOFs potential candidates for
the selective production of 𝐶𝑂2 to specific products [57].

MOFs with different metal centers have been tested over the years. Fe [58], Co, Zn
and Cu-MOFs [59–62] have all been investigated. Cu-MOFs stand apart from these
due to their unique ability to create hydrocarbons [63]. Since hydrocarbons are a use-
ful fuel [13], Cu-MOFs have been of interest to many researchers for some time.

MOFs are not without their flaws however. They generally have problems with
their conductivity, stability and mass permeability. Improving the conductivity and the
mass permeability should increase MOFs performance towards 𝐶𝑂2𝑅𝑅. Whereas
good stability is required for practical applications [57].

2.2.3. 2D-MOFs
Recently a new type of conductive MOF has been developed, the so-called 2D-MOF.
Instead of the 3D-structure that traditional MOFs forms, the possible coordination
options of the ligands around the metal centers make sure these MOFs form 2D-
plates stacked on top of each other instead. The space between these plates gives
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2D-MOFs higher mass permeability than traditional MOFs. Besides this they gen-
erally have higher conductivity, because their 2D-structure allows through-plane and
through-space pathways [64].

Figure 2.6: Structure of a 2D-MOf made from HAB. The Blue orbs are N, grey is C, green is Ni and
white is H. Reproduced from [65].

Figure 2.7: SEM image of 2D layer stacking in a Ni 2D-MOF. Reproduced from [66].

Figure 2.6 shows the atomic structure typical for a 2D-MOF. This structure forms
stacks of 2D-platelets, which allows for better mass transport than for 3D-MOFs. The
Scanning Electron microscope (SEM) images in Figure 2.7 show an example of this
2D-stacking in a Ni-2D-MOF. This 2D-morphology also gives 2D-MOFs different meth-
ods for electrical conductivity. Trough-space conductivity due to Pi-Pi stacking allows
for conductivity parallel to the nano-platelets whereas through-plane conductivity al-
lows for conductivity along the platelets. 3D-MOFs usually use through bond pathways
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as method for conductivity. This difference in conductivity methods allows 2D-MOFs
to generally have higher conductivity than 3D-MOFs [64].

L. Majidi et al. [67] used the 2D-MOF Cu-THQ as a catalyst for 𝐶𝑂2𝑅𝑅. Liquid
phase exfoliation was used to form Cu-THQ nanoflakes. 200 mg of these flakes were
deposited on 1 𝑐𝑚2 of gas diffusion electrode. This was then placed in a standard two-
compartment electrochemical cell with electrolyte consisting of 1 M choline chloride
and 1 M of KOH. This resulted in an average FE for CO production of 91 % between
-0.135 V and -0.43 V vs. RHE.

F. Yang et al. [68] made use of CuII/adeninato/carboxylato metal-biomolecule
frameworks to convert 𝐶𝑂2 to hydrocarbons. electrolyte 0.1 M 𝐾𝐻𝐶𝑂3. After obtaining
a nano-sheet variation of the material it was added to an ink containing Nafion and
ethanol. This was then drop cast onto a glassy carbon electrode. The electrochemical
measurements were performed in an H-type cell. A Nafion membrane separated the
two chambers of this cell. This resulted in a FE of 35 % at -1.4 V vs. RHE for 𝐶2𝐻4
and a FE of 50 % at -1.6 V vs RHE for 𝐶𝐻4.

L. Jingjuan et al. [69] used 𝐶𝑢3(𝐻𝐻𝑇𝑄)2, 𝑁𝑖3(𝐻𝐻𝑇𝑄)2 and 𝐶𝑢3(𝐻𝐻𝑇𝑃)2 in or-
der to create 𝐶𝐻3𝑂𝐻. Using 𝐶𝑢3(𝐻𝐻𝑇𝑄)2 resulted in the highest FE for 𝐶𝐻3𝑂𝐻 of
53.6 % at -0.4 V vs RHE, at this potential the current density remained low at about
-0.5𝑚𝐴/𝑐𝑚2. 𝑁𝑖3(𝐻𝐻𝑇𝑄)2 and 𝐶𝑢3(𝐻𝐻𝑇𝑃)2 did about 100 times worse with a FE for
𝐶𝐻3𝑂𝐻 of 5.4 % and 1.9 % at -0.3 V vs RHE respectively. The electrode was prepared
by mixing an ink containing 𝐶𝑢3(𝐻𝐻𝑇𝑄)2, isopropanol and Nafion. This was then de-
posited onto carbon paper. The electrochemical measurements were conducted in
an H-type cell using 0.1 M 𝐾𝐻𝐶𝑂3 as the electrolyte. The interesting difference be-
tween these materials is that only the 𝐶𝑢3(𝐻𝐻𝑇𝑄)2 contains both Cu sites as well as
nitrogen sites within the tricycloquinazoline cores of the ligand, showing the power of
good interplay between ligand and metal center.

Even though this shows that the improved mass permeability and conductivity of
2D-MOFs can make them beneficial 𝐶𝑂2𝑅𝑅 catalysts, their conductivity and stability
remain lower than ideal. Thus it remains interesting to investigate ways to further
improve these materials [70].

2.3. Carbonization
There have been multiple attempts on improving the conductivity of MOFs, such as
introducing conductive ions into the MOF structure [71, 72]. However, this can de-
crease the amount of surface area and porosity in the material [72]. Alternatively,
defect and grain boundary engineering can be used for MOF improvement. The ef-
fect of reducing grain boundaries on conductivity has been shown through the testing
of single crystal MOFs [73, 74], although producing these single crystals remains dif-
ficult. Unfortunately, there is a limited number of research on the effect of defects on
MOF conductivity [64]. Another way to improve MOF conductivity is by using them as
a basis to derive a nanoporous carbon structure. This is done through carbonization.
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2.3.1. Carbonization Basics
Carbonization is a process that is commonly used in the production of carbon rods and
other carbon nano-sized materials. During the process, an organic material is placed
in an oven under inert atmosphere. By increasing the temperature, existing bonds
between carbon and the other elements present in the organic precursor break. As
these elements leave the material, carbon creates bonds with the other carbon atoms
in its vicinity. Eventually, a material made of pure carbon is formed [75].

In the case of Cu-MOFs, the linkers are organic materials, thus when carbonized
at high enough temperatures, they will be converted into pure carbon. The Cu cen-
ter does not evaporate resulting in the final material being a mixture of C and Cu.
Since pure carbon-based structures have significantly higher electrical conductivity
than organic linkers, the resulting Cu-doped nanoporous carbons tend to have higher
conductivity than the pristine MOF. Moreover, nanoporous carbons are known for be-
ing chemically stable [76].

To make sure that the right elements are able to exit the material while obtaining an
appropriatematerial structure, the right carbonization settings are required. The ramp-
up speed, the temperature at which carbonization should take place, the duration of
the process, and the flow of the inert gas have been named as factors influencing the
resulting product [77]. Of these options, the holding temperature has been mentioned
as being the most influential [77]. Thus, a number of different holding temperatures
were investigated by researchers.

2.3.2. Carbonization of Cu-BTC
K. Zhao et al. [23] carbonized Cu-BTC at 900 ∘C, 1000 ∘C and 1100 ∘C. The results
showed that the 1000 ∘C sample has a FE of about 45 % for 𝐶𝐻3𝑂𝐻 and 27 % for
𝐶2𝐻5𝑂𝐻 at a potential of -0,3 V vs SHE. The electrode used to achieve these results
was made with an ink containing active material, high-purity water and Nafion de-
posited on commercial carbon paper using a spin coating technique. A two-compartment
electrolysis cell was filled with 0.1 M 𝐾𝐻𝐶𝑂3 electrolyte and equipped with a Nafion
membrane for ion transport. They also found that with increasing temperature, the
pore size and thus the specific surface area decreases. Nevertheless, the 1000 ∘C
sample performed better for 𝐶𝑂2𝑅𝑅 than the 900 ∘C one. This was attributed to the
lower charge transfer resistance of the 1000 ∘C sample, Showing that the specific sur-
face area is not the only important factor to consider for a 𝐶𝑂2𝑅𝑅 catalyst.

L. Junyu et al. [78] used significantly lower holding temperatures of 300 ∘C, 350 ∘C,
400 ∘C and 500 ∘C to carbonize Cu-BTC. For a holding time of 300 ∘C, they also tried
different heating rates. 1 ∘C/min, 5 ∘C/min, 10 ∘C/min and 20 ∘C/min were applied.
Figure 2.8 shows the impact these settings have on the current density of the catalyst
during 𝐶𝑂2𝑅𝑅. Using this and other results they concluded that higher heating rates
combined with a 300 ∘C holding temperature lead to the formation of more 𝐶𝑢+ sites
originating from 𝐶𝑢2𝑂. This increased number of 𝐶𝑢+ sites is considered to be linked
to an increased 𝐶𝑂2𝑅𝑅 activity of the materials. Using the catalyst carbonized at 300
∘C with a 20 ∘C/min heating rate results in a FE of 43.8 % for CO production at −0.76
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Figure 2.8: The effect of changing the holding temperature (a and d) and heating rate (b and c) on the
current density of carbonized Cu-BTC for 𝐶𝑂2𝑅𝑅. Reproduced from [78].

V vs. RHE. The experiments were conducted using an H-type cell. The electrode was
made by coating ink containing Nafion, active material and isopropanol onto carbon
paper. The electrolyte used during the electrolysis was 0.5 M 𝐾𝐻𝐶𝑂3.

Figure 2.9: TGA analysis of Cu-BTC. The three main weight loss steps were attributed to loss of
volatile solvent, loss of trapped water molecules and the largest loss around 300 ∘C to 400 ∘C due
to decomposition of the linkers. Reproduced from [23].

Figure 2.9 shows a thermal gravimetric analysis (TGA) of Cu-BTC. It can be seen
that there is a steep decline in mass between 300 ∘C and 400 ∘C. This sudden change
in mass was attributed to the main decomposition of the organic linkers. This means
that during carbonization below 300 ∘C, most of the oxygen in the material will be
retained. When performed above 400 ∘C most of the oxygen will leave the mate-
rial. Because full carbonization would mean only carbon and metal are retained, the
amount of oxygen indicates the amount of carbonization that has occurred. If oxygen
is retained this means that only part of the linkers has been carbonized, while others
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retain their organic properties.

C. Wei et al. [79] also further investigated the carbonization of Cu-BTC, for use
as a glucose detector. Different holding temperatures of 400 ∘C, 600 ∘C, 800 ∘C were
investigated in this study. Figure 2.10 shows SEM images of the carbonized 400 ∘C
and 800 ∘C, the original pyramidical structure of Cu-BTC can be recognized in black,
whereas newly formed copper agglomerations show as white area. The results in-
dicate that with increasing holding temperature the size of the Cu-particles on the
surface grows. Moreover, with increased temperature, a decrease in micropores was
observed as the original Cu-BTC channels collapsed. This leads to a decreased sur-
face area. While at the same time, an increase in Cu-particle agglomeration results in
a larger amount of meso- and macropores forming in the carbon framework due to the
gaps left behind by the agglomerated Cu. This leads to an increase in surface area.
As such, they found the highest specific surface area for a holding time of 600 ∘C.

Figure 2.10: SEM images of Cu-BTC carbonized at 400 ∘C (A and B) and Cu-BTC carbonized at 800
∘C (C and D). Different sizes of white Cu formations can be observed. Reproduced from [79].

Additionally, they varied the holding time for the 800 ∘C sample. 0 h, 2 h and 8 h
as holding times were tested. They found that as the holding times increase, the Cu
particles have more time to agglomerate, causing a decrease in specific surface area.
However, it was also shown that longer carbonization times result in higher chances
of micropore reformation, increasing the surface area. This concluded with the 8 h
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holding time giving the highest specific surface area, with the 0 h holding time sample
having a better specific surface area than the 2 h version.

2.3.3. Carbonization of 2D-MOFs

Figure 2.11: SEM image of pristine DUT-8(Ni) (a) and Ni@C obtained through carbonization of DUT-
8(Ni) at 700 ∘C (b). It can be observed that both the size of and the distance between the flower like
sheets has decreased. Reproduced from [80].

To the extent of our knowledge, carbonization of a 2D-Cu-MOF has not been inves-
tigated in the literature. However Wang, Q et al. [80] looked at the effects carboniza-
tion had on a 2D-Ni-MOF. They used the carbonized DUT-8(Ni) as a catalyst in the
hydrogen evolution reaction. The carbonized material at 700 ∘C was found to have a
lower distance between the nanosheets than the pristine MOF. In addition to that, the
sheets seem to become smaller after carbonization. Figure 2.11 shows SEM images
in which these effects can be observed. Some agglomeration of Ni was also observed,
indicating that the effect of metal agglomeration also may occur in 2D-MOFs.

As a conclusion to this section, it can be said that carbonization at lower temper-
atures results in uncompleted carbonization, but can lead to a larger amount of Cu+
sites, especially in combination with fast heating rates. Higher temperature carboniza-
tion ensures full carbonization. However, if large Cu particles are formed, a decrease
in specific surface area is also expected. Longer holding times may mitigate this ef-
fect since it allows micropores to reform. Yet they do lead to the formation of more
Cu particles, thus if longer hold times are used they should be sufficiently long. For
2D-MOFs the distance between layers and the size of Nano-sheets may decrease.
This provides some ideas of the influences of holding temperature, holding time and
heating rate during the carbonization process.

2.4. Effects of Nitrogen
The presence of nitrogen in a pure carbon framework can influence their catalytic ac-
tivity positively based on extensive studies [81]. As previously discussed, during the
carbonization process, the holding temperature influences which elements would re-
main behind in the material. Thus, research has been conducted into the effect of
retaining nitrogen in carbonized MOFs as well [76]. This chapter dives into the litera-
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ture focusing on the effects of nitrogen on the 𝐶𝑂2𝑅𝑅 capability of Cu-MOFs and their
derivatives.

There are two ways in which the carbonization of a MOF can result in a nitrogen-
doped system. Either a MOF with N-containing linkers is directly carbonized or a MOF
is loaded with nitrogen-containing compounds while being carbonized. Using MOFs
that contain N may influence the resulting carbonization product and its catalytic per-
formance in a multitude of ways. For example, it has an effect on the capability for
electron transfer between metal and carbon support, allowing for improved conduc-
tivity [81].

The mechanics of specific product formation in a carbon structure containing both
N and Metals was investigated by A.S. Varela et al. [82]. By processing various Fe or
Mn chloride salts they created four different carbon structures:

one containing just N
one contained Fe and N
one containing Mn and N
one containing Mn, Fe and N

Since these materials contain the same elements as Carbonized MOFs in similar
ratios, the 𝐶𝑂2𝑅𝑅 mechanisms for them may be comparable to those for MOFs. All
the mentioned materials were shown to be effective for 𝐶𝑂2𝑅𝑅, with a FE of about
80 % for CO at -0.5 V vs. a reverse hydrogen electrode (RHE). This indicates that
the nitrogen itself could well serve as an active site. However, the samples containing
metals had significantly higher partial current densities, showing a significant increase
in productivity when metal sites were present in the structure. The only difference be-
tween the Mn and Fe containing samples was that the Fe materials allowed for 𝐶𝐻4
formation at higher potentials. This led to the conclusion that although the N sites
allowed for CO production, the CO molecules could then attach to the Fe atoms al-
lowing the CO to reduce further into different products.

In an attempt to investigate this effect for Cu-MOFs, C. Yuan-Sheng et al. [83] in-
vestigated Cu-BTC both with and without added N into the material. They carbonized
the N containing MOF at 200, 300, 350, 400, 600 and 800 ∘C for 1.5 h under Ar at-
mosphere. The 400 ∘C sample was found to be the most suitable for 𝐶𝑂2𝑅𝑅, with a
FE of 20 % for CO and 20 % for ethanol at -0.8 V vs. RHE. At -1.1 V vs. RHE FE of
formate could reach 12 %. This was attributed to the high contents of pyrrolic-N and
Cu-N bonds in the carbon support. They also discovered that excess graphitic-N and
oxidized-N atoms promote hydrogen production, which competes with the 𝐶𝑂2𝑅𝑅 and
thus reduces the catalyst’s effectiveness.

L. Da et al. [63] carbonized nitrogen-doped Cu-BTC at 700, 800 and 900 ∘C for 5 h
under Ar athmosphere. The best results were observed for 800 ∘C sample with a FE
of 70.5 % at -0.68 V vs. RHE for formate. Aside from this ethanol was produced with a
FE of 22 % at -0.38 V vs. RHE. The electrode was made by brushing an ink containing
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active material, isopropyl alcohol and Nafion on a carbon cloth. The electrochemical
measurements were performed in an H-type dual chamber cell with a Nafion mem-
brane using 0.1 M 𝐾𝐻𝐶𝑂3 as electrolyte. They attributed the high formate FE to the
Cu-N-Cu sites present in the material.

As a conclusion, carbonizing aMOF containing nitrogen has a positive effect on the
resulting 𝐶𝑂2𝑅𝑅 performance. It is interesting that these papers perform very similar
experiments with significantly different results for the FE of formate after carbonizing
at 800 ∘C. This could be due to the different carbonization times. Since both studies
used different ways of making the nitrogen-doped Cu-BTC this may have impacted
the results. Alternatively, both report using an H-type cell but do not specify all di-
mensions in this cell, nor are the cleaning methods for these cells or their membranes
specified. This may result in differences in the measurements as well [84].

Figure 2.12: Faradaic efficiencies of 𝐶𝐻4 and 𝐶2𝐻4 and current densities of all products for N doped
Cu-BTC derived Cu-C catalysts, carbonized at (a) 800 ∘C and (b) 900 ∘C. Reproduced from [55].

Moreover, G. Anxiang et al. [55] investigated the effects of N on a Cu-BTC-derived
Cu-C catalyst. Cu-BTC was carbonized together with dicyandiamide at 800 ∘C, 900
∘C, 1000 ∘C and 1100 ∘C for 3 h under Ar atmosphere. Then the remaining Cu
nanoparticles were etched away. This resulted in a carbon framework containing N-
coordinatedCu atoms. By doing this they were able to show that the coordination of Cu
by N sites could change the selectivity of the 𝐶𝑂2𝑅𝑅 towards hydrocarbons, obtaining
a FE of 40 % for Methane and 10 % for ethane at -1.8 V vs RHE. Besides, they were
able to obtain different concentrations of Cu-N active sites in the material. 4.9 mol%
Cu-N sites lead to the formation of ethanol, whereas 2.4 mol% lead to the formation of
𝐶𝐻4. An overview of this can be seen in Figure 2.12, in which the Cu-N-C-800 has 2.4
mol% Cu-N sites and Cu-N-C-900 has 4.9 mol%. This shows an interesting relation of
distances between active sites with product formation. With larger distances between
sites leading to single-carbon products forming, whereas more closely placed active
sites lead to multi-carbon products.
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2.5. Inference
The most recent advancements in 2D-catalyst options were discussed, leading to the
conclusion that successful results have been achieved for the formation of CO and
formate, but the FE for hydrocarbon formation remains low. MOFs are an interesting
catalyst material because their porosity and potential for different active sites in the
same material can lead to a good specific surface area and product selectivity. Cu-
MOFs are especially of interest since they have the innate ability to produce hydro-
carbons. Unfortunately, they are limited by their low conductivity, stability and mass
permeability. Recently discovered Cu-2D-MOFs show better conductivity and mass
permeability. However, their conductivity and stability are still less than desired.





3
Objectives of the Research

2D-Cu-MOFs exhibit satisfying potential as 𝐶𝑂2𝑅𝑅 electrocatalysts with the possibility
to tune selectivity. However, they require further improvement before reaching suit-
able FEs and current densities. Carbonization is an interesting tool to further their
conductivity and stability. Therefore, this research aims to investigate how carboniza-
tion can be used to improve the catalytic capabilities of 2D-Cu-MOFs.

As discussed in the literature review, some information on the effects of carboniza-
tion of 3D-MOFs catalysts is known. However, some areas remain disputed, while
other aspects can be investigated more in-depth. Figure 2.9 shows the linkers of
Cu-BTC MOF decompose somewhere in between 300 ∘C and 400 ∘C. As seen in
the literature review, usually carbonization is performed above linker decomposition
temperature (also referred to as full carbonization). However, L. Junyu et al. [78] car-
bonized Cu-BTC just below this temperature at 300 ∘C (partial decomposition). This
was done in an attempt to obtain more electrochemical active 𝐶𝑢+ sites. Since it can
be difficult to compare electrochemical measurements when different cells are used
[84], it is still useful to investigate whether the effects of full decomposition are more
beneficial for the 𝐶𝑂2𝑅𝑅 catalytic capabilities of MOFs than those for partial decom-
position.

Besides this, all research so far uses a bottom-up approach in which different car-
bonization parameters are tested and the corresponding results are reported upon.
However, no research so far has been done regarding a top-down approach in which
the reported relations between carbonization parameters and resulting microstructure
are used in order to create a more beneficial microstructure for 𝐶𝑂2𝑅𝑅. One way of
doing this would be to investigate whether the amount and size of the Cu-clusters
formed during carbonization can be limited by changing the holding temperature and
time.

Thus, first insight into the effects of carbonization parameters on the catalytic per-
formance of Cu-MOFs is required. To find this the following questions will be answered
in this thesis:

21
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• Is carbonization of Cu-MOFs below or above their linker decomposition temper-
ature more beneficial for their catalytic capabilities for 𝐶𝑂2𝑅𝑅?

• Does the size of Cu-clusters on carbonized Cu-BTC get reduced by changing
the carbonization parameters, and does this influence the 𝐶𝑂2𝑅𝑅 catalytic per-
formance?

While a depth research on carbonization parameters, might provide us further in-
sight into carbonization effects on the final catalyst, it does not provide further infor-
mation on the effects that carbonization has on 2D-MOFs catalysts specifically. Since
2D-MOFs have only been applied as 𝐶𝑜2𝑅𝑅 catalysts since 2015 [70], no investigation
has been performed yet on the effects of carbonization on their catalytic capabilities
for 𝐶𝑜2𝑅𝑅. To gain an understanding into these effects the following questions are
being investigated:

• How does carbonization affect the catalytic selectivity and reaction rate of 2D-
Cu-MOFs?

Moreover, the beneficial aspects of the presence of nitrogen within a MOF struc-
ture were discussed in the literature review. To further research the benefits of Metal-
nitrogen coordination in a 2D-MOF, a final question will be answered:

• How does the carbonization process affect the catalytic selectivity and reaction
rate of nitrogen-containing 2D-Cu-MOFs?



4
Experimental

In this chapter, an overviewwill be given of thematerials andmeasurement techniques
used in this report. First, the main characteristics of each MOF used will be discussed.
Then thematerials resulting from the different carbonization processes arementioned,
naming the specific parameters that were used to create each material. Finally, the
different measurement techniques that were used are explained.

4.1. Materials
4.1.1. Material and Parameter Selection
As discussed in the literature review, it can be difficult to compare different electro-
chemical studies due to the many factors significantly impacting the results [84]. Thus,
it is useful to first establish a baseline with a well-known material for the electrochem-
ical set-up being used. Cu-BTC is the Cu-MOF of which the effects of carbonization
on its 𝐶𝑂2𝑅𝑅 catalytic capabilities have been most deeply investigated [23, 63, 78, 83]
and is thus selected as the benchmark material in the present research. Additionally,
pristine Cu-BTC performance towards 𝐶𝑂2𝑅𝑅 results using the same set-up as used
in this work, are available through our previous work [85].

Cu-BTC as the benchmark material was used to investigate the first two research
questions, which have a focus on the parameters of the carbonization process. Due
to the relative cheapness and availability of Cu-BTC more experiments could be per-
formed, than if 2D-MOFs were used for investigation.

Partial vs full linker decomposition
To better understand whether carbonization above or below the linker decomposition
temperature in Cu-MOFs is more beneficial for 𝐶𝑂2𝑅𝑅, Cu-BTC was carbonized using
two different sets of carbonization parameters. One set of parameters attempted to
utilize the most beneficial circumstances for partial decomposition, while the other set
attempted to achieve a large amount of linker decomposition.

For this reason, the material representing partial linker decomposition was car-
bonized using the same heating rate, holding time and holding temperature as applied

23
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by Junyu et al. [78]. This was done in order to achieve the same intended effect of an
increased amount of 𝐶𝑢+ sites. The material that resulted from carbonizing Cu-BTC
using these parameters was called 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)300𝐶.

For the material representing complete linker decomposition, Cu-BTC was car-
bonized using the same heating rate, holding time and holding temperature as applied
by K. Zhao et al. [23]. Their high holding temperature of 1000 ∘C combined with long
holding times ensures the full decomposition of the linker. The material that resulted
from carbonizing Cu-BTC using these parameters was called 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)1000𝐶.

Decreasing Cu-cluster size
One of the main effects that carbonization has on the Cu-MOFs is the formation of Cu-
clusters. As discussed in the literature review, higher holding temperatures, longer
holding times and faster heating rates lead to growth of these Cu-clusters. Larger
Cu-clusters means a lower catalytic surface area, as smaller clusters have a larger
available surface area relative to their size than larger clusters. Therefore, it is of in-
terest to limit the growth of these particles.

Figure 4.1: Schematic overview of the different components of a Spark Plasma Sintering machine.
Reproduced from [86].

In order to limit this growth, a set of synthesis experiments were conducted with
holding times reduced to zero and the heating-cooling ramp set as fast as possible.
This leads to controlled Cu diffusion to the surface thus, smaller Cu-clusters. More-
over, the holding temperature was selected to be as low as possible. As seen in the
previous chapter it is beneficial to remain well above the linker decomposition temper-
ature. Since this temperature lies between 300 ∘C and 400 ∘C, a temperature of 500
∘C was selected for the initial investigation to ensure that full decomposition could be
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achieved.

To achieve very fast heating rates while still being under Ar atmosphere, a Spark
Plasma Sintering (SPS) machine was used. As can be seen in Figure 4.1, in an SPS
machine powder is placed in a die and put under pressure by two punches. Then, a
large DC current is applied to it, which heats up the die through joule heating. In the
case of conductive powder samples, the current can also heat up the powder directly.
In addition, the small, if any, area in which the powder grains touch each other has
to allow the current to pass through. This results in large resistances at these points,
which leads to the electric charging of these areas. This energy is then occasionally
released as plasma sparks, which heat up the material further. These heating mech-
anisms allow the SPS machine to achieve very high heating rates [87].

As this machine usually applies pressure to the material the first test was per-
formed under the minimum amount of pressure that the SPS machine was able to
apply of 4 MPa. As can be seen in Figure 4.2 this resulted in the MOF grains being
squished into a flat shape, losing their beneficial porous structure and large surface
area. Appendix B Figure B.7 shows that the resulting material is a close-packed mix
of carbon and Cu. It can also be seen that little oxygen is present in the material,
showing that the short holding time is enough to decompose the linkers under these
conditions. As this has no immediate benefit over using pure Cu, a way needed to be
found to use the SPS machine’s fast heat-up without applying pressure.

Figure 4.2: Cu-BTC placed in a Spark plasma sintering machine under 4 MPa pressure, heated and
cooled down to 500 ∘C in as little time as possible. (a) resulting sample attached to carbon paper. (b,
c) surface of the sample observed through a scanning electron microscope.

In order to limit the pressure a smaller die was placed inside the original larger die.
The pressure pistons were then pressed on the walls of this smaller die instead of the
sample, ensuring no pressure is applied to the powder. The contact area between
particles is directly related to applied pressure. A lower contact area means that the
powder will have a higher resistance [88]. Thus a larger part of the current will run
through the sample holder walls instead of the powder. The heat is thus mainly pro-
duced by the Joule heating of the dies. This makes the SPS machine function more
like a traditional furnace, except that it is able to achieve very high heating rates. Us-
ing this adapted SPS machine a new run was performed without applying pressure to
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the material, resulting in 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)500𝐶−𝑆𝑃𝑆 being formed.

𝐶𝑢@𝐶−(𝐵𝑇𝐶)500𝐶−𝑆𝑃𝑆 showed promise in its ability to produce 𝐶𝑂2𝑅𝑅 products as
well as having charge transfer resistance, it has low current densities however. With
the aim to increase the current density while retaining the other beneficial aspects of
this carbonization method, Cu-BTC was carbonized at 650 ∘C using the modified SPS
machine.

Since 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)1000𝐶 had the best current density so far, increasing the tem-
perature could lead to an increase in current density. However, to reach this higher
temperature more time would need to be spent at elevated temperatures. This com-
bined with the higher peak temperature could lead to more growth of the Cu-clusters.
A number of different papers achieved successful 𝐶𝑂2𝑅𝑅 properties through using
holding times between 600 ∘C and 800 ∘C [63, 79, 89]. Therefore, a carbonization
temperature within this range could provide higher current densities while still retain-
ing low Cu-cluster growth. As seen for 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)500𝐶−𝑆𝑃𝑆 in Figure 4.6 the high
heating rate resulted in an overshoot of the set peak temperature. Due to this a set
temperature peak of 650 ∘C was selected as this temperature combined with the over-
shoot results in an actual peak temperature close to 700 ∘C. Thus enabling a peak
temperature right in the middle of the 600 ∘C and 800 ∘C range. The resulting mate-
rial is named 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆.

The structural composition of all of the differently carbonized versions of Cu-BTC
was analyzed. Their catalytic performance for 𝐶𝑜2𝑅𝑅 was also investigated. Then,
the two materials showing the most potential for 𝐶𝑜2𝑅𝑅 were selected to further in-
vestigate their selectivity and productivity during 𝐶𝑂2𝑅𝑅.

2D-MOFs
For the first 2D-MOF to be carbonized Cu-THQ was chosen for its comparable prop-
erties to Cu-BTC. It has a comparable pore size to Cu-BTC and also uses oxygen
atoms as coordination environment. This allowed for better comparison between the
2D-MOF and Cu-BTC.

Since 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)1000𝐶 resulted in the most beneficial faradaic efficiencies as
well as its carbonization parameters ensuring proper decomposition of the linkers, the
same parameters were used for carbonization of Cu-THQ material. Besides this, A
thermogravimetric analysis (TGA) combined with mass spectrometry measurement
(MS) was performed to check whether the linker decomposition temperature was sim-
ilar to that of Cu-BTC. The material formed through the carbonization of Cu-THQ was
named 𝐶𝑢@𝐶 − (𝑇𝐻𝑄)1000𝐶.

For the nitrogen-containing 2D-MOF, Cu-HAB was chosen. The nitrogen in this
MOF is located in the coordination environment of the MOF. This allows for Cu-N-C
sites to occur in the material which were mentioned to be influential on selectivity [82].
Also, the FE and current density of pristine Cu-HAB were investigated by Yu Bi [85]
using the same electrochemical dual chamber flow cell allowing for a good compar-
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isons to be made.

Because the goal was to keep nitrogen within the system, a TGA+MS measure-
ment was performed in order to find a suitable temperature in which linker decom-
position has occurred, but as little nitrogen had left the system as possible. This
temperature was used as holding temperature, while the holding time and heat up
rate were kept the same as for 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)1000𝐶 and 𝐶𝑢@𝐶 − (𝑇𝐻𝑄)1000𝐶. The
material formed through the carbonization of Cu-THQ was named 𝐶𝑢@𝐶−(𝐻𝐴𝐵)550𝐶.

Finally, the selectivity and productivity of the 2D-materials and the selected 3D-
materials were investigated.

4.1.2. Material Description

Figure 4.3: SEM images of pristine Cu-THQ grains. (a) multiple platelets spread further apart (b)
multiple platelets huddled close together.

Cu-BTC forms pyramidal grains as can be seen in Figure 4.4. It consists of metal
centers linked together through benzene-1,3,5-tricaboxylate (BTC) ligands. Oxygen
is the binding atom between the Cu and the organic linker. As can be seen in Figure
2.5 its unit cell has cubic symmetry. The central void space has a diameter of nearly
9 Å. Smaller void spaces of about 2 Å and 5.5 Å are found within the octahedral struc-
tures at the corner of the unit cell [90]. Cu-BTC was obtained from Merck with a with
a Cu-weight% between 27 % and 30 %.

Cu-THQ is a 2D-MOF that uses Cu as coordination centers and tetrahydroxyquinone
(THQ) as linkers. This means its coordination environment consists of oxygen atoms.
It has a pore size of 11 Å, making this relatively similar to the 9 Å void space of Cu-BTC
[91]. It forms 2D-platelets as can be seen in Figure 4.3. Cu-THQ was purchased from
CD-bioparticles with <0.1 % sulfur residue reported.

Cu-HAB is a 2D-MOF that uses Cu as coordination centers and Hexaaminoben-
zene (HAB) as linkers. Its coordination environment consists of nitrogen atoms. It has
a pore size of 4 Å and a layer gap of 3.19 Å [92]. It forms stacks of 2D-nanosheets as
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Figure 4.4: SEM images of the pristine Cu-BTC used in this research as obtained by Yu Bi. Reproduced
from [85].

can be seen in Figure 4.5. Cu-HAB was synthesized according to the method used
by D. Feng et al. [93]. First, 70 mg of copper nitrate hemi(pentahydrate) (𝐶𝑢(𝑁𝑂3)2 ⋅
2.5𝐻2𝑂) was soluted into 5 mL of degassed distilled water (0.060 mmol) mixed with
0.4 mL of concentrated aqueous 𝑁𝐻4𝑂𝐻. This solution was added to a solution of 30
mg 𝐻𝐴𝐵 ⋅ 3𝐻𝐶𝐿 in 5 mL distilled water. This was then stirred in an open beaker at
room temperature for 2 h. This resulted in a black powder, which was subsequently
centrifuged, filtered and washed with distilled water and 6 M 𝑁𝐻4𝑂𝐻 at 100 ∘C. The
𝐻𝐴𝐵 ⋅ 3𝐻𝐶𝐿 was purchased from Toronto Research Chemicals with a reported purity
of 95 %.

As baseline material, Cu-BTC was used to investigate the effects of changing cer-
tain carbonization settings. For this multiple versions of carbonized Cu-BTC were
made.

𝐶𝑢@𝐶−(𝐵𝑇𝐶)300𝐶 was made by placing Cu-BTC in a Lenton PTF 16/75/610 Tube
furnace under Ar athmosphere. A heating rate of 20 ∘C/min was used to heat up the
furnace to 1000 ∘C. It was kept at this temperature for 3 h after which the furnace was
turned off and the system naturally cooled down.
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Figure 4.5: SEM images of Cu-HAB particles at different magnifications. (a) x75 magnification (b) x120
magnification (c) x 370 (magnification (d) x1500 magnification.

𝐶𝑢@𝐶 − (𝐵𝑇𝐶)500𝐶−𝑆𝑃𝑆 was made by placing Cu-BTC in a Fischer Scientific HDP
25 Spark Plasma sintering machine under Ar atmosphere. The machine was adapted
so no pressure would be applied to the MOF. The system was then programmed to
heat up and cool down the material as fast as possible. It was set to heat up to 500 ∘C
within 2 minutes and then cool down within two minutes. As shown in Figure 4.6, the
machine was able to apply the heat-up rate as intended with only a slight overshoot in
the maximum temperature, reaching 540 ∘C at its maximum. Cool down took slightly
longer than programmed. This resulted in a total time of 4 minutes in which the mate-
rial was above 300 ∘C and therefore 4 minutes in which carbonization could occur.

𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆 was made by placing Cu-BTC in a Fischer Scientific HDP
25 Spark Plasma sintering machine under Ar atmosphere. The machine was adapted
so no pressure would be applied to the MOF. The system was then programmed to
heat up and cool down the material as fast as possible. It was set to heat up to 650
∘C within 2 minutes and then cooled down within two minutes. As shown in Figure
4.7, the machine was able to apply the heat-up rate as intended with only a slight
overshoot in the maximum temperature, reaching 679 ∘C at its maximum. Cool down
took slightly longer than programmed. This resulted in a total time of 320 seconds in
which the material was above 300 ∘C and therefore 320 seconds in which carboniza-
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Figure 4.6: Programmed andmeasured temperatures of the SPSmachine while carbonizing Cu-BTC at
500 ∘C under Ar atmosphere, without pressure being applied to the material. (𝐶𝑢@𝐶−(𝐵𝑇𝐶)500𝐶−𝑆𝑃𝑆).

Figure 4.7: Programmed and measured temperatures of the SPS machine while carbonizing Cu-BTC
at 650 ∘C under Ar atmosphere. (𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆)).

tion could occur.

𝐶𝑢@𝐶 − (𝐵𝑇𝐶)1000𝐶 was derived from Cu-BTC whereas 𝐶𝑢@𝐶 − (𝑇𝐻𝑄)1000𝐶 was
derived from Cu-THQ. The carbonization procedure for both materials was the same.
Their respective MOF was placed in a Lenton PTF 16/75/610 Tube furnace under Ar
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atmosphere. A heating rate of 5 ∘C/min was used to heat up the furnace to 1000 ∘C.
It was kept at this temperature for 6 h after which the furnace was turned off and the
system naturally cooled down.

𝐶𝑢@𝐶 − (𝐻𝐴𝐵)550𝐶 was derived from Cu-HAB, using the exact same furnace,
heating rate and holding time as for 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)1000𝐶 and 𝐶𝑢@𝐶 − (𝑇𝐻𝑄)1000𝐶.
The only difference was that a holding temperature of 550 ∘C was applied.

4.2. Thermal Gravimetric Analysis (TGA)
Thermal Gravimetric Analysis (TGA) is a combination of a high-precision scale and
a furnace with a temperature controller, as can be seen in the bottom half of Figure
4.8. In order to ensure that the scale itself is not affected by the temperature change
it is usually placed above the furnace with an insulating layer in between. The actual
sample pan is then hung down from this scale by a thin wire, so it ends up in the fur-
nace. For consistent results, it is important that the height at which this sample hangs
is reproducible [94]. Inert gas is flowing through the furnace in order to prevent any
reactions between the sample and external gasses from occurring. The furnace is
heated according to a pre-set heating rate, up to a pre-set temperature. During this
heat up the weight loss is measured. This weight loss can then be linked to processes
like loss of stored moisture or loss of material due to degradation [95].

carbonization is a temperature-driven degradation process, therefore TGA can
help identify at which temperature this degradation occurs. Aside from this the mois-
ture content inside can be used to get an idea of whether the bought MOFs were prop-
erly dried after synthesis. In this study, the machine used for TGA measurements is
a TAG 1750 from the company Setaram. An Ar gas environment is used since this is
the same environment as used for the carbonization process.

4.3. Mass Spectroscopy (MS)
When using only a TGA, it is hard to determine which one is causing the weight
loss at a certain temperature if a lot of different temperature-dependent processes
and degradations occur simultaneously. Therefore TGA is often combined with mass
spectroscopy (MS) in order to show what gasses leave the sample at a certain tem-
perature.

In the top half of Figure 4.8, it can be seen that when the gas from the TGA en-
ters the MS machine the first step is generating ions from these gasses. This can
be done by a multitude of different methods such as through temperature, electric
fields or impacting particles. After this, the ions are separated and sorted according
to their mass-to-charge ratio. This is achieved by applying magnetic fields or by en-
suring a well-defined kinetic energy at the entrance of their flight path through the MS
machine. After this separation, a detector is used to measure the amounts of ions
received per mass-to-charge ratio. When one has a general idea of the atoms and
molecules expected in the results, the mass-to-charge ratio can be used to identify
which ion belongs to which detector response [97].
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Figure 4.8: Schematic showing how the main components when a TGA (bottom half) is combined with
MS (top half). Adapted from [96].

When combined with a TGA, the inert gas within the TGA is used as a carrier gas
to bring any gasses leaving the sample to the MS. Since the MS measurement is
fast, the temperature at which a certain gas is measured corresponds accurately to
the temperature at which it formed [98]. Thus, a more in-depth understanding can be
gained of what processes occur at what temperatures.

In this study, MS is used in combination with TGA to be able to get a better under-
standing of which elements degrade from the MOF structure at which carbonization
temperature. To keep costs low this study uses small amounts of material, thus the
ability of MS to function even with nanograms of analyte is beneficial when compared
to other analysis techniques with similar objectives [97]. A Pfeiffer Vacuum GSD300
Omnistar MS was attached to the TGA machine and used for the combined analysis.
This machine uses a hot tungsten filament to generate temperature, which then ion-
izes the analytes. A quadrupole mass separator alters the electric field in order to sort
the different analytes. Ar gas was chosen as carrier gas because it was used as TGA
environment and since it is not inherently present in any of the MOFs.

4.4. Scanning Electron Microscopy (SEM)
An electron microscope uses an electron beam to create a magnified image of objects
from nano to micro-scale. The small wavelength of the electrons allows the micro-
scope to observe smaller differences than would be possible if visible light was used.
In Scanning Electron Microscopy (SEM) specifically, high-energy electrons are shot at
a specimen. These high-energy electrons provide energy to atoms they interact with,
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Figure 4.9: Schematic showing the main components of a Scanning Electron Microscope. Reproduced
from [99].

which release this energy by emitting secondary electrons (and X-rays). The sec-
ondary electrons are then measured resulting in an image that can provide informa-
tion on surface roughness, topography and morphology. Some SEMs are equipped
to measure the emitted X-rays as well [100].

Figure 4.9 shows an overview of the main components of an SEM. On the top part,
the high-energy electrons are created either by heating or by applying energy in the
range of 1-40 keV. They then travel through a vacuum in order for them not to interact
with unintended molecules. Magnetic field lenses and metal slits focus this electron
beam to a monochromatic beam with a diameter of 100 nm or less. Scanning coils
use magnetism to aim the beam over the specimen surface. In this way, the beam
scans over the entire surface to be observed [100].

The penetration of the electrons is limited, so only information about the surface
region of the specimen can be obtained. To prevent pile-up of excess electrons at the
surface it is important that the surface of the specimen is conductive.

SEM is one of the most used techniques when it comes to making clear high-
resolution images on micro to nanoscale [100]. Because it is so widely used, it is
often easily accessible. In this research, SEM will be used to obtain information on
any changes that occurred in the morphology of the MOFs after carbonization. A
JSM-IT100 SEM is used in this study. The working distance is 10 mm with a working
voltage of 10 kV.
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4.5. Energy Dispersive Spectroscopy (EDS)
Energy Dispersive Spectroscopy (EDS) is often used in combination with SEM. When
electrons get ejected from atoms by the SEM electron beam, electrons in higher
valance bands can fall back to the now empty lower state. When this occurs x-rays are
emitted [101]. These are then captured by an X-ray detector placed in the SEM setup.
The energy of these X-rays is characteristic of the atom from which they originated
[102]. Thus the surface elemental composition of the specimen can be discovered.

EDS is typically used for qualitative determinations of the elements present in a
specimen [102]. In this study, it will be used to verify the removal of oxygen during
carbonization. Besides this, it will be used in combination with the SEM images to
understand the elemental composition of observed parts of these images. The SEM
used in this study is equipped with a JOEL-made X-ray detector for EDS analysis.
The settings were the same as for the SEM measurements.

4.6. Electrochemistry
Initially, electrochemical (EC) measurements were performed in a beaker. This beaker
setup is shown in Figure 4.10 with the positions of working, counter and reference
electrodes being indicated. A glassy carbon with drop casted active material, a plat-
inum mesh and a calomel reference electrode stored in 3 M KCL were used for these
respectively. The measured voltages were converted from this standard calomel elec-
trode (SCE) potential to standard hydrogen electrode (SHE) potential after the mea-
surements using the formula 𝐸𝑆𝐻𝐸 = 𝐸𝑆𝐶𝐸+0.241. The beaker is filled with 1 M𝐾𝐻𝐶𝑂−3
which is either saturated with 𝐶𝑂2 for 20 minutes or emptied of 𝐶𝑂2 by flushing it with
𝑁2 for 20 minutes.

The downside of this setup is that it is difficult to keep the distances between elec-
trodes consistent. And besides this, products of the cathodic and anodic sides cannot
be kept separate to allow them to be measured. Luckily a dual chamber flow cell be-
came available after a few months and the latter part of the EC measurements were
performed using this flow cell. Figure 4.11 shows the different parts from which the
cell was made. The distance between the electrodes and the membrane was 12 mm.
1.8 mL of 1 M 𝐾𝐻𝐶𝑂−3 was injected in each chamber. The electrolyte at the cathodic
side was then saturated with 𝐶𝑂2 for approximately 10 minutes using a constant flow
of 10 mL/min 𝐶𝑂2 gas through the electrolyte, which was then retained during the
experiments. The cell chambers were separated by an anion exchange membrane
(AEM) made from FAS-PET-130. A miniature Ag/AgCl electrode and platinum plate
were used as the reference and counter electrodes respectively.

All measurements performed for section 5.2 were performed in the beaker setup.
All other EC measurements were performed using the flow cell.

The membrane was re-used for about 20 measurements before being replaced.
After measurements, it was first rinsed for 2 minutes with distilled water and then
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Figure 4.10: Beaker set up for electrochemical measurements, showing the positioning of working,
counter and reference electrodes.

stored in fresh distilled water. Besides this, both the reference electrode and the cell
were extensively rinsed with distilled water after each experiment. The reference elec-
trode was stored in distilled water in between experiments.

The working electrode was made by drop casting ink on a glassy carbon substrate.
This ink contained 5 wt% polyvinyl acetate (PVA), 5 wt% carbon black and 90 wt% ac-
tive material soluted in 2 mL distilled water. This was then sonicated for 30 minutes
before being drop casted. This ink was chosen as it was the same as used by Yu Bi
[85], making it the results more comparable to the results achieved in that work.

However, after the initial electrochemical measurements for BTC it was noticed
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Figure 4.11: Schematic showing the different cell components and their dimensions. Adapted from
[103].

that the materials did not solute sufficiently. Therefore, a different ink consisting of 20
wt% polytetrafluoroethylene (PTFE), 5 wt% carbon black and 70 wt% active material
soluted in 2.5 mL water and 2.5 mL isopropanol was used for the tests using the flow
cell. Since the carbonized MOFs dissolved better in this ink, only 10 minutes of soni-
fication were required before dropcasting.

Usually, before an experiment was conducted an open voltage current test was
run for 5 minutes to investigate whether the system was stable. If there was no large
drift in the measured voltage the experiment was conducted.

4.6.1. Cyclic Voltamography (CV)
In cyclic voltamography, a variating voltage is imposed on the system and the result-
ing current is measured. As can be seen in Figure 4.12 the imposed current starts
at a voltage E1 and is then linearly increased to voltage E2 after which it is brought
back to E1 using similar linearity. The voltage at which a certain current is measured
is indicative for the ratio of 𝐹𝑐/𝐹𝑐+ concentrations, thus allowing insights into the dif-
ferent reaction products present at a certain voltage. By sweeping the voltage in two
directions it can be determined whether the reaction is reversible or not [104]. In this
study, a VSP-300 (Biologic) potentiostat was used to apply the potential and measure
the current. A scan rate of 5 mV/s was used over a potential range of 0 to -0.5 V vs
SCE. If converted to SHE this range becomes 0.241 to -0.259 vs SHE.
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Figure 4.12: Overview of cv characteristics for the imaginary redox-reaction 𝐹𝑐 −− > 𝐹𝑐+ +𝑒−. (A-G)
concentration profiles of 𝐹𝑐 (blue) and 𝐹𝑐+ (green). (H) Voltamogram of this reversible reaction using
1mM 𝐹𝑐/𝐹𝑐+ and a scan rate of 100mV/s. (I) overview of the imposed voltage over time. Reproduced
from [104].

4.6.2. Linear Sweep Voltammetry (LSV)
In Linear Sweep Voltammetry (LSV) the voltage is swept over a certain range, while
the resulting current is measured at certain intervals. The applied potential makes
an oxidation or reduction reaction happen at the surface of the electrode. This re-
action results in a flow of unreacted material toward the catalyst surface and a flow
of reaction products away from it. This results in a current, the magnitude of which
is determined by the rate of the redox reaction [105]. For 𝐶𝑂2𝑅𝑅 LSV can be used
to see the possible reaction rate at a certain voltage. Besides this, A sudden rise in
current can be used as an indication that a reaction occurs at that potential. If this
potential can then be linked to a half-reaction for a certain 𝐶𝑂2𝑅𝑅 product this can
indicate that the catalyst material has the capacity to form this product. In this study
VSP-300 (biologic) potentiostat was used to perform the LSV measurements. A scan
rate of 50 mV/s was used over a potential range of 0 to -2 V vs SCE. If converted to
SHE this range becomes 0.241 to -1.759 V vs SHE.

4.6.3. Electrochemical Impedance Spectroscopy (EIS)
Electrochemical Impedance Spectroscopy (EIS) measures the charge transfer param-
eters of a given system [107]. In the case of 𝐶𝑂2𝑅𝑅 this can be used to understand the
ability of the catalyst to transfer electrons toward the reactants. A sinusoidal potential
wave is applied to the system and the resulting current wave is measured. The phase
shift (Φ) between these two phases is measured and used to calculate the impedance
of the system. By doing this over a range of frequencies for the sinusoidal potential a
Nyquist plot can be made. In a Nyquist plot, the real component of the impedance is
plotted against its imaginary component. By representing the electrochemical system
as a normal electric circuit, the resistance of solution (𝑅𝑠), double layer capacitance at
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Figure 4.13: Relating the electric properties of the system to a representative electrical system at the
top and to a Nyquist plot belonging to such a system (black squares). Other examples of Nyquist plots
that could belong to the same representative electrical system can also be seen. Reproduced from
[106].

the electrode surface (𝐶𝑑𝐼), charge transfer resistance (𝑅𝑐𝑡) and Wahrburg resistance
(𝑍𝑤) can be linked to properties of the Nyquist plot [106]. Figure 4.13 shows which of
these parameters relates to what part of the Nyquist plot.

In this study, EIS was mainly used to investigate changes in the 𝑅𝑐𝑡, as changes
in this resistance can be related to changes in the conductivity of the catalyst. EIS
was performed both directly before and after LSV measurements in order to see the
impact of the high voltage applied during LSV on the system’s properties. A VSP-300
(biologic) potentiostat was used for the EIS measurements, in the frequency range of
100 kHz to 100 mHz. All EIS measurements were performed using the beaker setup.
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4.6.4. Amperometry
In amperometry, a fixed voltage is applied and the change in current over time is
measured at certain intervals. At the start of an amperometric measurement, when
the voltage has just been applied, the electrode’s change in potential will push away
the ions of its opposing charge present around its surface. Moving ions are indis-
tinguishable from electrons when measuring the current, therefore at the start of an
amperometric measurement usually a non-faradaic effect can be seen. After a while,
all the ions will have moved away from the electrode and the system should start to
show more faradaic behavior [108].

In this study, amperometry was used in combination with gas chromatography
(GC). The amperometric measurement applied a potential over the electrochemical
flow cell to drive the 𝐶𝑂2𝑅𝑅. This created gaseous products which were then imme-
diately measured by GC. The electrolyte in the cell was extracted after the complete
amperometry cycle and the liquid products contained within were analyzed by high-
performance liquid chromatography (HPLC) and nuclear magnetic resonance spec-
troscopy (NMR). The measured current could then be used in order to calculate the
FE for the measured products. Besides this, the change in the current over time gives
information on the stability of the system within the measured time span. Amperome-
try was generally performed for one hour using a VSP-300 (biologic) potentiostat. The
current was measured every 0.100s. A voltage of -1.6 V vs Ag/Cl was applied in order
to make the results comparable to the pristine materials as measured by Yu Bi [85].
Using the formula 𝐸𝑆𝐻𝐸 = 𝐸𝑆𝐶𝐸 + 0.241 this can be equated to -1.36 V vs SHE. The
pH of 1 M 𝐾𝐻𝐶𝑂3 solution during 𝐶𝑂2 reduction at a copper surface with an applied
voltage of -1.37 V vs SHE is about 7.8 during the first hour [109]. Thus, Using the
formula 𝐸𝑅𝐻𝐸 = 𝐸𝑆𝐻𝐸 + 0.059 ∗ 𝑝𝐻, it can be shown that -1.36 V vs SHE is equal to
-0.90 V vs RHE.

4.7. Gas Chromatography (GC)
During chromatography, a sample is physically separated into its different compo-
nents. This is achieved by distributing the components over two different phases, one
that remains stationary (the stationary phase) and one that moves in a specific direc-
tion (the mobile phase). In gas chromatography (GC) the mobile phase is a carrier
gas. This gas is prevented from escaping by a leakproof glass or metal tube called the
column. In this column, the stationary phase is positioned, which can either be a solid
or a liquid, although the latter is more commonly used. When GC is performed the
sample is transported by the carrier gas through a column. Here the sample goes in
and out of the stationary phase based on its solubility in that phase. The components
then separate based on their affinity for the stationary phase [110]. An illustration of
how this interaction between sample, mobile phase and stationary phase results in a
separated signal output can be seen in Figure 4.14.
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Figure 4.14: Schematic representing the flow of the sample components over time through the mobile
and stationary phases. Eventually resulting in their separate detection. Reproduced from [111].

GChas fast analysis of typically minutes, it is sensitive up to ppm detection, reliable
and relatively simple [110]. Especially the low detection limit is useful for detecting as
many products as possible in this study. A Global analyzer solutions, compact GC 4.0
gas chromatograph was used for measuring the gaseous products. This GC has 3
different columns for product separation. Column 1 uses He as carrier gas and uses
a flame ionization detector (FID). Column 2 also uses He as carrier gas and, while
column 3 uses Ar as carrier gas. Both columns 2 and 3 use a thermal conductivity
detector (TCD). In this study 𝐶𝐻4 and 𝐶2𝐻4 are mainly detected in column 1, CO is
detected in column 2 and 𝐻2 is detected in column 3. The earlier described flow cell
was used to perform the 𝐶𝑂2𝑅𝑅 for the GC measurements. After filling it with 1.8
mL 1 M 𝐾𝐻𝐶𝑂3 the electrolyte was saturated with 𝐶𝑂2 for 10 minutes using a 10
mL/min gas flow. This flow was then retained for the rest of the experiment. First, a
5-minute OCV was performed to check the stability of the system. If the system was
suitably stable, GC measurements lasting 1 hour were performed. During this hour
the product was sampled and measured every 5 minutes. The calibration plots for the
GC measurements can be found in Appendix A in Figures A.1 and A.2.

4.8. High-Performance Liquid Chromatography (HPLC)
After the CA + GCmeasurement, the electrolyte was collected for liquid products anal-
ysis performed by HPLC.
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Figure 4.15: Schematic showing the different components present in an HPLC. Reproduced from [112].

In liquid chromatography, a liquid is used as the mobile phase. If the chromatog-
raphy happens in a reusable high-pressure column then it is generally referred to as
high-performance liquid chromatography (HPLC) [112].

An autosampler takes a couple of microliters of sample and introduces it to the
HPLC. It is carried by the liquid mobile phase to the columns, where it is separated
into its separate components. A number of different detectors are then used to differ-
entiate between the different products and the background noise made by the liquid
phase [112].

In this study an Agilent 1260 Infinity II LC System is used. It uses a diode array
detector, otherwise known as the photodiode array detector. This is a type of UV-
visible detector, in which the sample is irradiated with monochromatic light and the
transmitted light is measured. It measures analytes that absorb certain wavelengths
in the UV spectrum like alkenes, aromatics and analytes with multiple bonds between
S, N, O and C [112]. The calibration plots for the HPLC measurements can be found
in appendix A Figure A.3.

HPLC is useful as it is very quick when using simple mixtures, only requires mi-
croliters of material [113] and has good accuracy [114]. Unfortunately, its UV-visual
detectors are only able to detect materials that absorb UV light. This coupled with its
sometimes imperfect separation of analytes makes it so that HPLC can have difficulty
with detecting certain materials present in the mixture [114].

4.9. Nuclear Magnetic Resonance Spectroscopy (NMR)
Nuclear Magnetic Resonance works by bringing the nuclei in resonance. The Iso-
topes of certain nuclei like, 1𝐻, 13𝐶,19𝐹 and 31𝑃 are magnatic in nature. This means
that when a strong magnetic field is applied, the nucleus travels in the field direction
with a frequency proportional to the field strength. If the nucleus is then simultane-
ously bombarded by electromagnetic waves with similar frequency as the nuclei and
which are traveling perpendicular to the magnetic field, resonance of the nuclei oc-
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curs. This frequency is dependent on the chemical bonds present in the material and
its environment. Comparing this to reference spectra and the characteristic frequen-
cies for different bonds, the materials present can be discovered [94].

For one of the CA measurements instead of using HPLC, the electrolyte was in-
vestigated using NMR. The goal was to investigate if there were any liquid products
that were difficult to detect with HPLC but could be detected using NMR. Besides this,
it was used to verify the results obtained by HPLC. For this study, a Bruker Ascend
500 (B0 = 11.7 T) magnet equipped with a NEO console NMR machine was used.
MestreNova software was used to deconvolute the peaks.



5
Results and Discussion

In this chapter, the results obtained by the different measurement techniques are dis-
cussed. First, the different variations of carbonized Cu-BTC are considered. Their
SEM, EDS and EC results are discussed. This is followed by the SEM and LSV mea-
surements of the carbonized 2D-MOFs. Finally the FEs and partial current densities
of 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)1000𝐶, 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆, 𝐶𝑢@𝐶 − (𝑇𝐻𝑄)1000𝐶 and 𝐶𝑢@𝐶 −
(𝐻𝐴𝐵)550𝐶 are compared.

5.1. Characterization
5.1.1. Thermal Characterization

Figure 5.1: Simultaneous TGA and MS measurements performed on 20,78 mg Cu-THQ. (a) TGA,
showing weight loss and furnace temperature, (b) TGA, showing weight loss derivative and furnace
temperature and (c) mass spectroscopy of the gasses emitted during the TGA measurement.

43
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To investigate the influence of carbonization of a 2D-MOF on their 𝐶𝑂2𝑅𝑅 catalytic
performance, Cu-THQ was carbonized. First, combined TGA and MS measurements
were performed to gain more insight into the decomposition process of the THQ linker.
Fast loss of mass in a TGA usually indicates some form of evaporation or reaction oc-
curring. As can be seen in Figure 5.1, the peaks in the mass loss ratio all occur below
400 ∘C. The MS results in Figure 5.1c also show that most of the 𝐻2𝑂 and 𝐶𝑂2 trapped
in or attached to the MOF leave the material below 400 ∘C, suggesting that most of
the linker decomposition occurs below this temperature. This is similar to the results
as found by J. Lisha et al. [115], who showed that most of the mass loss in Cu-THQ
occurred below 400 ∘C.

Figure 5.2: Results of simultaneous TGA and MS measurements performed on 15.68mg Cu-HAB.
(a) TGA, showing weight loss and furnace temperature, (b) TGA, showing weight loss derivative and
furnace temperature and (c) mass spectroscopy of the gasses emitted during the TGA measurement.

To further understand the effects of carbonization on 𝐶𝑂2𝑅𝑅 catalytic capabilities
of 2D-MOFs containing nitrogen, Cu-HAB was carbonized. Since nitrogen can be lost
during carbonization at high temperatures, first a combined TGA and MS measure-
ment was performed to gain insight into the linker decomposition process of Cu-HAB.
As can be seen in Figure 5.2, the main peaks in the mass loss ratio all occur below
400 ∘C. Similarly as for Cu-THQ, it can be observed from the MS results that these
peaks are mainly due to the evaporation of trapped water and other gasses like 𝐶𝑂2
and not nitrogen. In the same MS results, it can be seen that the slope of the amount
of nitrogen being detected significantly decreases from about 550 ∘C and upwards.
This was therefore deemed to be the temperature to carbonize Cu-HAB. In this way,
carbonization occurs well above the linker decomposition and loss of attached hydro-
gen but low enough to retain most of the nitrogen.
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Some large fluctuations also occur close to the peak temperature of 1200 ∘C for
both materials. This can be attributed to the TGA machine adapting its heating rate in
order to ensure enable the sharp transition from a constant heating rate to a constant
cooling rate.

5.1.2. Surface Characterization

(a) (b)

Figure 5.3: SEM images of carbonized Cu-BTC at 300 ∘C for 3 h in a tubular furnace under Ar atmo-
sphere with a heating rate of 20 ∘C/min (𝐶𝑢@𝐶 − (𝐵𝑇𝐶)300𝐶). (a) particle containing a relatively low
amount of Cu clusters and (b) particle containing a relatively high amount of Cu clusters.

(a) (b)

Figure 5.4: SEM images of Cu-BTC grains carbonized at 1000 ∘C for 6 h in a tubular furnace under
Ar atmosphere with a heating rate of 5 ∘C/min (𝐶𝑢@𝐶 − (𝐵𝑇𝐶)1000𝐶). (a) overview of particles with Cu
clusters and (b) surface of a particle with Cu clusters.

After carbonization SEM images for both 𝐶𝑢@𝐶−(𝐵𝑇𝐶)300𝐶 and 𝐶𝑢@𝐶−(𝐵𝑇𝐶)1000𝐶
were made in order to investigate changes in their morphology, which can be seen
in Figures 5.3 and 5.4. Comparing these to the images for pristine Cu-BTC as seen
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Figure 5.5: EDS analysis of the surface of a single 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)1000𝐶 particle. (a) mapping (b)
spectrum.

in Figure 4.4, it can be observed that for both carbonization settings, white particles
are formed on the surface of the framework crystal. Similar aggregation behavior was
also observed in several other works, being identified as Cu-clusters [23, 78, 79]. The
presence of large amounts of Cu in these particles was confirmed using the EDS anal-
ysis that can be seen in Figures 5.5 and 5.6.

EDS results also indicate the presence of more oxygen in 𝐶𝑢@𝐶−(𝐵𝑇𝐶)300𝐶 than
in 𝐶𝑢@𝐶−(𝐵𝑇𝐶)1000𝐶. This is in line with the expectation that partial linker decomposi-
tion occurs in 𝐶𝑢@𝐶−(𝐵𝑇𝐶)300𝐶, resulting in a significant amount of oxygen remaining
attached to the linkers. It is important to note that EDS is only semi-quantitative and
thus no concrete conclusions can be made about the amount of oxygen left behind.
However, the large difference in oxygen content between the two materials indicates
that there is a difference in the amount of linker decomposition between the two ma-
terials.

As discussed before, the goal of using the SPS machine was to limit the growth of
these Cu-clusters. 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)500𝐶−𝑆𝑃𝑆 and 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆 have signifi-
cantly smaller Cu-clusters than 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)1000𝐶 and 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)300𝐶, as can
be seen in Figures 5.7 and 5.8. In the former two materials, most grains contain only
a small amount of clusters of about 500 nm in diameter. Compared to the 1-5 𝜇m di-
ameter Cu-particles which are present in much larger numbers in 𝐶𝑢@𝐶−(𝐵𝑇𝐶)1000𝐶
and 𝐶𝑢@𝐶−(𝐵𝑇𝐶)300𝐶, it can be concluded that the materials produced by SPS have
a significantly lower amount of Cu-clusters.

The goal when making 𝐶𝑢@𝐶−(𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆 was to make a MOF using the SPS
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Figure 5.6: EDS analysis of 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)300𝐶 grain for 2 points and 1 area. Point 1 is positioned on
a white cluster, point 2 on grain surface without white clusters, area 3 analyzes a region covered with
white clusters. Corresponding atom% of these measurements can be found in Table 5.1.

Table 5.1: elemental composition of three different measurement points on 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)300𝐶 grains,
obtained using EDS. Position and signal output graphs of the corresponding measurement points can
be seen in Figure 5.6.

element atom% area 1 atom% point 2 atom% point 3
C 46.19 91.30 42.00
O 22.17 5.07 13.27
Cu 42.00 3.63 44.72
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Figure 5.7: SEM images of 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)500𝐶−𝑆𝑃𝑆.

Figure 5.8: SEM images of 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆.

machine which has better catalytic capabilities than 𝐶𝑢@𝐶−(𝐵𝑇𝐶)500𝐶−𝑆𝑃𝑆, but which
still has similar small Cu-clusters. Figures 5.7 and 5.8 show that the size of Cu-clusters
in 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆 is generally similar to that of 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)500𝐶−𝑆𝑃𝑆, with
the bulk of the grains in the former showing Cu-clusters similar in size and amount
to the latter. Thus, the goal of maintaining a Cu-cluster growth similar to 𝐶𝑢@𝐶 −
(𝐵𝑇𝐶)500𝐶−𝑆𝑃𝑆 was achieved.
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(a) (b)

Figure 5.9: SEM images Cu-THQ at 1000 ∘C for 5 h in a tubular furnace under Ar atmosphere with a
heating rate of 5 ∘C/min (𝐶𝑢@𝐶 − (𝑇𝐻𝑄)1000𝐶). (a) particle showing 2D-sheets and Cu-clusters and
(b) overview of a number of grains clustered together.

It is interesting to note that there is a small amount of grains that do have a large
number of Cu-clusters of about 2-3 𝜇m in diameter. The reason for this is unknown,
suspected causes are defects, Ar gas flow and dispersion (as outside grains get more
heat). Another option is the SPS current flow goes through to powder particles in
direct contact with the die, heating them more than those further away from the die.

After carbonization 𝐶𝑢@𝐶−(𝑇𝐻𝑄)1000𝐶 was investigated using SEM. In Figure 5.9
it can be observed that the beneficial sheetlike 2D-morphology is still present in the
material. Besides, similar Cu-clusters as were found on carbonized Cu-BTC can be
observed. Furthermore, more grains have clumped together creating larger agglom-
erations of grains, than before carbonization.

𝐶𝑢@𝐶 − (𝐻𝐴𝐵)550𝐶 morphology after carbonization was investigated using SEM.
As can be seen in Figure 5.10, 2D-shape of the grains is retained. Some grains can
be observed to have a rougher surface, but as shown in Figure 4.5 grains with both
rougher and smoother surfaces were also present in the pristine material. The EDS
analysis as can be seen in Figure 5.12 shows that there seems to be no significant dif-
ference in elemental composition between the different kinds of grains that are formed.

Cu-clusters as observed in a similar manner as in the other carbonized MOFs
are not immediately observed. However, plate-like clusters can be observed to have
grown on a number of grains. EDS analysis in Figure 5.11 shows that these plate-like
clusters have a significantly larger Cu-content than the underlying grain. It can be
seen in Figure 5.12 that the Cu-content is also significantly higher than grains without
these plate-like clusters. The reason behind the formation of these plate-like clusters
can be due to the nitrogen within the material. As the remaining nitrogen may have
been able to form bonds between the carbon and the copper, making it easier for the
Cu to cluster together on the surface of the MOF. These plate-like structures allow for
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Figure 5.10: SEM images Cu-HAB at 550 ∘C for 6 h in a tubular furnace under Ar atmosphere with a
heating rate of 5 ∘C/min (𝐶𝑢@𝐶 − (𝐻𝐴𝐵)550𝐶). (a) overview of a larger number of particles. (b) Some
of the average particles formed shown together. (c) close-up of a single 2D-grain.

a much larger surfaces area to volume ratio than round Cu-clusters would achieve.
This means that the loss of catalytic surface area due to these plate-like formations
may be lower than for the round Cu-clusters as formed in the other carbonized MOFs.
Furthermore, the shape of nano-particles can have an influence on selectivity during
catalytic processes by for example exposing certain reactive facets [116, 117].

Figure 5.12 also shows that in all grains there is between 14 and 20 atom% nitro-
gen left behind in the material. As Yu Bi [85] found 30 atom% nitrogen in the pristine
material using EDS, this means that more than 50 % of the nitrogen in the material is
maintained after carbonization.
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Figure 5.11: EDS analysis of 𝐶𝑢@𝐶 − (𝐻𝐴𝐵)550𝐶 grain for 1 point and 3 areas. point 1 is placed upon
a suspected Cu-cluster. Area 2 on a flat particle on top of the main grain. Area 3 is positioned on part
of the grain itself. Area 4 is positioned on a flat particle on top of the grain. Corresponding atom% of
these measurements can be found in Table 5.2.
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Figure 5.12: EDS analysis of multiple 𝐶𝑢@𝐶 − (𝐻𝐴𝐵)550𝐶 grains. each of the 5 areas represents a
single sort of grain found in the material. Corresponding atom% of these measurements can be found
in Table 5.3.
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Table 5.2: Elemental composition at 5 different measurement points or areas on the surface of a single
𝐶𝑢@𝐶 − (𝐻𝐴𝐵)550𝐶 grain, which can be seen in Figure 5.11. Obtained using EDS.

element atom% point 1 atom% area 2 atom% area 3 atom% area 4
C 30.23 40.96 56.52 20.89
N 6.42 11.13 16.40 4.02
O 4.65 1.75 2.77 1.22
Cu 58.70 46.16 24.32 73.86

Table 5.3: Elemental composition of 5 different measurement areas representing 5 different 𝐶𝑢@𝐶 −
(𝐻𝐴𝐵)550𝐶 grains, which can be seen in Figure 5.12. Obtained using EDS.

element atom%
area 1

atom%
area 2

atom%
area 3

atom%
area 4

atom%
area 5

C 60.17 57.01 62.62 58.26 64.43
N 16.79 14.50 20.00 16.39 19.16
O 1.85 1.91 2.53 3.47 3.19
Cl 1.96 1.24 1.40 1.78 1.13
Cu 19.22 25.34 13.45 20.11 12.09

5.2. Electrochemical Measurements

Figure 5.13: (a) LSV figure, (b) CV and (c) EIS measurements for 𝐶𝑢@𝐶−(𝐵𝑇𝐶)300𝐶 in a one container
electrochemical cell containing 1 M 𝐾𝐻𝐶𝑂3.



54 5. Results and Discussion

Figure 5.14: (a) LSV, (b) CV and (c) EIS measurements for 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)1000𝐶 conducted in a one
container electrochemical cell containing 1 M 𝐾𝐻𝐶𝑂3.

To further understand the differences in the catalytic performance of the carbonized
MOFs, varying electrochemical experiments were performed.

As can be seen in Figures 5.13a and 5.14a, the LSV curves for both 𝐶𝑢@𝐶 −
(𝐵𝑇𝐶)300𝐶 and 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)1000𝐶 have a lower onset potential in 𝐶𝑂2 saturated
electrolyte than in𝑁2 saturated electrolyte. Since the onset potential for hydrogen pro-
duction is higher than for most 𝐶𝑂2𝑅𝑅 products, this indicates activity towards 𝐶𝑂2𝑅𝑅.
In addition to this, a clear increase in current density when performed in 𝐶𝑂2 saturated
electrolyte can be observed. Since the current density in 𝑁2 saturated electrolyte can
only be caused by hydrogen evolution reaction (HER), the additional current density
achieved in 𝐶𝑂2 saturated electrolyte is due to 𝐶𝑂2𝑅𝑅 activity. Thus, both materials
show signs of activity towards 𝐶𝑂2 reduction [118, 119].

Figure 5.15a shows that the gap between the current density in 𝐶𝑂2 saturated elec-
trolyte and 𝑁2 saturated electrolyte is the relatively smaller amount of 5 𝑚𝐴/𝑐𝑚2 for
the 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)500𝐶−𝑆𝑃𝑆 electrode. This can indicate that this material has a lower
affinity for 𝐶𝑂2𝑅𝑅 than the previous two. However, the current density remains higher
in 𝐶𝑂2 saturated electrolyte while the onset potential remains lower. This indicates
that there still is some affinity for 𝐶𝑂2𝑅𝑅.

For 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆 both current densities and onset potentials are very
similar. This could indicate that most of this material mainly has activity towards HER
instead of 𝐶𝑂2𝑅𝑅. It is important to note that some of the LSV measurements for
𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆, which can be seen in appendix B Figure B.1, did show more
current density in 𝐶𝑂2 saturated electrolyte than in 𝑁2 saturated electrolyte. Although
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Figure 5.15: (a) LSV, (b) CV and (c) EIS measurements for 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)500𝐶−𝑆𝑃𝑆. conducted in a
one container electrochemical cell containing 1 M 𝐾𝐻𝐶𝑂3.

these measurements reached lower potentials overall, the fact that they show a differ-
ence means that there can be potential for 𝐶𝑢@𝐶−(𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆 to perform 𝐶𝑂2𝑅𝑅.

Aside from showing an increased activity in 𝐶𝑂2 saturated electrolyte, suggesting
their activity as 𝐶𝑜2𝑅𝑅 catalysts, the CV-curves for 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)300𝐶 and 𝐶𝑢@𝐶 −
(𝐵𝑇𝐶)1000𝐶 in Figures 5.13b and 5.14b reveal no new information. The CV-curves
for 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)500𝐶−𝑆𝑃𝑆 and 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆 show a clear increase in cur-
rent density around 0 V vs SHE. This can be linked to ethane or ethanol production,
which have a half reaction potential of 0.06 V vs SHE and 0.08 V vs SHE respec-
tively. On the return sweep this same increase did not occur, showing that the in-
crease was due to a non-reversible reaction [118]. Since most 𝐶𝑂2𝑅𝑅 products leave
the catalyst surface after reacting, these reactions behave as non-reversible reac-
tions. Thus, the non-reversibility suggests that the current density increase is indeed
caused by a 𝐶𝑂2𝑅𝑅 reaction product. The affinity for ethane or ethanol production of
𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆 further enforces that this material is still suitable for 𝐶𝑂2𝑅𝑅
even though its LSV results give less indication of this.

EIS measurements were performed in order to gain insights into the charge trans-
port resistance of the electrochemical systems. A fast charge transfer reaction at a
planar electrode like 𝐶𝑂2𝑅𝑅 is expected to behave like a Randles equivalent circuit
[118]. Both this circuit and the shape of the resulting EIS curve can be seen in Figure
4.13. The EIS graphs of all four of the materials are similar to this curve as can be
seen in Figure 5.13c, 5.14c, 5.14c and 5.15c. As this means they behave as expected
of a 𝐶𝑂2𝑅𝑅 system, they are eligible for further use in obtaining resulting parameters.
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Figure 5.16: Comparison of the most important parameters of all the different versions of carbonized
Cu-BTC used in this study, pristine Cu-BTC data as obtained by Yu Bi [85] was also included.

Figure 5.16 shows an overview of the most important results obtained from the EC
data. The current densities are given at -1.36 V vs SHE and -1.76 V vs SHE. -1.36 V
vs SHE is the voltage at which the products generated by the different materials will
be investigated. The current density at this voltage can be used as an indication of the
production rates that can be expected during these tests [105]. The highest achieved
current densities are also included, as the current density range for the measured
voltage range can be used as an indication of the number of active sites in the mate-
rial. Finally, the charge transfer resistance obtained from the EIS curves is shown. As
a lower charge transfer resistance allows electrons to be supplied to reactants more
quickly, indicating potential for higher reaction rates [118].

Figure 5.16 shows that all carbonized Cu-BTC materials have a significantly lower
charge transfer resistance compared to the pristine material. This is in accordance
with the expectation that carbonization will improve the conductivity of the material,
which in turn lowers the charge transfer resistance [120, 121].

It was expected that higher holding temperatures lead to more complete decom-
position of the linkers. Entirely decomposed linkers exist out of pure carbon, which
results in higher conductivity for the MOF-derived material. This higher conductivity
then leads to a lower lowering charge transfer resistance. Thus, 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)1000𝐶
having a lower charge transfer resistance than 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)300𝐶 is in line with the
expectation that the former should have a higher conductivity than the latter.

The charge transfer resistance of the materials produced with the SPS machine
can be observed to be lower than the charge transfer resistance of the other materi-
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als. This can be due to them having smaller Cu-clusters leading to a larger catalytic-
surface area and thus lower charge transfer resistance [122].

𝐶𝑢@𝐶−(𝐵𝑇𝐶)1000𝐶 achieves significantly higher current densities and lower charge
transfer resistance compared to 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)300𝐶. This indicates that the 𝐶𝑂2𝑅𝑅
performance of 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)1000𝐶 is expected to be better than that of 𝐶𝑢@𝐶 −
(𝐵𝑇𝐶)300𝐶. This suggests that full carbonization is more beneficial than partial car-
bonization for the catalytic capabilities of 𝐶𝑂2𝑅𝑅.

𝐶𝑢@𝐶−(𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆 was an attempt to improve 𝐶𝑢@𝐶−(𝐵𝑇𝐶)500𝐶−𝑆𝑃𝑆. As can
be seen, their results are similar with a main difference in current densities. 𝐶𝑢@𝐶 −
(𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆 appears to have higher current densities at -1.76 V vs SHE. Thus,
𝐶𝑢@𝐶−(𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆 was perceived to be better as a 𝐶𝑂2𝑅𝑅 catalyst than 𝐶𝑢@𝐶−
(𝐵𝑇𝐶)500𝐶−𝑆𝑃𝑆.

Figure 5.17: LSV measurements of the carbonized 2D-MOFs: 𝐶𝑢@𝐶 − (𝑇𝐻𝑄)1000𝐶 and 𝐶𝑢@𝐶 −
(𝐻𝐴𝐵)550𝐶. Both LSV measurements were performed in a dual chamber flow cell, under 10 mL/min
𝐶𝑂2 gas flow, containing 1 M 𝐾𝐻𝐶𝑂3 electrolyte.

To further analyze the catalytic indications of the MOF-derived materials, it is im-
portant to measure their selectivity and production rates towards 𝐶𝑂2𝑅𝑅. 𝐶𝑢@𝐶 −
(𝐵𝑇𝐶)1000𝐶 was selected for this, due to its relatively high current densities and low
charge transfer resistance compared to pristine Cu-BTC. 𝐶𝑢@𝐶−(𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆 was
also selected as it exhibits the lowest charge transfer resistance, as well as having
the highest current densities out of the two materials created using SPS.

To gain further insights into the 𝐶𝑂2𝑅𝑅 catalytic capabilities of 2D-MOF derived
materials, LSV measurements were performed for both 𝐶𝑢@𝐶 − (𝑇𝐻𝑄)1000𝐶 and
𝐶𝑢@𝐶−(𝐻𝐴𝐵)550𝐶. Figure 5.17 shows that of these two materials, Cu-THQ achieves
the higher current density of -50 𝑚𝐴/𝑐𝑚2 at -1.76 V vs SHE. This is a similar current
density achieved by 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆 and pristine Cu-BTC as can be seen in
Figure 5.16. Besides, Figure 𝐶𝑢@𝐶 − (𝑇𝐻𝑄)1000𝐶 shows a sudden increase in cur-
rent between -0.50 V vs SHE and -1.00 V vs SHE, whereas Figure 𝐶𝑢@𝐶−(𝐻𝐴𝐵)550𝐶
does not. This current increase can be attributed to the production of formate, which
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is produced at -0.61 V vs SHE. These LSV curves indicate that 𝐶𝑢@𝐶 − (𝑇𝐻𝑄)1000𝐶
seems more suitable than 𝐶𝑢@𝐶 − (𝐻𝐴𝐵)550𝐶 as a 𝐶𝑂2𝑅𝑅 catalyst.

5.3. Reaction Products
To further understand the catalytic selectivity, potential 𝐶𝑜2𝑅𝑅 products created at -
1.36 V vs SHE using 𝐶𝑢@𝐶−(𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆, 𝐶𝑢@𝐶−(𝐵𝑇𝐶)1000𝐶, 𝐶𝑢@𝐶−(𝑇𝐻𝑄)1000𝐶
and 𝐶𝑢@𝐶−(𝐻𝐴𝐵)550𝐶 catalysts were investigated. The voltage required for this prod-
uct generation was applied by performing an amperometric measurement for 1 hour.
This also allowed the current through the system to be measured. A representative
curve showing such an amperometric measurement can be seen in Figure 5.18 for
each respective material. It can be observed that all of the materials experience an
increase of current density over time during the 𝐶𝑂2𝑅𝑅. A decrease in current density
over time would indicate poor stability of the material. However, a slight increase in
current density shows that the materials remain functional catalysts for at least 1 hour.

(a) (b)

(c) (d)

Figure 5.18: One hour CAmeasurements performed in a dual chamber flow cell, containing 1M𝐾𝐻𝐶𝑂3
electrolyte under constant 10 mL/min 𝐶𝑂2 gas flow. (a)𝐶𝑢@𝐶−(𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆, (b)𝐶𝑢@𝐶−(𝐵𝑇𝐶)1000𝐶,
(c)𝐶𝑢@𝐶 − (𝑇𝐻𝑄)1000𝐶, (d)𝐶𝑢@𝐶 − (𝐻𝐴𝐵)550𝐶.

The gas products produced during these CA measurements were measured dur-
ing the experiment using GC, whereas the liquid products were extracted afterward
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and measured using HPLC. The resulting FEs and partial current densities can be
seen in Figure 5.19.

A baseline measurement was performed using a catalyst made by drop casting 95
wt% PTFE and 5 wt% carbon black soluted in 2.5 mL water and 2.5 mL isopropanol
on a glassy carbon substrate. This was done to be able to differentiate gas products
created by the active material from gasses present in the 𝐶𝑂2 gas supplied to the sys-
tem and gas products made by the ink and substrate. The resulting GC spectra can
be seen in Appendix B Figure B.8. To show the difference with the GC spectra of an
experiment in which active material is used as the catalyst, the GC spectra of a single
𝐶𝑢@𝐶 − (𝑇𝐻𝑄)1000𝐶 measurement are included in Appendix B Figure B.9.

(a) (b)

Figure 5.19: Products created at an applied potential of -1.36 V vs SHE. H2, formate, 1-propanol and
ethyl acetate data was found using GC, formate, NMR and NMR respectively. (a) Overview of the
faradaic efficiencies for different catalyst materials. (b) Partial current densities for different catalyst
materials.

First, it can be noted that most of the materials perform selectively towards formate
production. 𝐶𝑢@𝐶−(𝐵𝑇𝐶)1000𝐶, 𝐶𝑢@𝐶−(𝑇𝐻𝑄)1000𝐶 and 𝐶𝑢@𝐶−(𝐻𝐴𝐵)550𝐶 reached
FEs of around 30 % with only 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆 having a lower FE for formate
of 14 %. It is worth mentioning that the pristine materials have not been reported to
be particularly selective for formate. Pristine Cu-BTC has been reported to mainly
produce oxalic acid [123]. Pristine Cu-HAB was shown by Yu Bi [85] to not produce
any formate using the same setup as used in this report. Cu-THQ has been shown to
have some capability for production of formate by J. Lisha et al [115]. However, they
found a FE of less than 10 % for formate at -0.5 V vs RHE with a total current density
of 4 𝑚𝐴/𝑐𝑚2. As they applied a lower voltage and used 0.1 M 𝑁𝑎𝐻𝐶𝑂3 as electrolyte
instead 1 M 𝐾𝐻𝐶𝑂3 this could have an impact on their lower selectivity.

The answer to thismay lay in the formation of the Cu-clusters, as 𝐶𝑢@𝐶−(𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆
was the only one of these materials with lower amounts of cluster generated. How-
ever, it is well known that bulk copper tends to generate varying different products and
is thus not considered selective [124]. Therefore, it can be said that copper clusters
derived from a MOF can lead to selective catalysis toward the production of formate.
This was also seen in a study by Mun Kyoung Kim et al. [125], nano-sized Cu-clusters
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were synthesized from Cu-MOFs using electroreduction methods. These synthesized
Cu-clusters were used as 𝐶𝑂2𝑅𝑅 catalysts resulting in significantly more selectivity to-
wards 𝐶𝐻4 production than for commercial Cu-nanoparticles. This was attributed to
an increased distance between the MOF derived Cu-clusters in comparison to the
commercially obtained Cu-nanoparticles. It was speculated that this increase in dis-
tance suppressed C-C coupling leading to the formation of 𝐶𝐻4 instead of 𝐶2𝐻4. As
there is significant distance between the Cu-clusters formed on the MOF in the case
of the present study it is possible that similar suppression has happened towards the
formation of 𝐶2-products. The CV curves of both materials without large Cu-clusters
(𝐶𝑢@𝐶 − (𝐵𝑇𝐶)500𝐶−𝑆𝑃𝑆 and 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆) indicate an affinity for the multi-
carbon products ethane and ethanol at around 0.06 V vs SHE and 0.08 V vs SHE
respectively. While the CV curves for the materials which did form large Cu-clusters
(𝐶𝑢@𝐶 − (𝐵𝑇𝐶)300𝐶 and 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)1000𝐶) do not show this affinity for methanol
production. This is in line with the theory that the Cu-nanoparticles in combination with
the carbonized MOF, support the desorption of intermediates leading to the formation
of formate over methanol.

Although this excludes 𝐶2-products, there still needs to be a reason behind the gen-
eration of formate as the main product over other 𝐶1-products. One of the proposed
pathways for methanol production is the progressive hydrogenation of the HCOO* in-
termediate [126, 127]. An overview of this pathway can be seen in Figure 5.20. F.
Jiang et al. [128] found that the size of Cu-nanoparticles influences their affinity for a
certain reaction pathway. Smaller Cu particles promote CO formation via the *COOH
pathway, whereas the HCOO* pathway becomes more favorable for larger particles.
This is mainly attributed to the stronger and more present H-Cu bond on smaller Cu
particles. This could explain why 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)1000𝐶 and 𝐶𝑢@𝐶 − (𝑇𝐻𝑄)1000𝐶 have
increased affinity for the HCOO* pathway, as both of these materials contained larger
Cu clusters. 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆 had a lot smaller Cu-clusters leading to a sig-
nificantly lower FE for formate produced via the *HCOO intermediate. Instead, the
*COOH intermediate could be promoted more, leading to the formation of a number
of different products.

The reason why this pathway did not result in methanol formation, in this case,
may be related to the adsorption of the intermediates to the Cu surface. The desorp-
tion of HCOO* is the rate-limiting step in the creation of formate on Cu surfaces [129].
J.J.Wang et al. [130] showed this by embedding Cu-nanoparticles into 2D-pyrenyl-
graphdiyne, enabling electron exchange with the Cu-nanoparticles. This allowed for
easier desorption of HCOO* leading to a FE of 95 % for formate production of 95 %.

This can explain why formate is produced by the materials which formed signifi-
cant Cu-particles in this study. The distance between the particles enabled the se-
lection of 𝐶1-products over 𝐶2-products. The larger size of the Cu-particles limits the
*COOH pathway and thereby the formation of CO, which leaves room for HCOO* in-
termediates to form. Due to the fact that Cu-particles are attached to the pure carbon
MOF, this allows for electron exchange which enables easy desorption of the HCOO*
intermediates resulting in formate production. However, this theory requires further
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investigation and confirmation.

Figure 5.20: The energy levels involved in the pathway for methanol creation via the HCOO* interme-
diate. It also shows the nearby energy level for formate production. Reproduced from [126].

Figure 5.19b shows that the Materials which combine good selectivity for formate
with high current densities are 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)1000𝐶 and 𝐶𝑢@𝐶 − (𝑇𝐻𝑄)1000𝐶. Since
both of these materials were carbonized using the same parameters, this suggests
that the carbonization parameters are more influential than the MOF structure. Be-
sides their good performance, both the FEs and the partial current densities of these
materials are very similar. This combined with the SEM results showing that both of
these materials had similarly sized Cu-clusters further suggests that the Cu-clusters
are the key factor influencing the selectivity and production rate of the MOF-derived
catalysts.

Since 31 % of the FE of 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆 was still unaccounted for, NMR
measurements were performed to find the missing products. 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)1000𝐶,
𝐶𝑢@𝐶 − (𝑇𝐻𝑄)1000𝐶 and 𝐶𝑢@𝐶 − (𝐻𝐴𝐵)550𝐶 were also investigated using NMR to
verify the HPLC measurements and identify any significant other missed products. As
can be seen in Figure 5.21, the formate peaks for 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)1000𝐶 and 𝐶𝑢@𝐶 −
(𝑇𝐻𝑄)1000𝐶 are significantly higher than for 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆 and 𝐶𝑢@𝐶 −
(𝐻𝐴𝐵)550𝐶. This is in agreement with the results obtained using HPLC, as those re-
sults showed that the former two materials had higher formate partial current densities
than the latter two. This means that the formate peak for 𝐶𝑢@𝐶 − (𝐻𝐴𝐵)550𝐶 is ex-
pected to be higher than the one for 𝐶𝑢@𝐶−(𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆, however this was not the
case. This can be due to variance in the measurements.

Aside from this Figure 5.21a, a number of additional products were discovered
for 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆. The additional FE for the products are 15.5 % for 1-
propanol, 4.38 % for ethyl acetate, 1.238 % for acetaldehyde, 0.7 % for ethanol, 0.5
% for acetone and 0.1415 % for methanol. Figures 5.21b, 5.21c and 5.21d show that
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Figure 5.21: NMR measurements signal spectra. (a)𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆, (b)𝐶𝑢@𝐶 − (𝐵𝑇𝐶)1000𝐶,
(c)𝐶𝑢@𝐶 − (𝑇𝐻𝑄)1000𝐶, (d)𝐶𝑢@𝐶 − (𝐻𝐴𝐵)550𝐶. The four unlabeled large peaks are from right to left:
DMSO, water, Phenol and something unknown. These are due to the carrier liquid and can thus be
ignored.

the other three materials obtained significantly smaller peaks for all of these products.
Thus, no significant amount of additional products were produced by these materials.
Most of the products produced by 𝐶𝑢@𝐶−(𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆 which were not produced by
the other materials are multi-carbon products. Since 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆 was the
only one of thesematerials without Cu-clusters, this further suggests that the formation
of these Cu-clusters changes the selectivity of the material frommulti-carbon to single-
carbon products.



6
Conclusions

In summary, this thesis investigates the effects of carbonization on the catalytic capa-
bilities for 𝐶𝑂2𝑅𝑅 of three different MOFs. First, the effects on the catalytic capabilities
of different ways of carbonizing were compared by using different sets of parameters
while carbonizing Cu-BTC. These parameters were selected to study the difference
between partial and full linker composition as well as the effect of limiting Cu-cluster
formations. The catalytic capabilities of the resulting MOF derived materials were then
looked into using electrochemical measurements. The 𝐶𝑂2𝑅𝑅 products created by
the two best-performing Cu-BTC derived materials were further investigated. Besides
this, the 2D-MOFs Cu-THQ and Cu-HAB were carbonized and the 𝐶𝑂2𝑅𝑅 products of
the resulting materials were studied. Characterization techniques were used on all of
the MOF derived materials mentioned above in order to understand the changes that
carbonization had on their morphology.

This led to the following conclusions. First, that carbonization above the linker
decomposition temperature results in higher current densities in 𝐶𝑂2 saturated elec-
trolyte as well as lower charge transfer resistance, indicating that this is more suitable
for 𝐶𝑂2𝑅𝑅 than carbonization below the linker decomposition temperature.

Furthermore, we were able to produce Cu-BTC derived materials that did not con-
tain Cu-clusters by heating them in a modified SPSmachine. These materials showed
lower charge transfer resistance, but also lower current densities than thematerial cre-
ated in a tubular furnace under full linker decomposition conditions. This shows that
carbonizing in this way may both have advantages and disadvantages.

The 𝐶𝑂2𝑅𝑅 products formed show that carbonization can influence both selectivity
and productivity. The specific carbonization parameters used can further affect these
properties. This occurs mainly through the formation of Cu-clusters, the presence of
which appears to be amain influencer on selectivity and productivity. Materials derived
from different MOFs, yet containing similar Cu-clusters, primarily produce hydrogen
and formate at similar production rates. The materials with the largest Cu-clusters,
𝐶𝑢@𝐶 − (𝐵𝑇𝐶)1000𝐶 and 𝐶𝑢@𝐶 − (𝑇𝐻𝑄)1000𝐶, reached a FE of up to 33.7 % for for-
mate with a formate partial current density of -7.9 𝑚𝐴/𝑐𝑚2. This formate production
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may be linked to the distribution and size of the Cu-clusters in combination with the
carbon MOF derivative. The MOF derivative without Cu-clusters also shows affinity
for formation of 𝐶2-products alongside formate production. Cu-HAB derived material
contained nitrogen and formed differently shaped Cu-clusters. This did not appear to
have an obvious effect on selectivity, but lower current densities were achieved by this
catalyst material. These findings show that using different carbonization parameters
can change the selectivity of the material, depending on the shape and distribution
of the Cu-clusters formed in the process. Thus, it is of importance that the right car-
bonization settings are selected when trying to create a specific product.



7
Recommendations

Having outlined the conclusions from this work, it is of interest to discuss possibilities
that future work may look into.

This study presents a reasoning for formate production on Cu-particles supported
on a carbon framework, which is derived through carbonization of Cu-MOFs. Whether
this reasoning is correct requires investigation using more experiments and DFT cal-
culations. This could lead to a further understanding of the relations between Cu-
clusters size, spacing and catalyst selectivity. Moreover, a comparison could be made
between Cu-particles derived via different methods to further understand the way in
which differently shaped and spaced Cu-particles impact selectivity and productivity
for 𝐶𝑂2𝑅𝑅.

Another aspect that requires further investigation is the stability of the materials. In
this study, we were able to show that the catalysts were stable to up to one hour. For
practical applications, the material needs to maintain its catalytic capabilities for much
longer however. Thus, it is required to do stability tests for larger timescales. This
can be done for both the pristine MOFs and the carbonized MOFs to truly understand
whether there was an improvement in the stability of the materials.

Something which may in some aspects related to this stability is how the FE for
specific products changes during an one-hour measurement. As can be seen in Ap-
pendix B Figure B.2-B.5 the FE of methane and ethane production drops significantly
after 5 minutes of measurement. This was consistently the case for a multitude of
different measurements. As the FEs for methane and ethane were less than one per-
cent during almost all of these measurements, this was not further considered in this
thesis. However a single CA+GC measurement was performed using 0.1 M 𝐾𝐻𝐶𝑂3
electrolyte with 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆 as catalyst. As can be seen in Appendix B
Figure B.6, this resulted in FEs of 8.4 % ethane and 12.6 % methane during the first
5 minutes after which they dropped to less than 1.0 % each. Future work can investi-
gate why these FEs drop so significantly after five minutes and whether it is possible
to maintain them for longer times.

65



66 7. Recommendations

Moreover, further investigation could be led into the effects of combining nitrogen
with MOF carbonization. In this study carbonization of Cu-HAB, a MOF that intrinsi-
cally contained nitrogen, is investigated. However, it is also possible to nitrogenize
MOFs by doping them with nitrogen before pyrolisis [55, 63, 83]. Such techniques
can be applied to the MOFs investigated in this study and the resulting materials can
be tested as 𝐶𝑂2𝑅𝑅 catalysts. Comparing the morphology and performance of these
catalysts with the results found in this study could yield further insights into the effects
that nitrogen can have on the 𝐶𝑂2𝑅𝑅 capabilities of MOF derivatives.

All the 𝐶𝑂2𝑅𝑅 product measurements in this study were performed at the same po-
tential of -1.36 V vs SHE, as this made it possible to compare the results. However as
shown in Figure 5.17, formate formation was identified to occur already around -0.61 V
vs SHE. Therefore, future work could further investigate the effect of applying different
potentials. This may lead to better FEs for formate production for 𝐶𝑢@𝐶−(𝐵𝑇𝐶)1000𝐶,
𝐶𝑢@𝐶 − (𝑇𝐻𝑄)1000𝐶 and 𝐶𝑢@𝐶 − (𝐻𝐴𝐵)550𝐶.

Finally, recently gas diffusion electrodes (GDEs) combined with MOFs or MOF
derivatives were used to achieve high current densities compared to other MOF elec-
trodes [131–133]. In order to achieve higher current densities with the materials in-
vestigated in this study, it can be of interest to study the effects of combining these
materials with a GDE.



A
Calibration Curves

Figure A.1: Calibration plots for GC measurements performed using 𝐶𝑢@𝐶−(𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆, 𝐶𝑢@𝐶−
(𝐵𝑇𝐶)1000𝐶 and 𝐶𝑢@𝐶 − (𝑇𝐻𝑄)1000𝐶 catalysts. (a) Hydrogen, (b) Methane, (c) Ethane, (d) CO.
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68 A. Calibration Curves

Figure A.2: Calibration plots for GC measurements performed using 𝐶𝑢@𝐶 − (𝐻𝐴𝐵)550𝐶 catalysts. (a)
Hydrogen, (b) Methane, (c) Ethane, (d) CO.
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Figure A.3: Calibration plots for HPLC. (a) Oxalic acid, (b) Glyoxal, (c) Formate, (d) Acetic acid, (e)
Ethylene Glycol, (f) Acetaldehyde, (g) Methanol, (h) Ethanol, (i) Acetone, (j) Propionaldehyde, (k) 2-
Propanol, (l) 1-Propanol.





B
Additional Measurements

Figure B.1: Different LSV measurement for 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆, conducted in a one container
electrochemical cell containing 1M 𝐾𝐻𝐶𝑂3.
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Figure B.2: FE for the 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆 catalyst during one hour in the flow cell filled with 1M
𝐾𝐻𝐶𝑂3 electrolyte with an applied potential of -1.36V vs SHE. (a) 𝐻2 (b) 𝐶𝐻4 (c) 𝐶2𝐻4.

Figure B.3: FE for the 𝐶𝑢@𝐶−(𝐵𝑇𝐶)1000𝐶 catalyst during one hour in the flow cell filled with 1M 𝐾𝐻𝐶𝑂3
electrolyte with an applied potential of -1.36V vs SHE. (a) 𝐻2 (b) 𝐶𝐻4 (c) 𝐶2𝐻4.

Figure B.4: FE for the 𝐶𝑢@𝐶−(𝑇𝐻𝑄)1000𝐶 catalyst during one hour in the flow cell filled with 1M𝐾𝐻𝐶𝑂3
electrolyte with an applied potential of -1.36V vs SHE. (a) 𝐻2 (b) 𝐶𝐻4 (c) 𝐶2𝐻4.

Figure B.5: FE for the 𝐶𝑢@𝐶−(𝐻𝐴𝐵)550𝐶 catalyst during one hour in the flow cell filled with 1M 𝐾𝐻𝐶𝑂3
electrolyte with an applied potential of -1.36V vs SHE. (a) 𝐻2 (b) 𝐶𝐻4 (c) 𝐶2𝐻4.
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Figure B.6: FE for the 𝐶𝑢@𝐶 − (𝐵𝑇𝐶)650𝐶−𝑆𝑃𝑆 catalyst during one hour in the flow cell filled with 0.1M
𝐾𝐻𝐶𝑂3 electrolyte with an applied potential of -1.36V vs SHE. (a) 𝐻2 (b) 𝐶𝐻4 (c) 𝐶2𝐻4.

Figure B.7: EDS analysis of a material created by placing Cu-BTC in an SPS machine and heating it
up to 500∘C under 4 MPa pressure. (a) element map (b) spectrum. Corresponding atom% of these
measurements can be found in Table B.1.

Table B.1: elemental composition as found by the EDS analysis which can be seen in Figure B.7.

element atom%
C 60.97
O 3.15
Cu 35.87
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(a)

(b)

(c)

Figure B.8: GC spectra of a baseline test run using a catalyst made by drop casting 95 wt% PTFE
and 5 wt% carbon black soluted in 2.5 mL water and 2.5 mL isopropanol on a glassy carbon substrate.
The measurement was performed in the flow cell with an applied potential of -1.36 V vs SHE under a
constant 𝐶𝑂2 gas flow of 10 mL/min. (a) GC column 1 (b) GC column 2 (c) GC column 3.
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(a)

(b)

(c)

Figure B.9: GC spectra of a 𝐶𝑢@𝐶 − (𝑇𝐻𝑄)1000𝐶 test run using a catalyst made by drop casting 20
wt% PTFE, 5 wt% carbon black and 75 wt% 𝐶𝑢@𝐶 − (𝑇𝐻𝑄)1000𝐶 soluted in 2.5 mL water and 2.5 mL
isopropanol on a glassy carbon substrate. The measurement was performed in the flow cell with an
applied potential of -1.36 V vs SHE under a constant 𝐶𝑂2 gas flow of 10 mL/min. (a) GC column 1 (b)
GC column 2 (c) GC column 3.
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