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Abstract In this article, we endeavour to find a fast solver for finite volume dis-
cretizations for compressible unsteady viscous flows. Thereby, we concentrate on
comparing the efficiency of important classes of time integration schemes, namely
time adaptive Rosenbrock, singly diagonally implicit (SDIRK) and explicit first stage
singly diagonally implicit Runge-Kutta (ESDIRK) methods. To make the compari-
son fair, efficient equation system solvers need to be chosen and a smart choice of
tolerances is needed. This is determined from the tolerance TOL that steers time
adaptivity. For implicit Runge-Kutta methods, the solver is given by preconditioned
inexact Jacobian-free Newton-Krylov (JFNK) and for Rosenbrock, it is precondi-
tioned Jacobian-free GMRES. To specify the tolerances in there, we suggest a simple
strategy of using TOL/100 that is a good compromise between stability and compu-
tational effort. Numerical experiments for different test cases show that the fourth
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order Rosenbrock method RODASP and the fourth order ESDIRKmethod ESDIRK4
are best for fine tolerances, with RODASP being the most robust scheme.

Keywords Rosenbrock methods · Navier-Stokes equations · ESDIRK ·
Jacobian-free Newton-Krylov · Unsteady flows · Time adaptivity
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1 Introduction

In many engineering and scientific problems, unsteady compressible fluid dynamics
play a key role. Examples would be simulation of tunnel fires [3], flow around wind
turbines [49], fluid-structure-interaction like flutter [10], aeroacoustics [6], turboma-
chinery, flows inside nuclear reactors [32], wildfires [31], hurricanes and unsteady
weather phenomenas [30], gas quenching [20] and many others. Simulation of such
unsteady phenomena is extremely computationally expensive due to the vast amount
of time steps that need to be taken. An efficient (low computational time for a given
accuracy) time integration scheme is therefore of the utmost importance.

In wall bounded flows, boundary layers are present, which need a high resolu-
tion to be resolved [24]. This in turn causes the time step of explicit methods to be
restricted due to stability considerations, making implicit or linear implicit time inte-
gration necessary. Furthermore, the high aspect ratio cells introduced in the boundary
layer contribute to an increased stiffness of the problem. The wishlist for time integra-
tion scheme is thus that to deal with stiff and oscillatory problems they should be A-
or L-stable, time adaptivity should be easy and of course, they should be efficient [4].

The scheme mainly used in CFD is the backward differentiation formula BDF-2,
a multistep method for which a time adaptive implementation exists with SUN-
DIALS [12]. An alternative are singly diagonally implicit Runge-Kutta (SDIRK)
methods [4]. In the autonomous case, these consist of a sequence of implicit Euler
steps, meaning that in every stage, a nonlinear system has to be solved. Another
variant are explicit first stage singly diagonally implicit Runge-Kutta methods
(ESDIRK), where the first step is explicit. A specific example are ESDIRK3 and
ESDIRK4, which were designed in [1, 17, 19, 36, 48]. These are a four stage method
of third order with an embedded method of second order and a six stage method
of fourth order with an embedded method of third order. The use of these schemes
in the context of compressible Navier-Stokes equations was analyzed in [2] where
they were demonstrated to be more efficient than implicit Euler (BDF-1) and BDF-2
methods for moderately accurate solutions. This result about the comparative effi-
ciency of BDF-2 and ESDIRK4 was later confirmed for unsteady Euler flow by [15]
and for a discontinuous Galerkin discretization by [44]. Another interesting alterna-
tive is the second order SDIRK method SDIRK2, which was demonstrated to have
good performance in [4], whereas SDIRK3 is not competitive.

An alternative to implicit Runge-Kutta schemes and BDF schemes that has not
been considered much for compressible flows are Rosenbrock schemes, which are
also referred to as linearly implicit or semi-implicit [42]. The idea is to linearize an



Rosenbrock and ESDIRK methods for compressible flows 1403

s-stage DIRK scheme, thus sacrificing some stability properties as well as accuracy,
but hopefully reducing the computational effort in that per time step. s linear equation
systems with the same system matrix and different right hand sides have to be solved.

Numerous Rosenbrock schemes have been proposed in literature. Rang presents
new third and fourth order Rosenbrock schemes in [26–29] which satisfy extra
order conditions to avoid order reduction [11]. The test cases we consider here are
autonomous problems, and order reduction for these cases is much less a prob-
lem. Previously, these schemes have been considered by St-Cyr et. al. in the context
of discontinuous Galerkin methods [40], as well as in [14] for the incompressible
Navier-Stokes equations. In the latter paper, a large number of different ESDIRK and
Rosenbrock methods is compared to each other in a time adaptive setting. The linear
systems are solved using direct solvers.

The Rosenbrock methods we choose are thus the third order method ROS34PW2
from [29] and the fourth order method RODASP [41]. These methods are A- and L-
stable, furthermore ROS34PW2 is a W-method, meaning that approximations to the
Jacobian can be used. The latter is beneficial for the JFNK schemes we have in mind
for the solver, see later.

Here, we compare time adaptive SDIRK, ESDIRK and Rosenbrock methods in
the context of finite volume discretizations of the compressible Navier-Stokes equa-
tions based on their work error ratio for realistic problems. The comparison between
Rosenbrock and DIRK schemes is nontrivial even for a fixed time step method, since
the errors are different and solving linear systems is not necessarily faster than solv-
ing nonlinear systems. In the case of time adaptivity, a comparison becomes even
more intricate, since the time step size influences the speed of the solvers in a non-
linear way. Furthermore, the amount of work depends on both the code and the test
cases chosen.

Regarding solvers, the alternatives are Newton methods and Multigrid methods.
We consider preconditioned inexact Jacobian-free Newton-GMRES [18] schemes
with a state of the art choice of the tolerances [9, 38] in all iterations to be superior to
current multigrid methods [5]. In Rosenbrock schemes, there is no Newton scheme,
but the implementation can nevertheless be done in a Jacobian-free manner exactly
as before. Furthermore, it has been justified in a series of papers on so called Krylov-
ROW methods [33, 46, 47] that solving the linear systems inexactly can be done in
Rosenbrock methods without loss of order. However, it is not clear how to choose the
tolerance for GMRES and thus we will develop a strategy here.

For the iterative solution strategy using a GMRES approach, a good preconditioner
is essential for obtaining a high computational efficiency, especially when solving
stiff, ill conditioned system, e.g. as a result of high aspect ratio cells in the boundary
layer. The preconditioner is always a trade off between accuracy (effectiveness) of the
preconditioner and computational effort to build the preconditioner. In this respect
the Rosenbrock schemes are expected to have an additional benefit over ESDIRK
schemes as the linear system to solve for Rosenbrock schemes is constant for all
stages within a time step, whereas for the ESDIRK schemes the linear system to solve
changes with every stage and even every Newton step. In this paper we therefore
also investigate the effect of the preconditioner on the required number of GMRES
iterations with increased condition numbers for the system to solve.
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As for realistic test cases, it is important to note that for complex 3D flows we
have grids with extreme aspect ratios and that furthermore, we do not know the error.
Thus, we will first work with problems where we have an exact or reference solution.
In particular, we consider a 2D nonlinear convection-diffusion problem with variable
non-linearity and grid stretching to demonstrate how the schemes react to changes in
these.

Finally, we move to viscous flow problems and use two different codes and several
test cases. To obtain a fair comparison here, we use both reference solutions and the
concept of tolerance scaling [38] to obtain a reasonable relation between the tolerance
in the time adaptive scheme and the error. The test cases are chosen to represent
wall bounded laminar flows. Thus, there is a boundary layer, causing the need for
high resolution in the vicinity of the walls, but there are no additional issues from
turbulence.

The paper is organized as follows. Section 2 discusses the time integration
schemes and time adaptivity. The methods used to solve nonlinear and linear systems
of equations are the subject of Section 3. We then present results for the nonlinear
convection-diffusion equation and Navier-Stokes simulations in Sections 4 and 5.

2 Time integration

Here, we use the method of lines paradigm, where a partial differential equation
is first discretized in space and then in time. We restrict ourselves to autonomous
problems, obtaining an initial value problem of the form

d

dt
u(t) = f(u(t)), u(0) = u0, t ∈ [t0, tend ], (1)

where u ∈ R
m and f : Rm → R

m. As time integration schemes, we consider SDIRK,
ESDIRK and Rosenbrock schemes [11].

2.1 SDIRK and ESDIRK schemes

An SDIRK or ESDIRK scheme with s stages is of the form

Ui = un + �tn
i∑

j=1

aij f
(
Uj

)
, i = 1, . . . , s (2)

un+1 = un + �tn
s∑

i=1

bi f (Ui ) . (3)

The Butcher tableau of a SDIRK method is illustrated in Table 1, wherein the
diagonal coefficient aii is constant, which is a property of SDIRK schemes. For an
ESDIRK scheme, the first stage is explicit, i.e. a11 = 0.

The schemes considered here are stiffly accurate, i.e. the last row of the Butcher
tableau is identical to bT which is advantageous in solving stiff problems [11]. This
means that the solution at the next time step is obtained with un+1 = Us .
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Table 1 Butcher tableau of a
SDIRK method c1 a11 0 0 0

c2 a21 a22 0 0
.
.
.

.

.

.
. . .

. . . 0

cs as1 . . . ass−1 ass

as1 . . . ass−1 ass

Thus, s or s − 1 nonlinear equation systems have to be solved for SDIRK and
ESDIRK, respectively. The advantage of DIRK schemes is that the computation of
the stage vectors is decoupled. Instead of solving one nonlinear system with sm

unknowns, s nonlinear systems (2) with m unknowns have to be solved. With the
starting vectors

si = un + �tn
i−1∑

j=1

aij f
(
Uj

)
, (4)

equation (2) corresponds to one step of the implicit Euler method with starting vector
si and time step aii �tn. Thus the solution at each implicit stage can be written as:

Ui − un

aii�tn
= f (Ui ) + 1

aii

i−1∑

j=1

aij f
(
Uj

)
. (5)

The stage derivative f (Ui ) is later needed for time adaptivity. It is obtained via

f (Ui ) = 1

aii �tn
(Ui − si ) ,

which avoids a costly and for stiff problems error prone evaluation of the right hand
side [34].

2.2 Rosenbrock schemes

To circumvent the solution of nonlinear equation systems, Rosenbrock methods, also
called Rosenbrock-Wanner, ROW or linearly implicit methods, can be used. The idea
is to linearize a DIRK scheme, thus sacrificing some stability properties, as well as
accuracy, but obtaining a method that has to solve s linear equation systems with the
same system matrix and different right hand sides per time step.

To derive these schemes, we start by linearizing f (u) around si (4) to obtain

ki ≈ f (si ) + �tnaii

∂f(si )
∂u

ki ,

introducing the notation ki = f (Ui ). To avoid a re-computation of the Jacobian, we
replace ∂f(si )

∂u by J = ∂f(un)
∂u . Finally, to gain more freedom in the definition of the

method, linear combinations of �tn J ki are added to the last term. Note that the lin-
earization procedure can be interpreted as performing one Newton step at every stage
of the DIRK method instead of a Newton loop. If instead of the exact Jacobian, an
approximationW ≈ J is used, we obtain so calledW-methods, which have additional
order conditions [11].



1406 D. S. Blom et al.

We thus obtain an s-stage Rosenbrock method with coefficients aij , γij and bi in
the form

(
I − γii �tn W

)
ki = f(si ) + �tnW

i−1∑

j=1

γij kj , i = 1, . . . , s

si = un + �tn
i−1∑

j=1

aij kj , i = 1, . . . , s

un+1 = un + �tn
s∑

i=1

bi ki . (6)

Here, the coefficients aij and bi correspond to those of the DIRK method and the
γii are the diagonal coefficients of that, whereas the off-diagonal γij are additional
coefficients. Note that in the case of a non-autonomous equation, an additional term
�tn γi ∂t f (tn, un) would appear on the right hand side of (6), with γi = ∑

j γij .
An efficient implementation of the Rosenbrock methods is used in order to cir-

cumvent the matrix-vector multiplication in (6). Further details can be found in [11].
The used coefficients for the different time integration methods can be found in the
appendix.

2.3 Time adaptivity

An adaptive time stepping scheme is employed in order to be able to control the accu-
racy and to enhance the efficiency of the simulations. To this end, the user supplies a
tolerance TOL and based on an estimate of the time integration error, a time step is
chosen that is supposed to keep the time integration error below TOL. Compared to
a fixed time step scheme this gives an estimate of the overall time integration error
in the first place, as well as allowing to increase, respectively decrease the time step
based on what happens in the flow.

Here, the H211PI controller as introduced by [37] is used to determine the next
time step. An error estimate of the solution for the current time step is readily
available with the embedded scheme of lower order of the various methods:

l̂ = �tn
s∑

j=1

(bi − b̂i )ki . (7)

The next time step �tn+1 is determined with

�tn+1 = ρ̂n�tn, (8)

with ρ̂n given by the smooth limiter

ρ̂n = 1 + κ arctan

(
ρn − 1

κ

)
. (9)

Choosing κ = 2 implies that the step size can be increased by a factor 4, and
reduced by a factor 13. In [38] it is noted that the actual value of κ is not crucial. A
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larger value of κ may allow the step size to increase quick after the transients have
decayed.

ρn is determined with the H211PI controller:

ρn = ‖dn./l̂n‖β1‖dn−1./l̂n−1‖β2
(
ρn−1

)−ζ

, (10)

where. denotes a point-wise division operator. The coefficients β1, β2 and ζ are set
to β1 = β2 = 1

4p̂ and ζ = 1
4 due to the use of the H211PI controller. p̂ represents

the order of the embedded scheme of the Rosenbrock and (E)SDIRK methods. The
vector d is defined by the fixed resolution test as discussed in [39]:

di = RT OL|un
i | + AT OL, (11)

with RT OL and AT OL being user defined tolerances. Here, RT OL is set to
RT OL = AT OL, such that only one input parameter is required.

Step size rejections occur in case the inequality

‖l̂./d‖2 ≤ 1, (12)

is not met. The time step is repeated with the smaller time step as suggested by the
H211PI controller.

The H211PI controller needs to be started with either a different controller or with
equidistant time steps in case the first time step is not rejected. Here, the procedure
is started with the classical controller:

�tn+1 = �tn‖l̂./d‖−1/p̂. (13)

In order to compare the computational efficiency of different time integration
schemes, it is desirable to scale and calibrate the tolerance of the adaptive time
step size control algorithm. The control algorithm should run in a tolerance propor-
tional mode: when the tolerance is changed by one order of magnitude, then the
error of the solution should change by one order of magnitude. Also, the different
time integration schemes should deliver the same accuracy for the same tolerance
setting [38].

The scaling transformation

T OL′ = β T OL
ξ−1
ξ

0 T OL
1
ξ = κ T OL

1
ξ (14)

with κ = β T OL
ξ−1
ξ

0 , can be used to compare the computational efficiencies of the
different integration schemes [38]. T OL′ represents the tolerance parameter used by
the adaptive step size control algorithm, T OL is the parameter specified by the user,
T OL0 is the equivalence point determined during the calibration, β is a constant
to equally calibrate the different time integration schemes, and ξ is the measured
order of the adaptive step size control algorithm of the reference computations for
the calibration.
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3 Solving nonlinear and linear equation systems

The SDIRK and ESDIRK schemes lead to nonlinear systems as shown in Eq. 2. To
solve this equation, iterative methods are needed. See the textbooks [4, 16] for an
overview of methods and theory.

3.1 Newton methods

In order to solve Eq. 2, we use Newton’s method. This solves the root problem

F(u) = 0 (15)

for a differentiable function F(u). Here, we have F(u) = u − si − �tn aii f (u). The
iteration is then

∂F(u)

∂u

∣∣∣∣
u(k)

�u = −F(u(k)) (16)

u(k+1) = u(k) + �u, k = 0, 1, . . .

with some starting value u(0). Here, we always choose u(0) = si from Eq. 4. More
effective formulas for the starting values can be found in [1, 11, 17] where higher
order approximations are used to form the initial guess. As termination criteria, we
always use relative ones, where the residual serves as an estimate of the iteration
error:

‖F(u(k+1))‖ ≤ τ · ‖F(u(0))‖. (17)

Here the tolerance τ needs to be chosen such that the error from the Newton iter-
ation does not interfere with the error estimate in the adaptive time step. To this end,
it is chosen 5 times more accurate than TOL, as suggested in [38], which avoids over
solving while giving reliable time integration error estimates.

If the linear equation systems (16) are solved exactly, the method is locally sec-
ond order convergent. Since an exact Jacobian is rarely available and the scheme is
computationally expensive, other variants approximate terms in (16) and solve the
linear systems only approximately. Here, the linear equation systems are solved by an
iterative scheme. These schemes are called inexact Newton methods and have been
analyzed in [8], where the inner solver is terminated if the relative residual of the
linear system is below a certain threshold. This type of scheme can be written as:

∣∣∣∣

∣∣∣∣
∂F(u)

∂u
|u(k)�u + F(u(k))

∣∣∣∣

∣∣∣∣ ≤ ηk ‖F(u(k))‖ (18)

u(k+1) = u(k) + �u, k = 0, 1, . . . .

The ηk ∈ R are called forcing terms. In [9], the choice for this sequence is dis-
cussed and it is proved that this scheme converges locally quadratic, if the forcing
terms go to zero fast enough in a certain sense. However, it is not necessary to solve
the first few linear systems very accurately. This is in line with the intuition that while
we are far away from the solution, we do not need the optimal search direction for
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Newton’s method, just a reasonable one to get us in the generally right direction. A
way of achieving this is the following:

ηA
k = γ

‖F(u(k))‖2
‖F(u(k−1))‖2

with a parameter γ ∈ (0, 1]. We set η0 = ηmax for some ηmax < 1 and for k > 0:

ηB
k = min(ηmax, η

A
k ).

Furthermore, Eisenstat and Walker [9] suggest safeguards to avoid volatile
decreases in ηk . To this end, γ η2k−1 > 0.1 is used as a condition to determine if ηk−1
is rather large and thus the definition of ηk is refined to

ηC
k =

⎧
⎨

⎩

ηmax, n = 0,
min(ηmax, η

A
k ), n > 0, γ η2k−1 ≤ 0.1

min(ηmax,max(ηA
k , γ η2k−1)) n > 0, γ η2k−1 > 0.1

Finally, to avoid over solving in the final stages, Eisenstat and Walker suggest

ηk = min(ηmax,max(ηC
k , 0.5τ/‖F(u(k))‖)), (19)

where τ is the tolerance at which the Newton iteration would terminate, see Eq. 17.

3.2 Jacobian-free GMRES

To solve the linear systems arising in the Newton scheme, and also the linear system
present in the Rosenbrock scheme, we use GMRES(m), meaning restarted GMRES.
There, the system matrix appears only in matrix vector products. Thus it is possible
to formulate a Jacobian free version of Newton’s method [18]. To this end, the matrix
vector products Ax are replaced by a difference quotient via

Ax = ∂F(u)

∂u
x ≈ F(u + εx) − F(u)

ε
. (20)

A second order difference scheme could also be applied, but this comes at the
expense of an extra function evaluation compared to Eq. 20.

If the parameter ε is chosen very small, the approximation becomes better, how-
ever, cancellation errors become a major problem. A simple choice for the parameter
that avoids cancellation but still is moderately small is given by [25] as

ε =
√

eps

‖x‖2 ,

where eps is the machine accuracy.
As initial guess, we use the zero vector. The method terminates based on a relative

criterion, namely ∣∣∣
∣∣∣Axk − b

∣∣∣
∣∣∣
2

≤ ηk ||b||2 ,

where b is the right hand side vector of the linear system. In the Newton case, the
ηk are the forcing terms as just described, whereas in the Rosenbrock case, no the-
ory is available that tells how to best choose the tolerance. We will discuss this in
Section 5.1.1.
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3.3 Preconditioning strategy

Two different preconditioning strategies are employed. For the first strategy, ILU(0)
is employed as a preconditioner, and is refactored periodically after 30 time steps.
Thereby, the factorization is based on the Jacobian corresponding to the first order
discretization.

The second preconditioning strategy consists of a measure to automatically deter-
mine whether it is preferred to compute a new preconditioner [35]. The precondi-
tioner update strategy is based on the principle that the accuracy of the preconditioner
influences the number of iterations of the Krylov subspace solver. A new precondi-
tioner is computed in case the total time spent on GMRES iterations is greater than
the computational time necessary for the evaluation of the preconditioner.

The preconditioner freeze strategy in [35] is modified in the sense that computa-
tional times for rejected time steps are ignored by the algorithm. Also, the number of
stages per time step differs per time integration scheme. Therefore, only the compu-
tational time needed for the first stage is used to determine whether it is necessary to
update the preconditioner.

3.4 Summary of methodology

We now summarize the numerical method to demonstrate the interplay between all
components, both the solver and the time integration method. Given an error toler-
ance T OL, a time tn and time step size �tn one time step of an s-stage SDIRK
method results in:

– For i = 1, . . . , s

– For k = 0, 1, . . . until termination criterion (17) with tolerance τ =
T OL/5 is satisfied or MAX NEWTON ITER has been reached

• Solve linear system (16) using GMRES up to tolerance given
by Eq. 19

– If MAX NEWTON ITER has been reached, but Eq. 17 is not satisfied,
repeat time step with �tn = �tn/4.

– If the norm of any right hand side encountered is NaN, repeat time step
with �tn = �tn/4.

– Estimate local error using Eq. 7 and compute new time step size�tn+1 with Eq. 8
– tn+1 = tn + �tn

For an ESDIRK method, the first stage becomes explicit, whereas for a ROW
method, the nonlinear solve is replaced by a linear solve only. When repeating a time
step, the division by four is heuristic. In our experiments a division by two often
resulted in a situation where once this problem was encountered, every third time
step was rejected for this reason. When dividing by four however, time integration
continues smoothly. Thus, there is a feedback loop between the nonlinear iterations
and the time step size, which in a way creates an upper bound on the time step. If a
minimum time step is reached, the computation is aborted with an error message.
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4 A nonlinear convection-diffusion equation

As a first test case, we consider a generalized nonlinear convection diffusion equation
for two purposes: (1) investigate the effect of non-linearity on the accuracy of Rosen-
brock schemes versus ESDIRK schemes, and (2) investigate the effect of a large
condition number on the efficiency of the preconditioner. As the Rosenbrock schemes
are linearly implicit, it is expected that their accuracy is less compared to ESDIRK
schemes when solving a nonlinear problem. Also, by refining the time step the con-
dition number of the linear system decreases which leads to better convergence of
the linear solver. Which of these effects weighs the most and whether increased com-
putational efficiency can be observed for Rosenbrock schemes is investigated for an
academic problem.

4.1 Model problem

The governing equation for this problem is given by

ut = βukc · ∇u + ∇ · (ukd ∇u), x ∈  := (0, 1) × (0, 1) (21)

with Dirichlet boundary conditions u = 1 on the outer boundary ∂ and initial
condition u(x, y, 0) = u0(x, y).

Here,

β = β̃

(
sin γ

cos γ

)

with β̃ = 200 the magnitude and γ = 0.35π the angle of the direction of forced
convection. Finally, the coefficients kc, kd ∈ N determine the degree of non-linearity.
With kc = kd = 0, we obtain the linear convection diffusion equation, with
kc = 1, kd = 0 the nonlinear convection diffusion equation often used as a model
for the Navier-Stokes equations. For larger values, the strength of the non-linearity
increases. As initial data we use the function that is one everywhere, except on the
square [0.2, 0.3] × [0.2, 0.3], where the initial value is 1+�u, with the initial jump
�u = 0.1 for the baseline case, see Fig. 1.

Fig. 1 Initial solution (left) and reference solution for kc = 1, kd = 0 at t = 0.002, obtained with
ESDIRK5 and �t = 0.002/28 (right), both on a 80 × 80 grid with stretching ratio SR = 1.1
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We discretize this problem using finite differences, where we use first order
upwind for the convective part and second order central differences for the diffusive
part. The computational domain is discretized by N ×N points with a stretching ratio
SR to define the amount of stretching in the mesh. In the following test cases the
stretching is equal in both x and y direction and clusters the nodes towards the cen-
ter of the domain (see Fig. 1 for mesh generated with the baseline SR = 1.1). The
stretching in the mesh is an easy way to increase the condition number of the system
matrix for the investigation into preconditioner effectiveness.

The error at the end of the simulation is computed with respect to a temporally
exact solution which is obtained with a fifth order ESDIRK scheme and a time step
of �t = 0.002/256. The L2-norm of the error is normalized by the L2-norm of
the difference between the temporally exact solution and the steady state solution
(uniform field u = 1); for an L-stable time integration scheme the expected solution
for �t → ∞ is the steady state solution, which is considered an error of 100 %.

4.2 Effect of non-linearity on accuracy

As a first investigation, the effect of non-linearity in the model problem on the (reduc-
tion of) accuracy of Rosenbrock schemes versus ESDIRK schemes is considered.
To this end the error of the solution with respect to a temporally exact solution is
compared for a range of time steps �t = 0.002/2m, m = 1 . . . 8. The linear and non-
linear systems are solved up to the strict convergence tolerance 10−10 as we do not
consider computational efficiency for this investigation. The non-linearity is varied
from none (linear), baseline kc = 1, kd = 0, stronger nonlinear convection kc = 3
to stronger non-linearities due to a larger variation in the solution u by prescribing a
larger initial jump �u = 0.5. It was chosen not to vary the non-linearity of the dif-
fusion term as the ratio of 200 between convection and diffusion coefficients β̃ puts
more emphasis on convection than diffusion.

The results for the different fixed time step sizes are shown in Fig. 2. In the lin-
ear case the chosen Rosenbrock and ESDIRK methods result in the same accuracy,
therefore any observed differences in accuracy for the nonlinear cases is caused by
the difference in dealing with non-linearities by either Rosenbrock or ESDIRK. For
the baseline case, as shown in Fig. 2b, the non-linearity is not that strong and resem-
bles the non-linearity observed in the convection term of the Navier-Stokes equations.
The linearization of stages by the Rosenbrock schemes shows a small increase of the
error, with the largest increase of about a factor 3 for the fourth order schemes. This
means that the linearization error of Rosenbrock compared to ESDIRK methods for
Navier-Stokes should be small and the schemes can be expected to be competitive.

Increasing the nonlinear convection component to kc = 3 in Fig. 2c reduces the
accuracy of Rosenbrock schemes compared to ESDIRK schemes even further, espe-
cially for the third order schemes. Increasing the non-linearity by increasing the �u

jump in the initial condition, Fig. 2d, shows about the same effect as increasing the
nonlinear convection component. Additionally, for the larger time steps instability
was observed for the Rosenbrock schemes. This indicates that, although all methods
possess L-stability, the nonlinear stability properties of the Rosenbrock schemes are
reduced compared to their ESDIRK counterparts.
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Fig. 2 Accuracy of Rosenbrock and ESDIRK schemes with varying non-linearity

4.3 Effect of mesh stretching on efficiency

In this section we wish to investigate the benefit of the constant stage matrix of the
Rosenbrock schemes compared to the ESDIRK schemes when iteratively solving the
system using preconditioned GMRES. It is expected that when the system becomes
less well conditioned, the effectiveness of the preconditioner starts to play a more
prominent role. Since stiffness can be introduced to the system by high aspect ratio
cells, often encountered in boundary layers, the mesh stretching is adjusted from
SR = 1.0 (uniform mesh) to SR = 1.3 (mesh with highly stretched cells).

An indication of the mesh properties and resulting condition numbers for the stage
matrix [I−γ�tJ ] and preconditioned (ILU(0)) stage matrix are presented in Table 2.
The condition numbers are determined for the baseline model kc = 1, kd = 0, on
an 80 × 80 grid for the initial solution, the diagonal coefficient for the third order
schemes γ ≈ 0.436, and a time step of �t = 0.001. Note that for this test case the
exact Jacobian is used for both ESDIRK and Rosenbrock. Simulations are run with
the iterative solution strategies aligned with the settings used for the more compli-
cated problems: i.e. the ESDIRK schemes use the Eisenstat-Walker update strategy
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Table 2 Grid properties
(stretching ratio SR and
maximum aspect ratio AR) and
stage matrix properties
(condition number and
preconditioned condition
number)

SR max. AR cond. prec. cond.

number number

1.0 1 47 4.7

1.1 41 11670 216

1.2 1225 11.6·106 1827

1.3 27784 6.55·109 7150

with a tolerance 10−10 and GMRES tolerance selection. For the Rosenbrock schemes
the tolerance for GMRES is set to 10−10. For this test case we do not use adaptive
time stepping as the time scales over the simulation time are not varying much.

For the ESDIRK schemes, two update strategies for the preconditioner have been
considered: (a) one update at the start of a new time step, (b) an update for every stage
and Newton update. Although the second option results in less GMRES iterations,
the amount of CPU time required was increased significantly compared to the first
option. We therefore estimate the amount of work as the total number of GMRES
iterations required for the simulation using update strategy (a) for ESDIRK.

Fixed time step simulations were run as before for a range of time steps �t =
0.002/2m, m = 1 . . . 8. From work-precision plots the speedup between the work
required for Rosenbrock compared to ESDIRK was determined as the ratio between
the required number of GMRES iterations for ESDIRK and Rosenbrock. The results
of this investigation is shown in Fig. 3. The results show that the Rosenbrock schemes
particularly have a benefit at lower precision (larger time steps) and higher stretching
ratios. Both can be related to the conditioning of the stage matrix as both increase
the condition number. The results support the idea that the preconditioner is more
effective when the stage matrix does not change within the time step. For the highest
stretching ratio the speedup of Rosenbrock can be as large as a factor of three for the
largest times steps (lowest accuracies). For higher accuracies the speedup gradually
reduces. For the better conditioned systems (with uniform mesh and stretching ratio

Fig. 3 Computational speedup in terms of GMRES iterations of Rosenbrock over ESDIRK schemes
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of 1.1), the ESDIRK schemes become more efficient for errors below 10−4. From
these results it is concluded that the Rosenbrock schemes are expected to perform
well in terms of efficiency in the presence of substantial stiffness. For large time
steps, Rosenbrock schemes perform well in terms of efficiency but may suffer from
instability, as shown in the previous section.

5 Numerical results for the Navier-Stokes equations

The Navier-Stokes equations are a second order system of conservation laws (mass,
momentum, energy) modelling viscous compressible flow. Written in conservative
variables density ρ, momentum m = (m1, . . . , md)T and total energy per unit
volume ρE:

∂tρ + ∇ · m = 0,

∂tmi +
d∑

j=1

∂xj
(mivj + pδij ) = 1

Re

d∑

j=1

∂xj
Sij , i = 1, . . . , d

∂t (ρE) + ∇ · (Hm) = 1

Re

d∑

j=1

∂xj

(
d∑

i=1

Sij vi − 1

Pr
Wj

)
.

Here, d stands for the number of dimensions, H for the total enthalpy, S represents
the viscous shear stress tensor and W the heat flux. As the equations are dimension-
less, the Reynolds number Re and the Prandtl number Pr appear. The equations are
closed by the equation of state for the pressure p = (γ − 1) ρ e introducing the inter-
nal energy per unit mass e, and the ratio of specific heats γ = 1.4. We assume an
ideal gas.

5.1 Two dimensional flow around a cylinder

The first test case is a two dimensional flow around a circular cylinder [7]. The cylin-
der is held fixed in a uniform inflow, resulting in a vortex-street behind it. When
the initial transient has disappeared, an unsteady periodic flow is present. This test
case has been used in [2] and [43] to study the order of the ESDIRK schemes in
comparison with BDF2.

The cylinder with diameter D is located in a fixed position in a uniform flow field
with Mach number M∞ = 0.3 and Reynolds number Re∞ = 1, 000, simulating a
laminar flow. The radius of the cylinder is used as the characteristic length to deter-
mine the Reynolds number. The flow solver used for this test case is the commercial
flow solver Hexstream, which is developed by NUMECA Int. A cell centered finite
volume scheme is applied, with a second order central discretization with Jameson
type scalar artificial dissipation [13] for the convective terms. The diffusive terms are
discretized using second order central schemes. The same flow solver is also used for
the three dimensional test case discussed in Section 5.3.

The computational domain consists of 2.5D upstream of the centre of the cylinder,
4.5D above and below the cylinder centre, and 16.5D downstream of the centre of the
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Fig. 4 Computational mesh used for the uniform flow around a circular cylinder case

cylinder. The mesh is refined in twelve steps to obtain a highly refined region close
to the cylinder and in the wake downstream, resulting in an unstructured mesh with
10 608 cells. Close to the cylinder five extra layers of body conformal cells are gener-
ated resulting in an accurate representation of the boundary layer. The smallest cells
which are located in the boundary layer, are of size 6.6·10−5 D. The maximum aspect
ratio of the cells in the mesh is 6.3, and the minimum aspect ratio is 1.0. Refinement
in the wake is performed, since the vortex street needs to be resolved accurately to
obtain a good accuracy for the simulations. The generated mesh is shown in Fig. 4.

The second preconditioning strategy is employed with the ILU preconditioner.
Thus, the preconditioner is kept frozen until the total computational time spent
on Krylov subspace iterations with the current frozen preconditioner is less than
the computational time needed for an evaluation of the preconditioner. The maxi-
mum number of Newton iterations is 40, and the maximal dimension of the Krylov
subspace is 50. The resulting linear systems to be solved are of dimension 42 432.

5.1.1 Choice of GMRES tolerance for Rosenbrock time integration

Figures 5 and 6 show the results for varying the tolerance for the adaptive time step
controller, as well as the tolerance in the linear solver for ROS34PW2 and RODASP.
Thereby, we solve the linear systems up to the same tolerance or tolerance that are a
factor of 10 or 100 more accurate. The reference solution is obtained with ESDIRK5
using a fixed time step �t = 3.125 · 10−5.

When choosing the same tolerance for both time integration and linear solver, the
overall error is significantly larger than for stricter tolerances in the linear solver
and the efficiency is lower as well. This is because a large number of time steps is
rejected. For RODASP, when comparing the variant with a factor of ten and 100, we
see that the error of the computation does change, and the efficiency is about the
same, for some cases a factor of two lower. We thus suggest to use the factor 10−2 in
order to have a good compromise between robustness and computational efficiency.
For ROS34PW2, we suggest to use the factor 10−1 using a similar rationale.

5.1.2 Effect of tolerance calibration on numerical accuracy

When the time step is selected with the adaptive time step controller, a large differ-
ence in accuracy for the same adaptive tolerance is observed between the applied
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Fig. 5 Two-dimensional cylinder benchmark: effect of GMRES tolerance on numerical accuracy for
Rosenbrock time integration schemes. Tolerance for the adaptive time step controller costs versus relative
error is shown, i.e. the error is scaled by the L2 norm of the reference solution

time integration schemes as shown in Fig. 7. The difference in accuracy is more than
one order of magnitude between ESDIRK3 and RODASP4.

Relative large computational times are observed for the most inaccurate computa-
tions of ESDIRK3 and ESDIRK4. This is caused by the fact that many time steps are
being rejected, which leads to an increase in computational time. The tolerance for
the iterative solvers is not sufficient in order to meet the required tolerance for the
adaptive time stepping controller.

To reduce the large difference in accuracy between the different time integration
schemes, the tolerance calibration procedure (14) is now used. The coefficients used
are shown in Table 3, and are determined by computing a linear fit through the data
points of Fig. 7. Thus, the difference in accuracy for a given tolerance between the
time integration schemes is essentially eliminated, as shown in Fig. 8. Furthermore,
for coarse tolerances only the SDIRK2 scheme outperforms the other methods. For
tighter tolerances, third order methods are better, which are in turn worse than fourth
order methods. Finally, RODASP performs slightly better compared to ESDIRK4.

Fig. 6 Two-dimensional cylinder benchmark: effect of GMRES tolerance on numerical accuracy for
Rosenbrock time integration schemes. Computational costs versus relative error is shown
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Fig. 7 Adaptive time stepping: accuracy and computational efficiency for different time integration
schemes for the two dimensional flow around a cylinder test case

5.2 Two dimensional flow in cooling of flanged shaft

Another two dimensional case is considered, where we use a problem stemming from
gas quenching [45]. In practice, high pressured air would be blown from two tubes at
a flanged shaft in a cooling process. Here, we instead choose a low Mach number of
0.01 at the outlets of the tubes, to examine the effect of a different source of stiffness.
The Reynolds number is 10,000. The grid is unstructured and has 142,052 triangular
cells. It is illustrated in Fig. 9. Regarding initial conditions, the initial velocity is zero,
the density 1.2 and the temperature of the gas is 300 K. We employ the code TEMPO,
developed at the University of Kassel. In particular, a cell centered finite volume
scheme with linear reconstruction and the Barth Jesperson limiter is employed [22].
As a flux function, we use L2Roe, a recently designed low Mach low dissipation
variant of the Roe flux [23]. The maximal number of Newton iterations is 30, the
maximal dimension of the Krylov subspace is 40 and ILU preconditioning is used,
with the ILU decomposition being updated every 25 time steps. The resulting linear
systems are of dimension 568 208. As initial time step size, we choose �t = 3.27e−
8, which corresponds to a CFL number of 10. The computation runs until 2 · 1e − 4
seconds of real time, which is after the flow of air has been deflected at the shaft. To
compute errors, a reference solution was obtained using RODASP with a tolerance
of 10E-6. This solution is depicted in Fig. 10.

Table 3 Calibration
coefficients determined with the
two dimensional flow around a
cylinder test case

Time integration scheme ξ κ

SDIRK2 1.06 286.73

ESDIRK3 0.83 56.28

ESDIRK4 0.85 120.24

ROS34PW2 0.97 148.81

RODASP 0.95 952.69
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Fig. 8 Adaptive time stepping with tolerance calibration: accuracy and computational efficiency for
different time integration schemes for the two dimensional flow around a cylinder test case

Furthermore, tolerance scaling is employed. Hereby, tolerance is scaled (κ) by
1/100 for RODASP, 1/1000 for ROS34PW2 and SDIRK2 and 1/10000 for ESDIRK3
and ESDIRK4, in all cases ξ = 1. The results of the simulations with calibration are
shown in Fig. 11.

In this case, only the Rosenbrock schemes were able to provide a solution for
all tolerances. With three exceptions at large tolerances, the ESDIRK schemes and
SDIRK2 ended up at around t = 1.7 ·1e−4s in a situation where a right hand side is
evaluated with NaN, causing the time step to be repeated with reduced time step size.
However, this was repeated again and again, resulting in a stall of the computations
with the time step converging to zero. The cause of this is not entirely clear and a
reduction of the initial time step did not solve this problem.

Comparing ROS34PW2 and RODASP, we can see that ROS34PW2 performs
better for most tolerances, but loses out for smaller tolerances due to the lower order.

Fig. 9 Grid around flanged shaft. Left: Complete computational domain. Right: Zoom on region around
lower tube and shaft
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Fig. 10 Pressure contours after 2 · 10−4 seconds. Left: Zoom on region around tubes. Right: Zoom on
region around tube exits

5.3 Three dimensional flow around a square cylinder

Finally, we consider a three dimensional test case, namely the flow around a square
cylinder as introduced in [21]. The Mach number is 0.3, and the square cylinder is
rotated 45◦. The Reynolds number for this test case is 300. A laminar flow is again
simulated with the Hexstream compressible flow solver. The object is held fixed in
a uniform flow field, resulting in a vortex-street behind the square cylinder. When
the initial transient has disappeared after approximately 100 seconds, an unsteady
periodic flow is present. We then compute 20 s of real time.

The computational domain consists of 20.5L upstream of the centre of the square
cylinder, 11L above and below the centre, and 60.5L downstream of the centre of the
square cylinder. Close to the square cylinder twenty extra layers of body conformal

Fig. 11 Adaptive time stepping: accuracy and computational efficiency for different time integration
schemes for the cooling of a flanged shaft test case
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Fig. 12 Grid around a three dimensional square cylinder

cells are generated, resulting in cells with a maximum aspect ratio of 365. In the third
dimension, the computational domain has length 5L. The unstructured hexahedral
mesh has 166 160 cells and 180 869 vertices, as shown in Fig. 12.

A series of computations is performed with the adaptive time stepping algorithm,
and with the tolerance calibration applied reusing the coefficients shown in Table 3.
Again, the second preconditioner update strategy with the ILU(1) preconditioner is
employed to automatically update the preconditioner. The maximum number of New-
ton iterations is 40, and the maximal dimension of the Krylov subspace is 50. The
resulting linear systems to be solved are of dimension 830 800. The reference solu-
tion is obtained with ESDIRK5 using a fixed time step �t = 0.0625 s. The error of
a simulation is computed by taking the L2 norm of the difference with the reference
solution scaled by the L2 norm of the reference solution.

As shown in Fig. 13 on the left, due to the tolerance calibration, the accuracies
of the different time integration schemes are close to each other for equal adaptive
tolerances. The figure on the right of Fig. 13 shows that the fourth order time inte-
gration schemes clearly outperform the third order schemes and SDIRK2 in terms of
computational efficiency. ESDIRK4 outperforms RODASP slightly.

Fig. 13 Adaptive time stepping with tolerance calibration: accuracy and computational efficiency for
different time integration schemes for the three dimensional flow around a square cylinder test case
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6 Summary and conclusions

We considered finite volume discretizations of the time dependent compress-
ible Navier-Stokes equations. Thereby, we compared time adaptive implicit and
linearly implicit time integration schemes and judged them on computational effi-
ciency. Specifically, we compared RODASP, ROS34PW2, ESDIRK3, ESDIRK4
and SDIRK2. The efficiency of these schemes is highly dependent on how the
nonlinear and linear systems are solved and how the tolerances for the respective
iterative solvers are chosen. Therefore, we used state of the art ILU preconditioned
inexact Jacobian-free Newton-GMRES for the fully implicit methods and ILU pre-
conditioned Jacobian-free GMRES for the Rosenbrock methods. For the ESDIRK
methods, Eisenstat and Walker [9] give suggestions how to automatically set the tol-
erance for the linear solver resulting in a robust and efficient scheme. For the inexact
Newton solver, we suggest to use TOL/5, which avoids oversolving, while giving
sufficiently small iteration errors compared to time integration errors. Regarding the
Rosenbrock methods, current theory does not provide us with a suggestion on how to
choose the tolerance there. Based on experiments, our suggestion is to use TOL/100,
resulting in in stable schemes and avoiding oversolving.

Nonlinear convection-diffusion simulations show that the loss in accuracy from
the linearization for the Rosenbrock schemes is compensated by a more effective
preconditioner for the constant stage matrix in particular for stiff problems and large
tolerances.

For a proper use of the adaptive time stepping strategy in real applications, a cal-
ibration is employed. We then compared the different schemes for 2D and 3D test
cases for different codes. Thereby, it shows that the finer the tolerance, the more
higher order in the time integration method pays off. Thus, SDIRK2 is only inter-
esting for very coarse tolerances. Otherwise, it is ESDIRK4 and RODASP that are
the best schemes with the difference in efficiency between being small. However,
RODASP is more robust with ESDIRK4 failing to complete some simulations. Since
RODASP is also easier to implement, we recommend the use of this in an unsteady
compressible CFD solver.

This statement might change depending on improvements of solvers and may
depend on the test case considered. For ESDIRK, this can be an interpolation of stage
solutions to get better initial guesses. We experimented with extrapolation methods,
but have not found a scheme so far that is consistently better. In particular in the
Rosenbrock case, basis vectors of GMRES might be reused in subsequent stages,
since the matrix is constant and only the right hand sides differ. Again, we did not
find a scheme that is consistently better yet.
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Appendix: Coefficients for time integration schemes

Table 4 Set of coefficients for
SDIRK2, where α = 1 − √

2/2
and α̂ = 2 − 5

4

√
2

αii = α

α21 = 1 − α

b1 = 1 − α b̂1 = 1 − α̂

b2 = α b̂2 = α̂

Table 5 Set of coefficients for
ESDIRK3 αii = 1767732205903

4055673282236

α21 = 1767732205903

4055673282236
α31 = 2746238789719

10658868560708

α32 = − 640167445237

6845629431997
α41 = 1471266399579

7840856788654

α42 = −4482444167858

7529755066697
α43 = 11266239266428

11593286722821

b1 = 1471266399579

7840856788654
b̂1 = 2756255671327

12835298489170

b2 = −4482444167858

7529755066697
b̂2 = −10771552573575

22201958757719

b3 = 11266239266428

11593286722821
b̂3 = 9247589265047

10645013368117

b4 = 1767732205903

4055673282236
b̂4 = 2193209047091

5459859503100

Table 6 Set of coefficients for
ESDIRK4 αii = 1

4
α21 = 1

4
α31 = 8611

62500

α32 = − 1743

31250
α41 = 5012029

34652500

α42 = − 654441

2922500
α43 = 174375

388108

α51 = 15267082809

155376265600
α52 = − 71443401

120774400

α53 = 730878875

902184768
α54 = 2285395

8070912

α61 = 82889

524892
α62 = 0

α63 = 15625

83664
α64 = 69875

102672

α65 = −2260

8211

b1 = 82889

524892
b̂1 = 4586570599

29645900160
b2 = 0 b̂2 = 0

b3 = 15625

83664
b̂3 = 178811875

945068544

b4 = 69875

102672
b̂4 = 814220225

1159782912

b5 = −2260

8211
b̂5 = − 3700637

11593932

b6 = 1

4
b̂6 = 61727

225920
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Table 7 Set of coefficients for ROS34PW2

γ = 4.3586652150845900 · 10−1

α21 = 8.7173304301691801 · 10−1 γ21 = −8.7173304301691801 · 10−1

α31 = 8.4457060015369423 · 10−1 γ31 = −9.0338057013044082 · 10−1

α32 = −1.1299064236484185 · 10−1 γ32 = 5.4180672388095326 · 10−2

α41 = 0.0000000000000000 · 10+0 γ41 = 2.4212380706095346 · 10−1

α42 = 0.0000000000000000 · 10+0 γ42 = −1.2232505839045147 · 10+0

α43 = 1.0000000000000000 · 10+0 γ43 = 5.4526025533510214 · 10−1

b1 = 2.4212380706095346 · 10−1 b̂1 = 3.7810903145819369 · 10−1

b2 = −1.2232505839045147 · 10+0 b̂2 = −9.6042292212423178 · 10−2

b3 = 1.5452602553351020 · 10+0 b̂3 = 5.0000000000000000 · 10−1

b4 = 4.3586652150845900 · 10−1 b̂4 = 2.1793326075422950 · 10−1

Table 8 Set of coefficients for
RODASP γ = 2.5000000000 · 10−1

α21 = 7.5000000000 · 10−1 γ21 = −7.5000000000 · 10−1

α31 = 8.6120400814 · 10−2 γ31 = −1.3551200000 · 10−1

α32 = 1.2387959919 · 10−1 γ32 = −1.3799200000 · 10−1

α41 = 7.7403453551 · 10−1 γ41 = −1.2560800000 · 10+0

α42 = 1.4926515495 · 10−1 γ42 = −2.5014500000 · 10−1

α43 = −2.9419969046 · 10−1 γ43 = 1.2209300000 · 10+0

α51 = 5.3087466826 · 10+0 γ51 = −7.0731800000 · 10+0

α52 = 1.3308921400 · 10+0 γ52 = −1.8056500000 · 10+0

α53 = −5.3741378117 · 10+0 γ53 = 7.7438300000 · 10+0

α54 = −2.6550101103 · 10−1 γ54 = 8.8500300000 · 10−1

α61 = −1.7644376488 · 10+0 γ61 = 1.6840700000 · 10+0

α62 = −4.7475655721 · 10−1 γ62 = 4.1826600000 · 10−1

α63 = 2.3696918469 · 10+0 γ63 = −1.8814100000 · 10+0

α64 = 6.1950235906 · 10−1 γ64 = −1.1378600000 · 10−1

α65 = 2.5000000000 · 10−1 γ65 = −3.5714300000 · 10−1

b1 = −8.0368370789 · 10−2 b̂1 = −1.7644376488 · 10+0

b2 = −5.6490613592 · 10−2 b̂2 = −4.7475655721 · 10−1

b3 = 4.8828563004 · 10−1 b̂3 = 2.3696918469 · 10+0

b4 = 5.0571621148 · 10−1 b̂4 = 6.1950235906 · 10−1

b5 = −1.0714285714 · 10−1 b̂5 = 2.5000000000 · 10−1

b6 = 2.5000000000 · 10−1 b̂5 = 0.0000000000 · 10+0
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38. Söderlind, G., Wang, L.: Adaptive time-stepping and computational stability. J. Comp. Appl. Math.

185, 225–243 (2006). doi:10.1016/j.cam.2005.03.008
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