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Neka budućnost kaže istinu i procijeni svakoga u skladu s njegovim radom i
zaslugama. Sadašnjost je njihova; a budućnost, za koju sam zaista radio, je moja.

Let the future tell the truth and evaluate each one according to his work and
accomplishments. The present is theirs; the future, for which I really worked, is mine.

- Nikola Tesla, Electrical Engineer, Innovator, Futurist
(10/07/1856 - 07/01/1943)
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SUMMARY

Climate change is one of the most dangerous and simultaneously most complex threats
humanity has ever faced. The key response to this threat has been an unprecedented
strategic shift in the energy sector, known as the energy transition. Electricity powers
the modern world and is at the very centre of the energy transition. The shift to sus-
tainable electricity production, transmission, distribution, and consumption is there-
fore vital. However, such a change brings significant technical challenges that should be
addressed. The objective of this research is to uncover and investigate some of the key
challenges in this regard and propose solutions for their mitigation.

This thesis largely focuses on two technical aspects and related challenges: power sys-
tem vulnerability and stability. The emphasis lies on modern power systems, where con-
ventional synchronous generation is increasingly replaced by inverter-based resources
(IBRs). The first research objective is to improve the understanding of both system vul-
nerability and stability, particularly in the context of voltage stability and system strength
and their intricate relationship. Relying on this improved understanding, the second ob-
jective is to develop advanced and novel evaluation methods and algorithms.

The main contributions of the thesis can be grouped into three themes.
Firstly, the comprehensive fundamental analysis of both theoretical and numerical na-

ture uncovers the increasing importance of voltage stability and system strength as the
main grid vulnerability aspects. While conventional power systems have a dominant
electromechanical dimension, with frequency being the key parameter of interest, mod-
ern power systems increasingly rely on IBRs. These resources largely operate in the elec-
tromagnetic domain and often require stable voltages and sufficient system strength.
This results in a natural degradation of power system stability, where generation typi-
cally no longer provides, but rather requires, system resilience. The implications of this
are hereby extensively explored and discussed, proposing a necessary paradigm shift in
the way we understand and analyze power system stability and resilience.

Secondly, the thesis critically investigates some of the existing stability and strength
evaluation methods from various quantitative and qualitative perspectives. The results
indicate that the often-applied methods lose relevance in modern power systems. This
occurs as their underlying mathematical equations are typically designed for conven-
tional synchronous-based systems and their physical behaviour, which no longer dic-
tates the dynamics of modern grids. Furthermore, improved definitions and classifi-
cations of system stability and strength are proposed. These findings indicate that novel
and fundamentally different evaluation methods for voltage stability and system strength
need to be developed to accurately analyze evolving power system dynamics.

The third main contribution of the thesis is precisely in this direction. In terms of
steady-state voltage stability limits and system strength, a new method termed Effective
System Strength (ESS) is developed. The method analytically bridges the two concepts
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together, showing high accuracy for system strength evaluation and static voltage sta-
bility margins in modern power systems. Furthermore, a novel quantitative method for
short-term instability analysis is developed, with Cumulative Voltage Deviation (CVD) as
the key dynamic performance parameter of interest. Unlike most methods which result
in a binary stability evaluation, this method quantifies the disturbance by its severity,
which can be used for probabilistic and risk-based stability and dynamic security anal-
ysis. This is particularly important for modern power systems where the uncertainty of
dynamic response is rising. In parallel to the quantification, a data-based classification
method is proposed to distinguish between various instability mechanisms of interest.
Lastly, the quantification approach is expanded further to Voltage Vulnerability Curves
(VVC), a data-driven method for uncovering not only steady-state system strength as-
pects but also dynamic vulnerability in the light of faster and more intricate IBR and
demand dynamic responses.

The developed methods form a basis for advanced voltage stability and system strength
evaluation of modern power systems. Such an evaluation can play an important role in
the overall stability and dynamic security assessment performed by power system op-
erators, with the goal of cutting through the complexity of numerous possible contin-
gencies and operating scenarios. The evaluation automatically identifies the most vul-
nerable weak grid sections and dangerous operating scenarios that may lead to cascad-
ing faults and possible instability. Consequently, once such grid sections and scenarios
are observed, more detailed simulations and analyses can be performed by power sys-
tem stability experts in a much more time-efficient and targeted manner. Subsequently,
proactive mitigation measures can be taken to avoid the risk of instability and blackouts.

The thesis concludes with a summary of the main scientific findings. Additionally,
several practical recommendations for the analysis and operation of modern power sys-
tems are provided. As more technical challenges remain that are out of the scope of this
research, further research directions are proposed.



SAMENVATTING

Klimaatverandering is een van de gevaarlijkste en tegelijkertijd meest complexe bedrei-
gingen waar de mensheid ooit mee te maken heeft gehad. De belangrijkste reactie op
deze bedreiging is een ongekende strategische verschuiving in de energiesector, bekend
als de energietransitie. Elektriciteit voorziet de moderne wereld van energie en staat
centraal in de energietransitie. De verschuiving naar duurzame productie, transmissie,
distributie en consumptie van elektriciteit is daarom van vitaal belang. Dergelijke ver-
andering brengt echter aanzienlijke technische uitdagingen met zich mee die moeten
worden aangepakt. Het doel van dit onderzoek is om enkele van de belangrijkste uitda-
gingen in dit opzicht bloot te leggen, te onderzoeken, en oplossingen voor te stellen om
ze te beperken.

Dit proefschrift richt zich voornamelijk op twee technische aspecten en gerelateerde
uitdagingen: de kwetsbaarheid en de stabiliteit van het elektriciteitssysteem. De na-
druk ligt op moderne elektriciteitssystemen, waar conventionele synchrone opwekking
steeds vaker wordt vervangen door invertergebaseerde bronnen (IBRs). De eerste onder-
zoeksdoelstelling is het verbeteren van het begrip van zowel kwetsbaarheid als stabiliteit
van het systeem, met name in de context van spanningsstabiliteit, systeemsterkte en hun
gecompliceerde relatie. Op basis van dit verbeterde begrip is de tweede doelstelling het
ontwikkelen van nieuwe en geavanceerde evaluatiemethoden en algoritmen.

De belangrijkste bijdragen van dit proefschrift kunnen worden gegroepeerd in drie
thema’s.

Ten eerste onthult de uitgebreide fundamentele analyse, van zowel theoretische als
numerieke aard, het toenemende belang van spanningsstabiliteit en systeemsterkte als
de belangrijkste aspecten van netkwetsbaarheid. Terwijl conventionele elektriciteits-
systemen een dominante elektromechanische dimensie hebben, waarbij frequentie een
van de belangrijkste parameters is, vertrouwen moderne elektriciteitssystemen steeds
meer op IBRs. Deze energiebronnen werken grotendeels in het elektromagnetische do-
mein en vereisen vaak stabiele spanning en voldoende systeemsterkte. Dit resulteert
in een degradatie van de stabiliteit in het elektriciteitssysteem, waarbij de opwekking
niet langer de veerkracht naar het systeem levert, maar deze juist vereist. De implicaties
hiervan worden uitgebreid onderzocht en besproken, waarbij een noodzakelijke para-
digmaverschuiving wordt voorgesteld in de manier waarop we stabiliteit en veerkracht
van elektriciteitssystemen begrijpen en analyseren.

Ten tweede worden enkele van de bestaande stabiliteit en systeemsterkte evaluatie-
methoden kritisch onderzocht vanuit verschillende kwantitatieve en kwalitatieve per-
spectieven. De resultaten geven aan dat de vaak toegepaste methoden hun relevantie
verliezen in moderne energiesystemen. Dit komt doordat hun onderliggende wiskun-
dige vergelijkingen vaak ontworpen zijn voor conventionele synchrone systemen en hun
natuurkundige gedrag, dat niet langer de dynamiek van moderne systemen domineert.
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Verder worden verbeterde definities en classificaties van stabiliteit en systeemsterkte
voorgesteld. Deze inzichten geven aan dat er nieuwe en fundamenteel andere evalu-
atiemethoden voor spanningsstabiliteit en systeemsterkte moeten worden ontwikkeld
om de veranderende dynamica van elektriciteitssystemen nauwkeuriger te analyseren.

De derde belangrijke bijdrage van dit proefschrift zijn meerdere nieuwe evaluatie-
methoden. Met betrekking tot spanningsstabiliteitsgrenzen en systeemsterkte in stati-
onaire toestand wordt een nieuwe methode ontwikkeld die Effective System Strength
(ESS) wordt genoemd. De methode slaat een analytische brug tussen de twee concep-
ten en toont een hoge nauwkeurigheid voor de evaluatie van systeemsterkte en stati-
sche spanningsstabiliteitsmarges in moderne elektriciteitssystemen. Verder is er een
nieuwe kwantitatieve methode voor de analyse van kortetermijninstabiliteit ontwikkeld,
met Cumulative Voltage Deviation (CVD) als belangrijkste dynamische prestatieparame-
ter. In tegenstelling tot de meeste methoden die resulteren in een binaire stabiliteitsbe-
oordeling, kwantificeert deze methode de verstoring aan de hand van de ernst ervan,
wat kan worden gebruikt voor probabilistische en risicogebaseerde stabiliteit en dyna-
mische veiligheidsanalyse. Dit is vooral belangrijk voor moderne elektriciteitssystemen
waar de onzekerheid van de dynamische respons toeneemt. Parallel aan de kwantifi-
cering wordt een op datagedreven classificatiemethode voorgesteld om onderscheid te
maken tussen verschillende instabiliteitsmechanismen. Ten slotte wordt de kwantifice-
ringsaanpak verder uitgebreid tot Voltage Vulnerability Curves (VVC), een datagedreven
methode om niet alleen de systeemsterkte aspecten van het stationaire systeem bloot te
leggen, maar ook de dynamische kwetsbaarheid door snellere en meer ingewikkelde IBR
en vraagdynamische respons.

De ontwikkelde methoden vormen een basis voor geavanceerde evaluatie van de span-
ningsstabiliteit en systeemsterkte van moderne elektriciteitssystemen. Een dergelijke
evaluatie kan een belangrijke rol spelen in de algehele beoordeling van de stabiliteit en
dynamische veiligheid die door netbeheerders wordt uitgevoerd, met als doel de com-
plexiteit van talloze mogelijke onvoorziene gebeurtenissen en bedrijfsscenario’s te ver-
minderen. De evaluatie identificeert automatisch de meest kwetsbare netwerksecties en
gevaarlijke bedrijfsscenario’s die kunnen leiden tot opeenvolgende storingen en moge-
lijke instabiliteit. Zodra dergelijke netwerksecties en scenario’s zijn waargenomen, kun-
nen experts op het gebied van stabiliteit van het elektriciteitssysteem op een veel tijds-
efficiëntere en gerichtere manier gedetailleerdere simulaties en analyses uitvoeren. Ver-
volgens kunnen proactieve maatregelen worden genomen om het risico op instabiliteit
en blackouts te voorkomen.

Het proefschrift eindigt met een beschrijving van de belangrijkste wetenschappelijke
bevindingen van dit onderzoek. Daarnaast worden verschillende praktische aanbevelin-
gen gegeven voor het analyseren en de bedrijfsvoering van moderne elektriciteitssyste-
men. Aangezien er verdere technische uitdagingen zijn die niet binnen de omvang van
dit onderzoek vallen, worden mogelijke onderzoeksrichtingen voorgesteld.
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1
INTRODUCTION

The only constant in life is change.

- Heraclitus, Ancient Greek Philosopher, 5th century B.C.

1.1. EVOLUTION OF ELECTRIC POWER SYSTEMS

T He history of electric power systems dates back to the late 19th century.
What started as short-distance electrification of street lighting has evolved into

thousands of kilometres of meshed grids bringing electricity from power plants
to the end consumers seamlessly. This technological advance concurred with the
explosive growth in population size and welfare, as access to electricity broadened.

The century-long evolution of power systems had two primary goals: to provide
secure and affordable supply of electricity. In the ever-growing demand for electricity
in society, the economy dictated that abundant and cheap sources were to prevail
as dominant ones. Hydropower potential quickly reached its natural limits, while
nuclear power faces societal opposition due to its perceived risks. Therefore,
power systems turned to a seemingly unlimited energy source - fossil fuels. Power
plants with massive turbines and synchronous generators started forming the core
of modern power systems. This provided society with plentiful electricity, system
flexibility, and operational robustness. Powered by this cheap and vastly abundant
resource with no significant downsides (known at the time), power systems expanded
in size following the growing electricity demand. Cross-border interconnections also
emerged, leading to what is often referred to as the largest and most complex
machines ever built. The resulting systems can be described as conventional electric
power systems, defined in this thesis as follows and illustrated in Figure 1.1.

Conventional electric power system is a large network of electrical components
designed to provide high-reliability and low-cost electricity supply. Large, often
fossil-powered, synchronous generators centralized in power plants provide the supply
unidirectionally. The plants tend to be located near partly-electrified residential,
commercial, and industrial demand clusters. The static and dynamic characteristics
of this demand are relatively simple, well-understood, and predictable.

3
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Figure 1.1.: Simple illustration of a conventional power system and its parts.

Science did not take long to discover a significant problem in this trend. Burning
fossil fuels results in significant carbon dioxide (CO2) emissions into the atmosphere,
among other polluting gases and particles. As the levels of CO2 increased in the
atmosphere, the average temperature rose, initiating what we refer to today as
climate change. Many believe we only became aware of this in the last few decades.
Contrary to that belief, some scientists warned about the potential consequences
more than a century ago, as excerpted1 in Figure 1.2.

Figure 1.2.: Predictions of climate change due to the burning of coal (1912) [1].

The first traces of climate change awareness date back to even before 1912, to at

1In hindsight, "...a few centuries" turned out to be a severe understatement of our polluting capacity.
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5

least the 1896 article published by a Swedish scientist and one of the first Nobel
laureates in Chemistry, Svante Arrhenius [2].

If the quantity of carbonic acid increases in geometric progression, the augmentation
of the temperature will increase nearly in arithmetic progression.

- Svante Arrhenius, 1896

Even several decades before this article, scientists such as John Tyndall and Eunice
Newton Foote2 theoreticized and experimented with the impact of CO2 concentration
on the atmospheric temperature [4]. Their work followed up on the hypothesis of
the French scientist Joseph Fourier that something in the Earth’s atmosphere acts
like an insulating blanket [5].

An atmosphere of that gas [CO2] would give to our earth a high temperature; and if
as some suppose, at one period of its history the air had mixed with it a larger

proportion than at present, an increased temperature...must have necessarily resulted.

- Eunice Newton Foote, 1856

However, these predictions and observations remained dormant for several
decades, particularly in the midst of two world wars where potential climate change
concerns were easily overlooked. Nevertheless, in the 1950s, government funding
for scientific climate studies became less scarce, resulting in a clear confirmation
of what was predicted more than half a century earlier. Mankind was on a path
to cause global warming of unprecedented speed and magnitude, with potentially
disastrous consequences. Actions became necessary.

Figure 1.3.: Impact of the Industrial Revolution on the CO2 level rise based on the
NASA comparison of atmospheric samples in ice cores [6].

2Despite her remarkable insights, her work went unnoticed in climate science history until recently
[3]. Mid-19th century male-dominated science was unfortunately not always fair to female scientists.
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It took several decades, but the continuous growth of dominantly fossil-based
power systems has been disrupted. The third goal, besides security and affordability
of supply, became increasingly important – sustainability. The original dilemma
suddenly became a trilemma [7]. This fundamental change that will unprecedentedly
reshape power systems is illustrated in Figure 1.4.

Affordability

S
ec

u
ri
ty

S
ec

u
ri
ty

Figure 1.4.: Optimization goal evolution from the electricity supply perspective;
Conventional (left) and modern (right) power systems.

As the awareness of climate change grew worldwide3, the electricity sector
started to research and develop innovative and more sustainable ways for electricity
generation. Many technologies were developed, two of which were the main drivers
of the ongoing revolution – solar and wind energy.

This newly appreciated goal of sustainability did not only affect the electricity
supply. Other energy-intensive sectors such as heating, transportation, and industry,
also faced the need to rapidly introduce sustainability goals into their physical
and financial equations. The result is an unprecedented electrification of demand,
accelerating the need for renewable electricity supply further.

The conventional electric power systems have started a transformation that is still
ongoing toward what is referred to in this thesis as modern electric power systems.
Such systems are illustrated in Figure 1.5, and defined as follows.

Modern electric power system is a large network of electrical components
designed to provide a low-cost, reliable, and sustainable electricity supply in a
decentralized manner with bidirectional power flows. Generating units are dominantly
renewable inverter-based resources scattered across the grid, often far from residential,
commercial, and industrial demand clusters. The demand is highly electrified, with a
large number of motors and complex inverter-based loads. Green hydrogen, coupled
with the grid and renewable electricity supply, partly powers heavier industries.

3Despite remarkably strong fossil industry lobbying [8–10].
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Figure 1.5.: Illustration of a modern power system.

Global emission reduction plans and climate agreements such as the United
Nations Framework Convention on Climate Change [11], The Kyoto Protocol [12],
and The Paris Agreement [13] established international plans and treaties to combat
climate change and limit the mean global temperature rise below 1.5◦C by the end of
the 21st century4. While 1.5 ◦C may not sound like a lot, it is important to understand
the sensitivity of the climate to even slight changes in the mean temperature. Even
a small long-term temperature increase could initiate the so-called climate tipping
points, such as the collapse of ice sheets, loss of the Amazon rainforest, or the
disappearance of tropical coral reefs [15]. As a consequence, the process of climate
change can quickly become self-sustaining and largely irreversible.

To limit CO2 emissions and reach the mentioned climate goals, the electricity
sector started the rapid shift to a sustainable supply. Modern power systems began
to see an unprecedented proliferation of renewable energy sources (RES), especially
small and large-scale wind and solar generation. The global growth in renewable
energy production is expected to not only continue but to accelerate further, as
shown in Figure 1.6. As electrification continues, a clean electricity supply is a key
pre-condition for achieving a climate-neutral society. Therefore, power systems need
to decarbonize much sooner than 2050, with recent plans in G7 countries to reach
net zero electricity supply emissions by as early as 2035 [16].

Deployment of renewables has been increasing exponentially, owing to the rising
concerns about climate change, energy security, and fossil fuel prices...Over the

coming decades, solar PV and wind will dominate the growth of renewables.

- International Renewable Energy Agency (2022) [17]

4This goal has in the meantime become increasingly unlikely to be met, with current projections at
2.2−3.5◦C by the year 2100 unless the government policies are significantly strengthened [14].
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Renewables become the largest source of global electricity generation by early 2025,
surpassing coal...Electricity from wind and solar PV more than doubles in the next

five years, providing almost 20 percent of global power generation in 2027.

- International Energy Agency (2022) [18]
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Figure 1.6.: Global total power generation and the installed capacity of power
generation sources in 1.5°C scenario in 2018, 2030 and 2050 [17].

While necessary for the sustainability goal, the described trends lead to an
unprecedented evolution in power system development with several key challenges
that need to be overcome for a successful energy transition. The main challenges
come with the balancing act of optimizing security, affordability, and sustainability
(Figure 1.4). Designing and operating a power system that scores high on all three
dimensions is an intricate task. While renewable energy sources are convenient in
terms of sustainability, fossil-based supply has had a massive technological head
start regarding affordability and security of supply.

After a century of fossil-fuel dominance, further enabled by government subsidies,
the fossil-based electricity supply became very mature and affordable. However,
renewables become less expensive as the technology becomes more mature. In fact,
they are already surpassing fossil-based generation on many affordability metrics
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[19]. As carbon taxes inevitably become widely present in energy policies, any
remaining financial benefits of fossil fuels are expected to vanish quickly and turn
negative.

Regarding the security of supply, synchronous generators (SGs), primarily used
in fossil-based power plants, are a very mature and optimized technology with a
high level of robustness. Meanwhile, renewables are, in comparison, relatively new
technologies and largely rely on power electronic equipment for grid integration and
operation. This brings many previously unknown technical challenges regarding
power system security and resilience. As the penetration of renewables rises, these
challenges will likely become a bottleneck in achieving fully sustainable and secure
power systems. Therefore, it becomes crucial to better understand and address these
technical challenges. A few key ones will be extensively discussed in this thesis.

1.2. GRID VULNERABILITY AND STABILITY CHALLENGES
In contrast to conventional power systems, modern power systems dominantly rely
on RES to supply electricity. Besides their variable nature, RES are also integrated
into a power system in a fundamentally different manner. This significantly affects
the technical foundations of grid vulnerability and power system stability. To
understand these differences, illustrated in Figure 1.7, it is necessary to briefly go
back to the technical fundamentals of electric power generation.
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Power 
Grid

Turbine Synchronous
Generator

Renewable Energy
Source(s)

Converter

Physics-based behaviour:
 Inertia
 System strength

Controls-based behaviour:
o No natural inertia 
o No natural system strength

Figure 1.7.: An illustration of some fundamental differences between synchronous
and renewable inverter-based generation.

Synchronous generators, illustrated on the left side of Figure 1.7, form the core of
conventional power systems. They are massive turbine-powered machines spinning
at hundreds to thousands of revolutions per minute. With a carefully designed
combination of the right rotation speed and spatially distributed energized copper
windings, a great amount of mechanical energy applied by water or steam on the
turbine is transformed into electrical energy.

A particularly convenient aspect of such machines is that they naturally oppose
disturbances. Two main parameters describe the operation of a synchronous
generator and, consequently, a power system as a whole. Those two parameters are
the frequency and voltage. The electricity supply frequency is directly proportional
to the rotational speed of the synchronous generators. It is a profound balancing
act of the active power supply (generation) and system demand (consumption). If
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a disturbance occurs in the system (e.g. a partial loss of the supply or demand),
synchronous generators will experience a force that tries to accelerate (or decelerate)
their rotors. As that occurs, frequency is increased (or reduced).

Nevertheless, these massive rotating machines comprised of mechanically coupled
synchronous generators and turbines are robust and not easily influenced. Instead,
the large amount of energy stored in the rotating masses, known as the rotational
kinetic energy, is quickly dissipated to counter the external force attempting to
change the state of motion. This is known as inertia and is a fundamental concept
of conventional power systems. We all experience similar inertia, either while riding
a bike or simply standing still – objects and bodies tend to stay in their current state
or motion and oppose changes. In a similar way, synchronous generators actively
help stabilize the system by providing frequency resilience in terms of inertia.

The other aspect of robustness the synchronous generators provide is related to
voltage and is a bit more intricate – system strength. At a high level, system strength
is a generator’s natural ability to counter voltage changes. In that sense, it can be
thought of as the inertia-like effect of voltage, rather than frequency. This effect,
however, has nothing to do with the rotational mass, but is electromagnetic by
nature and is related to the opposition to the change of the magnetic flux between
the stator and the rotor of a generator. System strength will be discussed much more
comprehensively in Chapter 3.

Unlike synchronous machines, RES, depicted on the right side of Figure 1.7, do not
have massive rotating machinery with stored kinetic energy, strong electromagnetic
coupling to the grid, or the ability to temporarily provide high reactive currents to
support the voltage during disturbances. Instead, they are mechanically decoupled
from the system and are integrated through converters (i.e., inverters5). This means
RES, often referred to as inverter-based resources (IBRs), interact with a system
through fast-operating power electronics components, making their response more
control-based than physics-based. Therefore, the behaviour of RES is fundamentally
different in both steady-state and (particularly) dynamic-state operations, which
reflects on the vulnerability and stability of modern power systems.

The two main topics of this thesis, power system vulnerability and power system
stability, are here introduced and defined.

Power system vulnerability is a susceptibility measure of a power system regarding
cascading events and potential system collapse. A vulnerable system can be
characterized as a low-resilience (robustness) system that experiences relatively high
impact from disturbances.

Vulnerability is therefore related to power system security. Still, it goes beyond
traditional N-1 (N-2) criteria and deals with the susceptibility to significant
disturbances, particularly low-probability high-impact (chain of) events6.

In this thesis, two major indicators of system vulnerability in terms of cascading

5Inverter is a converter that transforms (inverts) DC signals to AC. The two terms are used
interchangeably in this thesis.

6Other standard dimensions of power system vulnerability and resilience not discussed explicitly in
this thesis are related to cybersecurity, natural disasters, extreme weather events, communication
failure, and even sabotage considering the rising geopolitical tensions [20–24].
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faults and instability risks are inertia and system strength. As introduced previously,
the level of inertia describes a power system’s vulnerability to frequency dynamics
and related instability. Similarly, system strength tells us how vulnerable the
power system is to voltage disturbances and related instabilities. In other words,
system strength (inertia) is a quantifiable measure of vulnerability regarding voltage
(frequency) behaviour. Inertia and frequency are largely out of the scope of this
thesis, whilst system strength and voltage stability will be explored extensively.

When discussing the security of the electricity supply, it is crucial to understand
power system stability, which is another essential concept for this research [25].

Power system stability is the ability of an electric power system, for a given initial
operating condition, to regain a state of operating equilibrium after being subjected
to a physical disturbance, with most system variables bounded so that practically the
entire system remains intact.

Power system stability and its evolution from conventional to modern power
systems, mainly related to voltage stability and short-term stability, is discussed
extensively in Chapter 2.

Besides the discussed challenges addressed in this thesis, modern power systems
face many other technical challenges as well [26–29]. Some of the main ones are
visualized in Figure 1.8, with the highlighted focus of this thesis defined further.
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Figure 1.8.: Main technical challenges present and expected in modern power
systems, with the highlighted focus of this thesis.

The way the power system evolution, its vulnerability aspects, and its effects
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relate to each other within the scope of this thesis is discussed and summarized
in Figure 1.9. Power systems evolve as the energy transition progresses and
synchronous generation is replaced by inverter-based generation. This introduces
novel vulnerability aspects regarding system resilience and increased risks of
cascading events. Finally, these vulnerability aspects manifest as various technical
effects on power systems and their operation, particularly related to system dynamics
and stability. These three associated trends, illustrated with blue arrows in Figure 1.9,
are all comprehensively explored and addressed in this thesis.

Energy Transition
Evolving systems

- Rapid reduction in the number 
of synchronous generators.

- Widespread proliferation of 
inverter-based resources.

- Larger distances between 
supply and demand centers.

Vulnerability aspects

- Lower rotating inertia.

- Lower system strength.

- Remote (weak) connection of 
large renewables to the grid.

- Risk increase in terms of 
cascading faults and system 
collapse.

Power system effects

- Amplified and accelerated 
frequency disturbances and 
increased risk of frequency-
related instabilities.

- Amplified and accelerated 
voltage disturbances and 
increased risk of voltage-related 
instabilities.

- Increased risk of inverter-grid 
and inverter-inverter interactions 
and disconnections in the system.

Figure 1.9.: Relation of key concepts relevant for this thesis.

The following section extensively describes how these concepts and changes
translate into tangible technical challenges. Furthermore, essential research gaps in
this regard are discussed.

1.3. REAL-GRID DISTURBANCES AND RESEARCH GAPS
The extensive proliferation of RES and concurrent decommissioning of fossil-based
synchronous generation results in an increased likelihood of severe disturbances in
the grid. These structural changes are visible worldwide as the number of cascading
faults, oscillations, system separation events, and even blackouts rises. Some of
the notable and well-documented examples specifically relevant to modern power
system challenges discussed in the scope of this thesis are listed in Table 1.1.

What most of these events have in common is the intertwined series of complex
events and causes that are often closely related to the level of vulnerability and
the increase (reduction) in the amount of RES (SG). This is not to say that RES
themselves are directly causing more instability events, but they do bring the
increase in complexity and higher probability of dangerous dynamics occurring. In
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other words, the reduction in SG (and thus in inertia and system strength) weakens
the natural resilience of the grid, creating a more vulnerable environment in power
grids. Meanwhile, the higher proliferation of inverter-based RES tends to increase
the number of complex voltage and frequency dynamics in the grid. Combining
these two trends results in a rising number of intricate, faster, often novel, and
potentially severe system events as exemplified in Table 1.1.

Table 1.1.: Some of the recent large disturbances in modern power systems.

Events Main Causes Consequences Sources

Loss of synchronism, Minor to major RES loss,
RES tripping over(under)voltages, local supply disruptions, [30–40]
(2016-2022) momentary cessation, power quality degradation,

phase jump, control issues minor financial costs

Inverter-grid interactions, Minor to major RES loss,
Oscillations weak grid operation, (inter)connection disruptions, [41–47]
(2007-2022) high power transfers, equipment damage risks,

control issues, resonance minor financial costs

Reduced system resilience, Large power deficit/surplus,
System separation angle and voltage instability, localized demand shedding, [48–53]

(2006-2021) cascading, ride-through issues, amplified blackout risk,
phase jump, control issues limited financial costs

Low system resilience, Large-scale blackout,
severe weather events, millions without power,

System blackouts high (low) RES (SG) share, public infrastructure issues, [54–57]
(2009-2021) ride-through issues, cascading, communication disruptions,

(emergency) protection failure, (severe) equipment damage,
frequency and voltage collapse substantial financial costs

These trends become increasingly important in terms of system strength and
voltage stability, as most inverter-based RES inherently rely on stable voltages and
strong grids to preserve synchronism and the desired steady- and dynamic-state
operation. To deal with this fundamental resilience reduction in power systems,
modern power systems’ complex dynamics and stability need to be understood
better, and suitable evaluation and mitigation measures need to be developed. Some
of the main research gaps related to the decrease in vulnerability and the rising
number of discussed disturbances are identified and listed below.

• Better understanding of vulnerability and stability in modern power systems.

• Better understanding of grid weakening and its consequences for cascading
faults and system collapse risks.

• Evaluating impacts of widespread proliferation of distributed energy resources
on system vulnerability and stability.

• Improved methods for evaluating system vulnerability, particularly related to
short-term (voltage) stability and system strength.
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• The ability to effectively detect, quantify, and classify disturbances in the grid.

• Better utilization of modern measurements and advanced data-driven approaches
for system vulnerability assessment.

To address these research gaps, the main research questions of this thesis are
defined and introduced in the following section.

1.4. RESEARCH QUESTIONS
The scope of this thesis comprises the essential challenges in modern power systems,
primarily in the field of voltage stability and system strength. The five main research
questions and consequential thesis objectives are derived and listed below.

1. How does the energy transition lead to a higher vulnerability of electric
power systems? What are the possible consequences? (Chapter 1)

2. Why is securing voltage stability (particularly short-term) a progressively
more critical and challenging task in modern power systems? Why are the
existing evaluation methods insufficient? (Chapter 2)

3. How should system strength be understood and evaluated in modern power
systems, and how does it relate to vulnerability and stability? (Chapter 3)

4. What kind of effects do dynamic loads and distributed generation have on
the short-term stability and resilience of modern power systems? (Chapter 4)

5. How can novel data- and simulation-driven approaches and methods help in
alleviating the challenges highlighted in this thesis? (Chapter 5)

Each chapter of this thesis primarily deals with one of the main research questions,
as highlighted. The findings in this thesis concerning these five main research
questions are once again concisely discussed and summarized in the final chapter.

The research presented in this thesis is also part of a broader research framework
on the resilience of modern power systems. This is briefly introduced in the
following subsection.

1.5. RESEARCH PROJECT STRUCTURE
The research presented in this thesis is part of a joint industry-academia research
project Resilient Synchromeasurement-based Grid Protection Platform (ReSident)7.

ReSident is motivated by the challenges in the control of future electric power grids,
such as reduced system resilience and increased operational uncertainty due to the
large-scale integration of renewable energy sources. With advanced algorithms and
a comprehensive real-time monitoring platform, the classification of disturbances

7This research project was supported by a large industry consortium consisting of TenneT TSO,
Alliander DSO, Stedin DSO, General Electric, Dutch National Metrology Institute (VSL), and The
Dutch Research Council (NWO).
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and assessment of their impact is aimed to be realized to take preventive operating
actions and real-time remedial actions for anticipating and preventing large system
failures under increased vulnerability and operational uncertainty.

The visualized overview of the ReSident project is given in Figure 1.10. The
research scope of the entire project consists of four work packages (WPs), each
dealing with one dimension of the resilience of modern power systems. The four
WPs and their respective research objectives are briefly listed below.
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Figure 1.10.: Resident project overview.

• WP1–Next-generation Energy Management System (EMS) Platform: To create
a real-time communication platform for the simulation of power systems based
on real-time data and to test/validate WAMPAC applications.

• WP2–Event Detection, Localization and Classification: To achieve situational
awareness in the grid by utilizing advanced AI and machine learning methods
for real-time detection, localization, and classification of disturbances.

• WP3–Stability-aware Controlled Network Separation: To derive a method for
early detection and prevention of out-of-step system conditions by controlled
system separation and re-stabilization.

• WP4–Grid Vulnerability and Cascading Failures Prevention: To develop
offline and online algorithms and tools for the vulnerability assessment of
renewables-dominated grids to quantify, anticipate, and prevent risks of
cascading failures and system collapse.

Extensive work on WP1 and WP3 is completed and can be found in [58, 59],
respectively, while the research in terms of WP2 is planned to be completed in 2024.
This thesis primarily focuses on WP4, particularly from the perspective of voltage
stability and system strength, as introduced in previous sections.

The thesis outline is hereby introduced further.
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1.6. THESIS OUTLINE

The thesis is divided into six main chapters. The structure of the thesis and
its chapters are shown in Figure 1.11. The remainder of this subsection briefly
introduces the content of each chapter.

Chapter 1: Introduction

Chapter 2: Voltage Stability 
of Modern Power Systems

Chapter 3: System Strength 
and Grid Weakness

Chapter 4: Short-Term 
Stability with DER and 

Dynamic Loads

Chapter 5: Data-Driven 
Stability and Strength 
Evaluation Methods

Chapter 6: Conclusions

Figure 1.11.: Structure of the thesis.

Chapter 1 starts by describing the structural changes the power systems face
worldwide as climate change awareness grows. The changes and trends toward
sustainable power supply introduce vulnerability and stability challenges, which
are described further. Moreover, the key challenges addressed in this thesis are
described. Finally, the research structure in the scope of a larger project is presented,
followed by the research objectives and thesis structure.

Chapter 2 deals with power system stability matters. In light of the evolving power
systems, stability is redefined and reclassified to reflect the emerging challenges in
maintaining a stable operation. The chapter dives deeper into the issue of voltage
stability, its link to maximum power transfer, the rising relevance of short-term
voltage stability, and its relation to other instability mechanisms. Finally, extensive
literature research on these topics addresses the challenges of modern power systems
and open research questions.

Chapter 3 tackles the increasingly important topic of system strength and grid
weakness. The chapter begins with a comprehensive overview of the system strength
concept in conventional and modern power systems, followed by an introduction of
a novel classification. The second part of the chapter deals with the evaluation of
system strength. The existing methods for steady-state system strength are analyzed
and compared, showing their notable limitations when applied in modern grids.
A new approach is introduced in an attempt to overcome the existing limitations.
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Finally, a discussion on dynamic system strength and its challenges is presented.
In Chapter 4, the ever-increasing impact of distributed energy resources (DER) and

dynamic loads on bulk power system stability is analyzed. The focus is on short-term
forms of instability, particularly voltage instability. A comprehensive analysis of the
impacts is presented, followed by key findings and a discussion on the necessity for
better evaluation in future grids.

Chapter 5 discusses new data-driven opportunities for power system analysis
arising from improved grid observability and enhanced computational power. Novel
quantification and classification techniques are derived to provide vulnerability
assessment of modern power systems. A comprehensive numerical analysis is
presented, showcasing the efficacy of the methods. Finally, to deal with the
remaining challenges described in the previous chapters, a new method for dynamic
system strength evaluation considering DER and dynamic loads is introduced and
tested.

Finally, Chapter 6 summarizes the overall research achievements and outlines the
main scientific findings. The research questions are comprehensively answered,
followed by practical recommendations for designing, analyzing, and operating
modern power systems. Lastly, several crucial future research directions are
introduced and discussed related to the vulnerability and resilience of modern power
systems.
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2
VOLTAGE STABILITY OF MODERN

POWER SYSTEMS

A chain is only as strong as its weakest link.

- English/Dutch proverb1

To accurately evaluate voltage stability margins in modern power systems, it is
crucial to understand the concept of voltage stability well. While voltage stability
in conventional systems is a well-understood topic, the same cannot be said for
renewable-driven modern power systems. This chapter introduces the topic of
stability of modern power systems, after which a more detailed focus on voltage
stability fundamentals and its evaluation in modern systems is presented.

2.1. POWER SYSTEM STABILITY: DEFINITION AND

CLASSIFICATION

As introduced in Chapter 1, stability is the ability of a system to remain operational
after being subjected to a disturbance. Power systems should be able to successfully
cope with various dynamics of different origins, occurring in a wide range of
timescales, and maintain stability. In the energy transition, power systems evolve, and
the system dynamics change accordingly, generally becoming faster, more complex,
and potentially more dangerous. An overview of typical dynamic phenomena and
their corresponding timescales is shown in Figure 2.1. They are divided into four
types: wave, electromagnetic, electromechanical, and thermodynamic phenomena.
Time scales of dynamics range from microseconds to hours.

This thesis primarily focuses on the intersection of electromagnetic and
electromechanical phenomena in the range of 100 ms (10−1 s) to 10 seconds.

Parts of this chapter have been published in peer-reviewed articles and/or conference proceedings.
See the List of Publications section for more details.

1In Dutch commonly known as Een ketting is zo sterk als zijn zwakste schakel.
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Figure 2.1.: Time scales of various dynamics in power systems [1].

Power system stability classification has also evolved with the large variety of
dynamic phenomena occurring in the system. As systems progress from conventional
to modern, new classes of instability emerge. Figure 2.2 illustrates the evolution
of power system stability classification over the past couple of decades. Each of
these stability classes is hereby briefly introduced. For a more extensive overview of
different types of instability, the readers are referred to [1, 2]2.

Power System Stability

Resonance 
Stability

Converter-
Driven Stability

Rotor Angle 
Stability

Voltage 
Stability

Frequency 
Stability

Electrical Torsional

Short-term

Fast 
interactions

Slow 
interactions Transient

Small-
disturbance

Small-
disturbance

Large-
disturbance

Long-term Short-term Long-term
2004 

classification2020 update

Figure 2.2.: Widely-used classification of power system stability (adapted from [2]).

Frequency stability is the ability of a power system to maintain the active power
balance and stable frequency in the safe bands around 50 (60) Hz3. It is divided into
short-term and long-term frequency stability, dealing with a different timescale of
dynamics that may cause instability. To manage active power system-wide and to

2A slightly different yet interesting perspective on stability classification can be found in [3].
3Nominal frequency values differ per country. A clear overview can be found in [4].
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maintain production-consumption balance over the short- and long-term timescales
is the key task for avoiding frequency instability.

Voltage stability is generally described as the ability of a power system to maintain
steady voltages at all buses in a system while being able to deliver power requested
by loads. Voltage instability can occur due to large or small disturbances over the
short- or long-term, depending on the type of dynamics taking place. Reactive power
coordination is central to maintaining voltage stability, particularly in transmission
systems. Voltage stability is one of the main topics of this thesis and is thereby
extensively discussed further. Voltage stability is also closely related to the concept
of system strength, which will be elaborated on in Chapter 3.

Rotor angle stability describes the ability of a (group of) synchronous generator(s)
to remain in synchronism with the rest of the system during normal operation
or after being subjected to a disturbance. It is generally divided into transient
and small-disturbance rotor angle stability. Key variables that describe rotor angle
stability are rotor angles and their value difference between generators.

These three classes (rotor angle, voltage, and frequency stability) are at the
essence of conventional power systems as they directly relate to the operation of
synchronous generators (SGs). However, as inverter-based resources (IBRs) take over
as a dominant generation source, new dynamics appear in the system. This leads to
new classes of power system stability: resonance and converter-driven stability. The
two classes are inherently related to the operation of modern power systems, often
involving IBRs and their interactions with each other and other grid elements.

Converter-driven stability is related to the operation of IBRs and their interactions
with the rest of the grid. It can manifest itself in terms of fast interactions (hundreds
to thousands of Hz), and slow interactions (typically sub-synchronous, e.g. around
10Hz). The former interacts with wave and electromagnetic phenomena in the
grid, while the latter with electromagnetic and electromechanical phenomena (see
Figure 2.1). An important aspect of converter-driven instability is related to system
strength and weak grid operation, which will be discussed in Chapter 3.

Resonance stability deals with the resonance phenomena that occur when
energy exchange periodically takes place in an oscillatory manner. Events such as
sub-synchronous resonance fall under this class, occurring due to resonance between
series compensation and i) torsional frequencies of the turbine-generator shaft, ii)
electrical characteristics of an SG, or iii) double-fed induction generators present
in type-III wind farms. Resonance instability should not be confused with other
types of electromagnetic sub-synchronous oscillations occurring between multiple
IBRs or between IBR(s) and the grid [5]. These are generally considered to be
converter-driven instabilities instead.

Besides these two newly introduced stability classes, the three original classes
have also evolved. For instance, rotor angle stability, while fundamentally related to
synchronous generators, is increasingly affected by the operation of IBRs during and
after disturbances. This is a consequence of both lower system inertia and a different
response of IBRs compared to SGs. Therefore, rotor angle stability, particularly the
transient sub-type, is becoming a faster and more intricate phenomenon. A similar
applies to frequency stability, where power imbalances lead to much faster and
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amplified frequency deviations in modern systems, threatening frequency stability.
Nonetheless, the largest changes are arguably occurring in the voltage stability

aspects, which are the main topic of this thesis and will be discussed in more detail
in the next section. Finally, another aspect that will be discussed is the rising
interaction between different short-term stability classes as dynamics inevitably
become more intertwined in modern power systems.

2.2. VOLTAGE STABILITY: FUNDAMENTALS AND TRENDS

Voltage stability is divided considering two aspects: the timescale of events and the
severity of disturbances. In terms of the timescale, short-term and long-term voltage
stability are differentiated. Furthermore, small- and large-disturbance instability
phenomena are often distinguished [6].

Voltage 
Stability

Short-term

Small-
disturbance

Large-
disturbance

Long-term

Figure 2.3.: Classification of voltage stability.

A system has high voltage security if it is able to maintain stable voltages following
credible contingencies or load changes [6, 7]. Expanding on this further, a system
can be considered voltage resilient/robust (vulnerable) if it exhibits a relatively low
(high) risk of cascading faults and voltage instability and collapse.

Observing the systems worldwide, both frequency vulnerability and voltage
vulnerability have been steadily increasing over the past decades. This is visualized
in Figure 2.4 for power systems with a (relatively) high share of renewable energy,
such as in Australia (AU), Texas (TX), Ireland (IR), Hawaii (HI), and to some extent
Great Britain (GB), and Central Europe (CE). Furthermore, the risks of control
instability (converter-driven instability) have also appeared and are increasing.

In general, smaller more isolated systems with a higher IBR penetration have
increased stability risks, while larger interconnected systems are still relatively
resilient. This can be seen by comparing, for instance, the Australian to the Central
European power system. Nevertheless, the scarcity of inertia and system strength will
become a broader concern, with effects felt throughout the systems. Therefore, even
the larger systems could see the stability risks increase, and neighbouring systems
may be unable to assist as they simultaneously face the very same challenges.
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Frequency Stability Risks

CE
(Intact)

TX
CE

(System
Split) GB

AU

HI

IR

Occasional Acute Chronic
• Under intact conditions, a system is 

relatively immune to fast and severe 
frequency events.

• Challenges tend to be weighted toward 
congestion management.

• Frequency control concerns can limit 
operation.

• Periods of poor frequency containment 
occur during credible events.

• Control of frequency following 
possible or planned system splits is 
difficult.

• A system often has a risk of 
substantial frequency control 
problems and a high RoCoF.

Voltage and Angle Stability Risks

HI

IR

CE

GB TX

AU

Local Regional Systemwide
• Electrical distances are limited.
• Interface collapse and system separations 

are remote concerns.
• Local voltage support issues are possible.

• Significant power imports and 
exports with dynamic constraints are 
an occasional factor.

• Separation tends to be a high-impact, 
low-frequency event.

• A system has high power transfers 
across ac transmission interfaces, for 
which voltage instability and angular
separation are a primary concern and 
often impose operating constraints.

Control Stability Risks

CE

IR

GB

TX

AU

HI

Local Regional Systemwide
• There are some locations (e.g., individual 

nodes and small areas) with low system 
strength and a risk of control interactions.

• There are entire regions of very 
high IBR penetration and little or 
no synchronous generation with ac 
transmission to other stronger areas.

• An entire system has extended 
periods of very low or even 
zero synchronous short circuit 
contribution.

CE: Central Europe; TX: Texas; GB: Great Britain; AU: Australia; IR: Ireland; HI: Hawaii.

Figure 2.4.: Stability risks in power systems with various IBR penetration [8].

Zooming in on the Central European (CE) system, it is generally considered to
be rather resilient to frequency stability risks. Nevertheless, if the CE system runs
into system splits (as seen in 2021, see Table 1.1), the separated sections experience
a high risk of frequency instability. Voltage and angle stability risks are also
elevated in CE and worldwide [6]. As introduced in Chapter 1 and Table 1.1, many
large disturbance events in modern systems were related to voltage stability and
vulnerability. From the perspective of the CE system, as renewables rapidly replace
synchronous generation continent-wide, system dynamics will evolve. Additionally,
available reactive power support and system strength are expected to become more
scarce. Furthermore, renewable sources will be installed at new and more remote
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locations (e.g. offshore wind in the North Sea), often far from the consumption
centres (major cities and industrial clusters) or existing electrical infrastructure.
Consequently, large power transfers over relatively weak grid corridors shall become
more common. Therefore, these two trends, illustrated in Figure 2.5, play a major
role in reshaping voltage stability and system strength and their importance in
modern power systems.

Figure 2.5.: Power system changes that impact voltage stability (adapted from [9]).

All of these developments lead to the premise of this thesis that voltage resilience
will be one of the larger bottlenecks in present and especially future modern
power systems worldwide. While relatively smaller systems with ambitious climate
and renewables plans already experience some of the technical consequences, it is
unlikely to take long until such consequences are also frequently seen in systems
considered to be more robust, such as the CE power system. It is therefore vital
to understand the impact on voltage stability to make sure systems’ operational
resilience and security are guaranteed for the challenging decades to come.

2.3. MAXIMUM POWER TRANSFER AND VOLTAGE STABILITY

Voltage instability typically takes the form of a progressive reduction of voltage in (a
part of) the grid, potentially leading to voltage collapse. The time frame of interest
for long-term voltage stability varies from tens of seconds to (tens of) minutes. It
involves slower-acting equipment in the system such as thermostatically controlled
loads, on-load tap-changers, and generator excitation limiters.

Voltage instability often occurs when a high active power transfer is present with
limited reactive power support. If a (small or large) disturbance occurs in such a
situation, the system becomes stressed further, as dynamic loads and tap changers
attempt to restore the power consumption. However, the attempt to restore active
power may also lead to higher (reactive) power demand. If such active and reactive
power demands cannot be met by the system anymore, the equilibrium is lost, and
progressive voltage degradation takes place. To illustrate this phenomenon, angle
and voltage stability limits will be mathematically introduced first by exploring the
maximum power transfer over a transmission corridor.
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Let us assume a simple power system with two synchronous machines4 connected
by a reactance X which represents the equivalent transfer impedance of the grid5.
The single-line diagram of such a system is exemplified in Figure 2.6.

~
ES∠δ Ei∠0

Sending End
P + jQ

Receiving End

~Z = jX

Bus s Bus i

Figure 2.6.: A simple two-machine power system.

The total apparent power S can be expressed as a function of bus voltages and the
transfer impedance, as shown in Equation (2.1):

S = P + jQ = Ei I∗ = Ei

[
E s −Ei

j X

]∗
(2.1)

By expressing the voltages in the Euler form, the following can be derived:

P + jQ = Ei

[
Es cosδ+ j Es sinδ−Ei

j X

]∗
= Es Ei

X
sinδ+ j

[
Es Ei cosδ−E 2

i

X

]
(2.2)

Active and reactive power (P and Q) can be expressed as:

P = Es Ei

X
sinδ= Pmax sinδ (2.3)

Q = Es Ei cosδ−E 2
i

X
(2.4)

The relation in Equation (2.3) can be graphically represented as shown in
Figure 2.7. As seen from the figure and equation, maximum active power is reached
for angle δ= 90◦, termed as Pmax .

If a load P = 0.8 < Pmax is assumed, as illustrated with the blue dashed line, the
operating point on the left part of the curve (δ< 90◦) is the only steady-state stable
point of the two. If the angle grows above 90◦, mechanical power input would be
higher than what can be transferred across the system. The resulting difference
would accelerate the generator and cause the angle difference to grow even further.
However, as per the concave shape of the curve shown in Figure 2.7, the power
transfer would shrink, resulting in an even faster generator acceleration and angle
instability. Note that the angle can exceed the 90◦ limit for a short (transient)
amount of time, as long as its final settling value remains below it.

4The same applies for two connected power systems represented using the Thevenin’s equivalent.
5Grid resistance is assumed to be zero (R ≈ 0). This assumption is discussed further in Chapter 3.
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Figure 2.7.: An example of a power-angle curve for a simple 2-machine system.

However, this limitation, known as the angle stability limit, is not the only
condition for stable operation. The other condition is known as the voltage stability
limit, which can be understood as follows. If Equation (2.3) and Equation (2.4) are
combined to eliminate angle δ, the following relationship can be derived.

(E 2
i )2 + (2QX −E 2

s )E 2
i +X 2(P 2 +Q2) = 0 (2.5)

If short-circuit capacity (Ssc ) at bus i is defined as in Equation (2.6),

Ssc =
E 2

i

X
(2.6)

Solving for the voltage Ei , the following equation can be obtained:

E 2
i = X

[
(0.5Ssc −Q)±

√
(0.5Ssc )2 − (P 2 +QSsc )

]
(2.7)

This relationship can be visualized in the so-called PV curves, as shown in
Figure 2.8. The Equation (2.7) has two solutions depicted in the figure’s full and
dashed lines. If a constant system load of 0.4 per unit (40% of Ssc ) is assumed, there
are two possible operating points on the curve, indicated by red dots. However,
the lower point has a very low operating voltage. To transfer this active power
with such a low voltage would require very high currents and would consequently
result in high losses. Furthermore, the operation on the lower part of the PV curve
would imply that any additional demand leads to both drop in voltage and power,
eventually leading to instability [10]. Therefore, a stable and viable operation can
only take place on the upper part (full line) of the PV curve in Figure 2.8, limited by
the point at Pmax < 0.5Ssc for the given case.

In case of a disturbance in the grid, a loss of a part of the transmission capacity
can occur. This may result in reduced post-disturbance power transfer limits, as
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Figure 2.8.: Example of a PV curve for a simple 2-machine system.

shown by the red PV curve in Figure 2.9. To illustrate this, it is assumed that a 33%
increase in the grid reactance X occurs (e.g. a loss of a parallel line or a transformer).
Since there is no intersection between the system load and the new PV curve (shown
in red), there is no stable operating point, and voltage collapse would occur.

Figure 2.9.: Example of PV curves before and after a fault.

One approach to increase the maximum power transfer is by providing reactive
power at the receiving bus (e.g. by using shunt capacitors). This can effectively
stretch the PV curve to the right, allowing for a higher active power transfer (above
50% of Ssc ). However, there is also a theoretical as well as a practical limit to reactive
power compensation and consequent operating voltage range.
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Figure 2.10 illustrates the stable and unstable active and reactive power regions
when reactive power would be provided locally at the receiving bus.

Figure 2.10.: Active and reactive power regions of stable and unstable operation.

For the case of Q = 0 (as plotted in Figure 2.8), maximum power transfer is equal
to half of the Ssc . This corresponds to the middle red dot in Figure 2.10. As more
reactive power is provided locally, more active power can be transferred over the
transmission corridor6. If one would, for instance, want to transfer P = 1 per unit,
it would require Q = 0.75 per unit of reactive power support. Theoretically, even
higher active power could be transferred. However, the voltage should also be within
the technically feasible limits, often defined as 0.9 ≤U ≤ 1.1 per unit. Interestingly,
for P = 0, the maximum reactive power that can be transferred is only a quarter
of the Ssc . This is a consequence of a dominantly reactive (rather than resistive)
transmission system. The reactance of transmission systems is generally much
higher than resistance7, due to the larger presence of overhead lines versus cables,
as well as dominantly reactive equipment such as transformers and synchronous
generators. Therefore, transferring reactive power across the transmission grid is
generally difficult. It should be instead provided locally as much as possible, by
strategically placing static and dynamic reactive power sources across the grid.

Some aspects of voltage stability, such as the maximum power transfer, will be
explored more extensively in Chapter 3, as they become very relevant for system
strength in modern power systems. Furthermore, the effects of inverter-based
generation on maximum power transfer and voltage stability will be notably
expanded on. The other main focus of this chapter and thesis is on short-term
voltage (in)stability, discussed extensively in the following subsection.

6A common way to provide reactive power locally is by connecting shunt capacitors. This is explored
in Chapter 3.

7In modern systems with more IBRs (fewer SGs) and more HV cables, this assumption may not be
that reasonable anymore. The effects of growing resistance are explored further in Chapter 3.
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2.4. SHORT-TERM INSTABILITY: EVALUATION METHODS

Short-term voltage instability8 (STVI) involves dynamics of fast-acting demand such
as induction motors, electronically-controlled loads, and more recently, HVDC links,
inverter-based resources (IBRs) and distributed energy resources (DERs) [2, 6]. STVI
is, therefore, more likely to occur in grid sections with more of these elements
present. For this reason, to appropriately analyze and simulate dynamics that lead
to STVI, a detailed representation of dynamic loads and nearby (inverter-based)
elements is necessary.

Unlike long-term voltage stability, short-term voltage instability deals with
dynamics within a much shorter time frame, i.e., up to 10 seconds. In this sense,
it is important to recognize that STVI manifests itself in a very similar time frame
as several other types of short-term dynamics and instabilities in modern power
systems. These four distinct types of short-term instability mechanisms are listed in
Figure 2.11 and discussed further in more detail.

Short-Term Instability Mechanisms in Modern Power Systems

Short-Term 
Voltage Instability 

(STVI)

Transient Rotor 
Angle Instability 

(TRAI)

Fault-Induced 
Delayed Voltage 
Recovery (FIDVR)

Converter-Driven  
Slow Interaction 
instability (CSII)

Figure 2.11.: Mechanisms of short-term instability in modern power systems [2, 11]

In conventional power systems, short-term instability was understood as either
Short-Term Voltage Instability (STVI) or Transient Rotor Angle Instability (TRAI) [10].

Transient Rotor Angle Instability (TRAI), unlike STVI, is an event related to
synchronous generators (SG), briefly introduced in Section 2.1. A disturbance,
typically a short circuit in tie lines and/or near SGs, could cause the rotor angles
of the generators (or generator groups) to drift sufficiently far from each other to
lose synchronism. The instability can be either a first swing instability or instability
occurring after a few cycles of oscillations. The former (latter) is more common
for smaller (larger) systems with a few (many) SGs. The typical frequency range of
these electromechanical oscillations is up to 2.5 Hz, depending on the size and the
number of SGs involved [2].

These two forms of instability, STVI, and TRAI, are still present in modern systems,
however, they become more intertwined with each other and with new IBRs’ and
load dynamics. Furthermore, new subtypes of short-term instability are emerging to
describe the full scope of short-term stability of modern systems.

8Sometimes also referred to as transient voltage instability, although this term is discouraged.
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One of them is Fault-Induced Delayed Voltage Recovery (FIDVR). FIDVR is
characterized as a post-fault depressed voltage, typically lasting from several seconds
to tens of seconds, jeopardizing the system’s ability to recover. This is often attributed
to the stalling of large amounts of induction motors, particularly A/C units [12],
however, it can be also related to other dynamic or electronically-controlled loads.
With the rising electrification of sectors such as heating/cooling, transportation, and
small/large industries, demand will likely play a more active role in short-term
voltage dynamics in the future. This is particularly relevant as many of these loads
will have an inverter-based interface to the grid. In the case of stalled motors, an
overvoltage situation may arise after they get disconnected by the overcurrent or
thermal protection. FIDVR is not an instability on its own, as the system may
succeed in recovering in some cases, but the voltage consequences of FIDVR present
a significant threat to cascading. Conceptually, FIDVR can also be described as a
specific type of STVI, as it is fundamentally related to dynamic load response. In that
sense, it would also occasionally appear in conventional power systems. However,
FIDVR can be affected and possibly exacerbated by DER operation, particularly
inverter blocking or disconnection [13, 14]. Besides the voltage effects, FIDVR can
also cause a voltage dip-induced frequency event. This is elaborated further in
Chapter 4. FIDVR is, therefore, an essential and distinctive short-term instability
mechanism in modern power systems.

Another newly introduced form of short-term instability is converter-driven
instability. It can manifest in terms of fast interactions (hundreds to thousands of
Hz), and slow interactions (typically9 around 10 Hz) [2]. The latter, Converter-driven
Slow-Interactions Instability (CSII), is of further interest for this thesis, while the
former is out of scope. CSII usually emerges in weak system sections, where
voltage is very sensitive to changes in active and reactive current or power10.
After a disturbance, inverter controls may not be able to “lock” onto the grid
voltage and frequency correctly, resulting in voltage oscillations. Additionally, as
more inverters are introduced in the systems, there is more chance of undesired
interactions, sometimes leading to oscillatory behaviour and possible voltage collapse
if undamped. The post-fault converter-related instabilities have been an increasingly
relevant subject worldwide, particularly (but not exclusively) in the systems with
already high (local) IBR penetration and with consequent system strength reduction
[15]. The most common CSII events seen in modern power systems are different
types of sub-synchronous oscillations, with some already exemplified in Table 1.1.

The four described phenomena (STVI, TRAI, FIDVR, and CSII) and their most
important characteristics are concisely summarized in Figure 2.12, with their typical
location of emergence, dynamical causes and effects that describe it, and an
illustration of typical voltage deviations they result in.

9See Table 1.1 for various events of this type.
10This will be discussed more extensively in Chapter 3.
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Instability 
Mechanism

Distinctive Characteristics of Each Short-Term Instability Phenomenon

Typical Location Typical Dynamical Causes and Effects Typical Post - Fault Voltage Deviation

Short-Term
Voltage Instability 

(STVI)

Grid sections with high 
amounts of (dynamic) 
load and DER;

Motors dynamics and stalling;
HVDC links dynamics;
IBR and DER dynamics;
Combination of any of the above;

Transient Rotor 
Angle Instability 

(TRAI)

Tie-lines;
Near-SG buses;

Large rotor angle deviations;
Low CCT - loss of synchronism;
Electromechanical oscillations 
(<2.5Hz);

Fault-Induced
Delayed Voltage 

Recovery (FIDVR)

Areas with a high share 
of dynamic load 
(particularly A/C units) 
and DER;

Massive induction motors stalling 
(mostly A/C) and disconnection;
Massive DER disconnection and/or 
blocking;

Converter-driven 
Slow Interactions 
Instability (CSII)

Remote or “weak” grid 
sections (low strength);
Areas with many IBRs; 
High IBR control gains;

Interactions between IBR/DER 
controls, grid, and SG controls;
Interactions with dynamic load;
Oscillations (typically 7-10Hz range);

Figure 2.12.: Overview of the four distinctive short-term instability phenomena, their
characteristics, and illustrative voltage deviations [16].

As described, all four phenomena are distinctive in terms of the location where
they typically emerge, the origin of instability, the way of manifesting itself, and
ultimately the control actions that can be taken to prevent them. However, they also
have many common characteristics:

• Manifestation in a similar time scale (usually <10s),

• Lead to significantly disturbed (but distinctive) post-fault voltage deviations,

• Often interact with each other when a system instability takes place,

• Become more common and more severe due to the introduction of more
inverter-based resources and system strength reduction,

• May lead to rapid cascading events and system blackouts.

As the instability phenomena become more entangled, the risks of cascading
events increase accordingly [13]. This ultimately translates into higher system
vulnerability, particularly in terms of voltage resilience, as discussed in Chapter 1.
It is therefore important to evaluate the existing short-term instability evaluation
methods and determine whether they are effective in modern power systems where
dynamics become faster, more complex, and increasingly intertwined.

The most common existing methods designed to evaluate short-term (voltage)
instability are explored and summarized in Table 2.1.



2

38 2. VOLTAGE STABILITY OF MODERN POWER SYSTEMS

Table 2.1.: Overview of the existing ST stability evaluation methods [11].

Method Abbreviation Year Sources

Lyapunov Exponent LE 2013 [17–22]

Transient Voltage Deviation Index TVDI 2014 [23, 24]

Trajectory Violation Integral TVI 2015 [25]

Voltage Instability Predictor VIP 2012 [26–30]

Contingency Severity Index CSI 2011 [31]

Voltage Stability Risk Index VSRI 2007 [32, 33]

Data-Driven Methods DDM 2015-2020 [34–43]

It is necessary to pinpoint the relevant qualitative indicators to evaluate the
efficacy of the existing methods. There are several important conditions that a
short-term instability evaluation method needs to meet in modern power systems to
be both effective and practically applicable. The main ones are listed below:

• Able to detect and quantify the severity of various post-fault short-term voltage
deviations,

• Useful in both conventional and modern power systems,

• Intuitive for practical on- and off-line applications,

• Adaptable to any system and operational scenario,

• As simple and computationally efficient as possible,

• Can provide real-time stability insights, for instance by relying on PMU data.

The methods presented in Table 2.1 are qualitatively analyzed and extensively
evaluated on these conditions in [11]. The summary of the results for each method
is presented in Figure 2.13.

Based on the analysis and results shown in Figure 2.13, none of the methods is
(very) good on all the relevant qualitative factors. Where more advanced methods
like LE excel, the more straightforward linear methods are less applicable. However,
these improvements are often accompanied by increased complexity and parameter
sensitivity, which negatively reflects on the method’s robustness.

Most of the methods, except for the VIP and data-driven methods, are generally
model-free and are hence simple regarding the necessary inputs. The VIP and
DDM require more research to evaluate whether they can be used for short-term
instability evaluation without any model inputs. The situation is similar for real-time
applicability, where most methods are (very) good. The VIP and VSRI methods
were initially developed for long-term voltage stability monitoring and are, therefore,
relatively less suitable for faster real-time stability evaluations. DDMs require more
research in this regard, as it is questionable whether they can be sufficiently fast and
cost-effective with the available solutions and computational possibilities.
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Method
Model-

free
Real-Time 

applicability

Applicable to 
various ST 

phenomena

Useful in 
IBG-rich 
systems

Computational 
complexity

Parameter 
sensitivity

LE     X X
TVDI   X ?  

TVI     X ?
VIP ?  X X  

CSI   ? ?  

VSRI   ?   ?
DDM ? ?   X X

: Very good, : Good, X: Bad, ?: More research needed.

Figure 2.13.: Qualitative evaluation of the analyzed methods [11].

Nonetheless, the major challenge for most methods is the applicability to modern
systems with a high penetration of inverter-based generation and to other short-term
instability phenomena. These are arguably the two most essential factors in the
analysis. The best-suited methods for these concerns are computationally more
complex, such as LE, TVI, and potentially VSRI and DDM. LE was already shown
to apply to other short-term phenomena, such as transient rotor angle stability.
Furthermore, the LE concept of evaluating if a dynamical system is chaotic does
not lose its predicting power if a system integrates more IBR and becomes more
complex overall. TVI was not explicitly tested on other phenomena. Still, the method
is practically intuitive with a time-adjustable instability threshold, and it is likely
possible to utilize it for various short-term instability mechanisms, irrespective of
the IBR penetration. Computationally simpler methods (i.e., TVDI and CSI) are likely
to be less useful in modern systems, and their applicability to various short-term
phenomena is limited. This is mainly the consequence of simplistic instability
thresholds, which are not adaptable enough and potentially misleading in systems
with a high share of IBR. Nevertheless, more research is required in this regard.
On the other hand, VSRI applies moving average calculations, which can offer
some insights even for IBR-rich systems. However, it is unclear if the method can
detect other short-term instabilities or if its efficacy is limited to voltage stability.
This necessitates further research. The VIP method becomes less effective with
the increase in systems’ complexity and is therefore not very suitable for either of
these two challenges. Thevenin’s equivalence on such fast dynamical phenomena is
unlikely to yield accurate and useful results. Advanced DDM might overcome these
difficulties completely as they are widely applicable for complex dynamical systems
in general, but they bring other challenges for real-time assessments.

In terms of complexity and parameter sensitivity, simpler linear methods without
too many parameters (i.e., TVDI, CSI, and VIP) are always preferred. The methods
that use derivatives or integrals (i.e., LE and TVI) compensate for their dominance
in efficacy for the increased complexity and parameter sensitivity. This seems to
be particularly true for LE, where it was shown that parametrization could be very
challenging. VSRI is not exceptionally complex to compute, but its parametrization
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challenges have not been explored extensively yet. Data-driven methods are generally
neither simple to calculate nor easy to parameterize. All the methods also differ
in the speed of instability detection, which is not explicitly considered here. Some
information can be found in [33].

The general conclusion is that no single existing method can successfully evaluate
short-term instability for various systems and events in modern power systems.
Most of the currently available methods are designed for conventional power
systems and conventional power system dynamics. Therefore, they largely fall
short in evaluating the short-term instabilities of modern power systems where
dynamics are much more complex. Some methods are promising, however, they still
require additional improvements. Furthermore, computational complexity should be
carefully addressed, as every second used to evaluate the system stability is a second
less for potential emergency control strategies to be deployed. Finally, broadly
implementable methods without extensive case-by-case parametrization are more
desirable.

2.5. CONCLUDING REMARKS
As power systems evolve from conventional to modern, so does the manner in which
power system instability manifests itself. This is particularly true for voltage stability,
which is directly affected by an increase in (often remotely located) renewable
generation and displacement of robust synchronous generation. Therefore, how we
understand and evaluate voltage stability needs to evolve accordingly, to accurately
evaluate and preserve system resilience.

This also applies to short-term voltage stability, which becomes increasingly
complex, faster, and more intricate to analyze. Furthermore, other system dynamics
in a similar time frame often intertwine with short-term voltage stability. These
two trends are explored further in Chapter 4. The findings generally indicate that
a more holistic evaluation approach is preferable. However, the present experience
in short-term stability evaluation typically focuses on the analysis, quantification,
and prediction of instability mechanisms individually. This may not be optimal,
considering intertwined voltage dynamics seen more commonly in modern power
systems. The quantification of various types of short-term instabilities is preferred
and necessary to preserve the stability of renewables-driven power grids in different
operational scenarios. The effects should be quantified and accurately predicted
before any intelligent preventive and corrective strategies can be introduced. A
method that fulfils all these conditions would provide enormous benefits to the
modern power grid dynamic vulnerability assessment, and it is an interesting
advancement consideration. This topic is tackled further in Chapter 5.

Furthermore, voltage resilience and system strength are directly related to the
likelihood of voltage instability. Therefore, it becomes important to understand
the relation between voltage stability and system strength and how the two can
be accurately evaluated in conventional and modern power systems. This will be
discussed in the following chapter.
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3
SYSTEM STRENGTH AND GRID

WEAKNESS

Everything should be made as simple as possible, but not simpler.

- Albert Einstein, Theoretical Physicist (1879-1955)

System strength has been receiving more attention as the phase-out of fossil-based
synchronous generation advances further. Grids or grid sections are more frequently
referred to as weak, especially in remote locations without synchronous generation
proximity. Conversely, due to weather conditions and land availability, such remote
grid locations often turn out to be very compelling for renewable generation. This
makes grid strength evaluation highly important to ensure secure system operation
and avoid system instabilities discussed in the previous chapter.

However, as more renewable generation is integrated into power systems through
power-electronics converters, the system strength concept of conventional power
systems is supposed to evolve as it is becoming less applicable and inaccurate in
modern IBR-rich power systems. This chapter explores what system strength is in
both conventional and modern power systems, and how it can be evaluated in
both steady- and dynamic-state operations. Furthermore, its close relation to system
stability and vulnerability is thoroughly investigated.

3.1. SYSTEM STRENGTH FUNDAMENTALS
As discussed in Chapter 1, two main parameters crucial for the power system
operation are the frequency and the voltage. Both are conventionally provided to
the systems by synchronous generators. Furthermore, synchronous generators also
provide natural system resilience by opposing the changes in frequency and voltage;
the two effects known as inertia and system strength, respectively. This resilience is
illustrated and described further in Figure 3.1.

Parts of this chapter have been published in peer-reviewed articles and/or conference proceedings.
See The List of Publications section for more details.
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Stored kinetic 
energy 

(rotation) 

Opposes changes 
in rotational 

speed (frequency)

Strong 
magnetic 

coupling (flux)

Opposes changes 
in EMF (voltage)

INERTIA (Frequency Resilience)

SYSTEM STRENGTH (Voltage Resilience)

Newton’s & 
Euler’s Laws

Faraday’s & 
Lenz’ Law

Figure 3.1.: Synchronous machines powered by turbines (left, courtesy of GE) provide
resilience in terms of inertia and system strength (right).

Synchronous generators and turbines form a large rotating mass that weighs
tens to hundreds of tons. Such rotating mass contains enormous amounts of
kinetic energy. Once an electrical disturbance occurs in the grid, it also manifests
electromechanically, attempting to accelerate (or decelerate) the rotation of the
machine. The stored kinetic energy is hereby released, opposing the change of
motion. Therefore, the rotational speed, and consequently electrical frequency, tend
to resist changes and limit disturbances. This effect is known as (rotational) inertia.

A body remains at rest, or in motion at a constant speed in a straight line1,
unless acted upon by a force.

- Isaac Newton, Newton’s first law (of inertia) [1]

Unlike inertia, system strength has nothing to do with the massive rotating
machinery and the kinetic energy of a synchronous generator. To provide system
strength, a synchronous generator does not even have to produce any active power
or be connected to the turbine. The only requirement is that it is synchronized
(electromagnetically coupled) with the grid. The effect of system strength is purely
electromagnetic and comes from the magnetic flux between the stator and the
rotor of a generator. When a voltage disturbance occurs, the change in voltage is
electromagnetically resisted and limited in size by the windings of a synchronous
generator. This process, while analogous, is completely distinct from how the
rotational inertia resists changes in power system frequency.

Nature abhors a change in flux. . .
Faraday induction is a kind of “inertial” phenomenon: A conducting loop “likes” to

maintain a constant flux through it; if you try to change the flux, the loop responds
by sending a current around in such a direction as to frustrate your efforts. . .

Lenz’s law tells you the direction of this flow.

- David J. Griffiths, Introduction to Electrodynamics [2]

As synchronous machines in fossil fuel-based power plants are phased out and
replaced by renewable energy sources (RES), the natural resilience described in

1Newton’s first law is extended by Leonhard Euler to consider rotational rigid bodies and their moment
of inertia (rotational inertia). Since synchronous machines spin, rotational inertia is of interest.
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Figure 3.1 is reduced as well. This occurs since RES do not have a large rotating
mass (inertia) nor strong electromagnetic coupling with the grid (system strength), as
shown in Figures 1.7 and 3.1. This chapter focuses on the reduced system strength,
i.e. the consequentially lower voltage resilience (higher vulnerability).

To better describe system strength, an analogy is shown in Figure 3.2 [3]. Two
objects with different levels of resilience (robustness), a rock and a jelly, are shown.
Assuming a small disturbance, i.e., if someone gently touches the rock, very little
happens, and other objects in contact with the rock barely notice the disturbance.
However, when the same disturbance is applied to the jelly, it will begin to wobble
as vibrations propagate through it. Jelly is thus less resilient (more vulnerable) to
disturbances and experiences more consequences from them. Relating this analogy
to power systems, rock (jelly) would be a system with many (few) synchronous
machines to provide system strength. The voltage of such a system is more sensitive
and vulnerable, and the system itself has lower voltage stability margins. This is the
main symptom of low system strength.

Figure 3.2.: Rock and jelly analogy for system strength.

There is another interesting consequence of lower resilience (i.e., the jelly). Imagine
a situation where one person touches the jelly (applies a disturbance) while others
are in contact with it. As the jelly begins to wobble, others may try to counter the
wobbles (try to stabilize the jelly). However, as all of them try to do the same
simultaneously, they may in fact worsen the situation and cause further wobbles
unless their actions are perfectly synchronized. Translating this illustration to power
systems, when a disturbance occurs, various inverter-based resources may react to
it in an attempt to stabilize the system. Just as in the example of a jelly, unless
perfectly coordinated and synchronized, such reactions may result in exacerbation of
the situation which often reflects in undesired control interactions and oscillations.
This is essentially why converter-driven interactions, oscillations, and instabilities
become more likely in weak grids, as described in Chapter 2 and discussed further
in this section. This is the second common symptom of low system strength.

Another analogy is shown in Figure 3.3 [4, 5]. In this example, a strong (weak)
system is illustrated as a trampoline with many (few) springs. If one jumps on the
trampoline (analogy to a grid disturbance such as a generator trip or short-circuit),
the trampoline (grid) is relatively stiff and pushes back (recovers). If some springs
are disconnected from the frame (fewer synchronous machines), the trampoline
(grid) strength is reduced. While the trampoline still appears flat (i.e. the grid will
continue to operate normally in the steady state), if one jumps on the trampoline (a
large disturbance occurs) it may no longer push back and could collapse.
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Figure 3.3.: Trampoline analogy for system strength.

Furthermore, in a stronger (weaker) system, the trampoline movements will be
slight (severe), and it will be easy (difficult) to keep balance. Therefore, a disturbance
in a weaker trampoline (with fewer springs) has more chance of causing one to lose
balance, fall off, and cause more (cascading) disturbances. Translating this analogy
to power systems, weaker systems are vulnerable to voltage fluctuations that may
lead to cascading disturbances and loss of generators and loads, resulting in further
cascading and blackout risks. Additionally, weaker systems are more prone to control
interactions and oscillations as discussed in Chapter 2, and further in this chapter.

3.1.1. SYSTEM STRENGTH DEFINITION

Various definitions of system strength are available. In conventional power systems,
it was a synonym for short-circuit capacity (Ssc ), which is discussed in the next
section. Presently, the commonly used definitions express system strength as the
sensitivity of voltage to variations in the current injection [6]. In other words, system
strength is understood as voltage stiffness [7], analogous to inertia and frequency
deviations. Others define system strength as a broader term comprising both inertia
and voltage stiffness [8]. Finally, system strength is discussed both in terms of
steady-state operation [9], as well as in the dynamic state as the size of the change in
voltage following a disturbance [10]. Such a wide dispersion of definitions indicates
that classification and understanding of system strength are still maturing.

In an attempt to accurately and concisely reflect all the relevant dimensions of
system strength as seen in this thesis, a new definition is proposed as follows:

System strength refers to the ability of a power system to maintain stable voltages
in both steady- and dynamic-state and to avoid related instabilities and cascading.
Symptoms of low system strength include reduced voltage stability limits and
maximum power transfer, higher voltage sensitivity, as well as elevated susceptibility
to converter-driven interactions, oscillations, desynchronization, and instabilities.

It is important to highlight that besides the defined aspects, low system
strength also introduces challenges for power system protection due to lower and
non-conventional fault currents2. Moreover, lower system strength is known to result
in amplified and more widespread voltage dips, increased harmonic distortions,

2I spent some time on this very interesting and important topic during my Master thesis research, in
cooperation with my former colleagues at ABB (Hitachi), KTH, and TU/e [11, 12].
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flickers, and other power quality aspects [10, 13]. The aspects of power quality and
protection are not directly related to the system stability and vulnerability and are
therefore out of the scope of the system strength discussion in this thesis.

3.1.2. SYSTEM STRENGTH CLASSIFICATION

As power systems transition from conventional to modern and incorporate more
inverter-based resources, the system strength concept evolves and brings distinctive
operational and stability challenges. These may consequently require different
considerations for modelling, evaluation, and mitigation. Bearing this in mind,
this subsection proposes a new classification of system strength: (i) Steady-State
System Strength; and (ii) Dynamic-State System Strength, described in Figure 3.4.
The classification is proposed in a way that closely corresponds to the most recent
system stability classification presented in Chapter 2 and Figure 2.2.

Proposed System Strength Classification
Steady-state System Strength Dynamic-state System Strength

Mainly deals with:

• Steady state system operation
• Long-term stability and slow interactions
• Stability when subjected to small disturbances
• Linear operation around nominal voltage

• Dynamic state system operation
• Short-term (transient) stability and fast interactions
• Stability when subjected to large disturbances
• Non-linear operation with large voltage deviations

Factors that should be considered:

• Short-circuit capacity (Thevenin impedance)
• Impact of loads, grid X/R ratio, Q-support, and PLL in weak grids
• Influence of (multiple) IBR(s) and respective transfer impedances
• Secondary short-circuit support (e.g. synchronous condensers)
• RMS modelling often sufficient (except in very weak grids)

• Impedances' non-linearity (converter saturation)
• IBRs’ FRT and interactions with post-fault voltage dynamics
• Large-signal stability and interactions of control loops
• Possible protection maloperation and unintentional IBR tripping
• Advanced RMS models needed (often supported by EMT models)

Figure 3.4.: The proposed system strength classification, the scope of the two
sub-classes, and the relevant factors to be considered [14].

The following sections extensively discuss the need for the proposed classification
and differentiation between steady- and dynamic-state aspects. Furthermore, the
implications for understanding and evaluation of system strength are presented.
Finally, the consequent challenges in weak grids with a high penetration of IBRs are
discussed.

3.2. STEADY-STATE SYSTEM STRENGTH
Steady-state system strength deals with the steady-state operation around nominal
voltage, assuming only small disturbances subjected to model linearization.
Therefore, it deals with the maximum power transfer during steady-state operation
and stable long-term voltages. Several important factors play a role in evaluating
steady-state system strength, as listed in Figure 3.4. These are discussed next,
followed by the analytical evaluation of their impact on system strength in the
following subsections.
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• Short-circuit capacity / Thevenin impedance

Since the topic of steady-state system strength deals with small disturbances, it can
be analyzed by linearizing the model with Thevenin equivalents. Therefore, concepts
such as short-circuit capacity and grid impedance play a central role in steady-state
system strength and maximum power transfer (as illustrated in Chapter 2). However,
contrary to the conventional systems dominated by synchronous generation,
short-circuit capacity cannot be directly equated with system strength in modern
systems. Instead, it only provides one dimension of system strength. This will be
explored in more detail for modern power systems in the following subsection.

• Presence of a load

The presence of local load at a bus implies that less power is transferred towards
the rest of the system. This meaningfully changes the effective steady-state system
strength, maximum power transfer, and voltage stability limits of the system. With
renewables adopted in both load-free and load-rich areas in modern power systems,
consequent system strength differences ought to be considered. This will be explored
in more detail in the following subsection.

• Grid X/R ratio

While it is common to assume that the equivalent system impedance is
predominantly reactive, it is not always accurate. IBRs are frequently integrated into
grid locations where not only system strength is low, but also the X/R ratio3 of the
grid. As the X/R ratio drops, voltage sensitivity to active power (ÇV /ÇP ) increases,
while ÇV /ÇQ decreases, with all else equal. This implies that for buses in low-X/R
grid sections, the common P −θ and Q −V dependence4 changes. The (change of)
active power affects the voltage magnitude more, and reactive power becomes less
capable of controlling the bus voltage. The simplification of ignoring grid resistance
may affect the accuracy of system strength evaluation, particularly in weaker grids
where the X/R ratio plays a larger role in system strength. This will be explored in
more detail in the following subsection.

• Operating voltage and secondary voltage support

System strength is typically calculated with nominal voltage values. However,
operating voltage varies across the grid and over time. Higher (lower) operating
voltage results in a higher (lower) maximum active power transfer within the voltage
stability limits. Furthermore, the impact of various voltage-supporting elements such
as capacitors, FACTS devices, and synchronous condensers (SC) on system strength
is often neglected. Such devices can, however, introduce a meaningful improvement
in system strength, and are common solutions applied in the industry. This will also
be explored in more detail in the following subsection.

3The ratio of reactance and resistance in the grid impedance.
4See Chapter 2.
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• Type of generator and its controls

Weak system operation can typically manifest itself in one of two possible stability
concerns: voltage instability or converter interactions/instability.

Voltage instability is closely related to maximum power transfer. While synchronous
generators have a strong electromagnetic coupling with the grid, IBRs are inherently
different, as illustrated in Figures 1.7 and 3.1. The main difference is due to the use
of a Phase-Locked Loop (PLL). PLL is a control loop that synchronizes an IBR with
the grid by relying on the evaluation of voltage angle and frequency. Therefore, IBRs
(unlike SGs) fundamentally rely on the strength of the voltage waveform at the point
of connection (PoC). This affects the inherent voltage stability limitations, which will
be extensively discussed in the next sections.

Furthermore, even when the voltage stability margin of an IBR is positive,
oscillations or instability may occur. This has to do with the voltage sensitivity
(vulnerability) of weak grids (high ÇV /ÇI ), where IBRs’ current injection has a high
impact on the PoC voltage. In a weak grid, this current injection notably affects the
same voltage the PLL is trying to measure, which may result in oscillations and/or
controller instability5. Therefore, in weak grids, before the static voltage stability
limit is reached, oscillations and/or controller instability (also known as small-signal
instability) become a common symptom of weak grids [15, 16]. It is important to
note that such a symptom is not necessarily mitigated by grid strengthening; an
often better and more direct approach is to tune the IBR controls for more optimal
weak-grid operation6. This may allow for the operation closer to the steady-state
voltage stability limit and avoid the need for expensive grid strengthening.

• Impact of multiple IBRs

If multiple IBRs "share" the same (or electrically close) point of connection, they
are all relying on (approximately) the same grid voltage, injecting current accordingly.
In the case of a weak grid (high voltage sensitivity), these current injections notably
affect the voltage. Since the IBRs will often have slightly different control parameters
(e.g., gains, time constants), and transfer impedances, the result can be undesired
control interactions and potentially small-signal instability.

Suppose the goal is to pinpoint the likelihood of converter-driven interactions. In
that case, the voltage stability margin is only one of the aspects, directly related to
grid vulnerability (think of the fewer springs in Figure 3.3). The other aspects need
to be related to the number of IBRs sharing the same network bus (or area), as well
as their control parameters (i.e., characteristics and actions of individuals sharing
the trampoline). This aspect will be briefly discussed, however, it is not the main
focus of steady-state system strength evaluation in this thesis. Instead, the focus lies
on accurate grid vulnerability evaluation in terms of voltage resilience and stability.
These two aspects, while related, are fundamentally different from the underlying
physics perspective, and are therefore treated separately in this thesis.

5An analogy to this phenomenon is the speaker/microphone positive-feedback loop, which can result
in an amplified high-pitch noise we’re all familiar with.

6A common solution is to slow down IBR controls in weak grids and reduce PLL gains. Furthermore,
the parameters of the inner current and DC-link voltage control loops can also be adjusted [15–19].
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3.2.1. EXISTING EVALUATION METHODS

When generation or load needs to be connected to the grid, one must ensure
that the point of connection (PoC) is strong enough for such a connection. This
strength at the PoC is typically evaluated from the perspective of Short-Circuit
Capacity (or power), Ssc [20]. To understand Ssc and its relation to system strength
in conventional and modern power systems, a simple but illustrative system in
Figure 3.5 is shown. The system depicts a source (in this case an IBR) connected to
the bus i , while a Thevenin source represents the rest of the system.

~ IBR

VS∠0 Vi∠θ

Thevenin
source

P + jQZ = R+jX

Bus i

Figure 3.5.: IBR connected to a grid represented by Thevenin’s equivalent.

The voltage at the point of the IBR connection can be expressed as a function of
Thevenin’s voltage and the voltage drop across the impedance.

Vi = Vs −Z Ii (3.1)

For a small change in IBR current ∆Ii , the consequent change in voltage can be
calculated as follows:

∆Vi +Vi = Vs −Z (Ii +∆Ii ) (3.2)

∆Vi = −Z∆Ii −→ Z = −
∆Vi

∆Ii
(3.3)

From Equation (3.3), it can be seen that Thevenin’s impedance is directly linked
to the relative change of voltage per change of current, which is often described as
voltage sensitivity. Voltage sensitivity provides information on system strength; when
∆V /∆I is high, it means that the bus voltage is very sensitive (susceptible) to the
changes in infeed current (power), often called a “weak bus”. In other words, the
current (power) injected by the IBR in Figure 3.5 will have a big impact on the bus i
voltage Vi . If this is not the case, the grid can be described as strong.

Voltage sensitivity can be further expressed from the perspective of Ssc , as shown
in Equations (3.4) and (3.5), where Isci is the short-circuit current that would flow
through the bus in the case of a zero-impedance three-phase short-circuit fault.

Ssci = Vi Isci = V 2
i

Z
(3.4)
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Ssci ∼ 1

Z
∼ ∆Ii

∆Vi
(3.5)

These two expressions reveal a very clear relation between Ssc , voltage sensitivity,
and consequently system strength. Equation (3.5) depicts the inverse (direct)
proportionality between Ssc and voltage sensitivity (system strength), and the
inverse proportionality between Thevenin’s impedance and Ssc and system strength.
Therefore, buses with relatively high (low) Ssc are generally called strong (weak)
buses. However, this strength needs to be put into perspective relative to the size of
the generating unit requiring connection (e.g., IBR in Figure 3.5). For this purpose,
various ratios are defined in the industry and academia, of which the most common
ones are discussed further.

SHORT-CIRCUIT RATIO

The Ssc concept is hereby expanded further to derive the commonly used
Short-Circuit Ratio (SCR) [20]. The ratio is defined by Equation (3.6).

SC Ri = Ssci

PI BRi

(3.6)

SCR of a bus i is calculated by dividing the short-circuit power at the bus i (Ssci )
with the nominal power of the generating unit connected (PI BR , see Figure 3.5).
Such a ratio is very intuitive, relatively easy to calculate, and with a strong physical
relation to the maximum power transfer7. It is therefore extensively used in power
systems to determine system strength value utilized for voltage stability evaluation,
renewables or large demand integration, protection coordination, and power quality.

However, the applicability and accuracy of SCR as a measure of modern power
systems’ strength is questionable. This occurs due to the ongoing shift in generation
from dominantly synchronous to inverter-based. Consequently, many new metrics
are proposed to attempt to expand SCR applicability to modern grids.

EFFECTIVE SHORT-CIRCUIT RATIO

To expand SCR applicability so that it can also consider shunt capacitance, authors
in [21] proposed the Effective Short-Circuit Ratio (ESCR). The ratio is shown in
Equation (3.7),

ESC Ri = |Ssci − jQc,i |
PI BRi

(3.7)

where Ssci is the short-circuit capacity of bus i , Qc,i the reactive compensation of
the shunt capacitor at PoC, and PI BRi the active power injected by the IBR.

7At least in conventional power systems dominated by synchronous generation. The implications of
the increasing share of IBRs on SCR accuracy are discussed in the next section.
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WEIGHTED SHORT-CIRCUIT RATIO

Another new metric for system strength quantification of modern grids is the
Weighted Short-Circuit Ratio (WSCR) [22]. The ratio is defined in Equation (3.8),
where Ssci is the short-circuit capacity at bus i , PI BRi is the active power output of
the ith IBR and N is the number of IBRs considered to interact fully with each other.

W SC Ri =
∑N

n=i Ssci PI BRi

(
∑N

n=i PI BRi )2
(3.8)

WSCR is an attempt to consider the impact of multiple IBRs in an area and
provide a screening method for weak grid symptoms. It is currently being applied
by ERCOT8 in the Texas grid for the Panhandle region, where WSCR < 1.5 is used
as an operational threshold value. If the value is lower, RES generation is curtailed
to avoid operating the grid too close to the voltage and converter-driven stability
limits [23]. The value is determined and validated by performing Electromagnetic
Transient (EMT) studies for representative grid scenarios [24]. It is important to note
that such a threshold is therefore very system- and scenario-dependent and requires
continuous EMT validation [25].

COMPOSITE SHORT-CIRCUIT RATIO

Another similar method that accounts for multiple IBRs is the Composite
Short-Circuit Ratio (CSCR) shown in Equation (3.9),

C SC Ri = Ssccomm∑N
n=i PI BRi

(3.9)

where Ssccomm is the short-circuit power of a fictitious common bus shared by all
nearby IBRs, and PI BRi is the rated power of all IBRs being considered.

CSCR method, originally developed in [4, 26], assumes a composite IBRs’ bus by
merging together low-voltage sides of plants’ transformers. Ssccomm is then calculated
for such a common composite bus, without considering the contribution from IBRs.

SITE-DEPENDENT SHORT-CIRCUIT RATIO

To evaluate interactions between nearby IBRs and their impact on system strength,
the authors of [27] introduced Site-Dependent Short-Circuit Ratio (SDSCR), building
up on the original idea of SCR. SDSCR is defined by Equation (3.10).

SDSC Ri =
V 2

R,i

(PR,i +∑
j∈R, j ̸=i PR, j wi , j )ZRR,i i

; wi , j = ZRR,i j

ZRR,i i

(
VR,i

VR, j

)∗
(3.10)

VR,i is the voltage of the ith busbar with IBR connection, PR,i is the IBRs’ active
power infeed at the ith bus, and ZRR,i j the corresponding (i , j ) element of the
system impedance matrix. SDSCR is able to quantify the level of IBRs’ interactions

8The Electric Reliability Council of Texas, an American organization that operates Texas’s electrical grid.
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by utilizing information on the actual transfer impedances and active power of IBRs.
In [27], it is shown mathematically that SDSCR is a large-grid generalization of SCR,
and that it has the same stability thresholds as SCR.

Since the metric can be time-demanding to calculate for large systems, a
simplification is introduced in [28], where it was shown that transfer impedances are
the most impactful variable in SDSCR calculation. Implementation of the renewable
generation uncertainty into the method is explored in [29].

EQUIVALENT SHORT-CIRCUIT RATIO

Another proposed approach is Equivalent Short-Circuit Ratio (Eq SC R)9, initially
introduced in [20], and sometimes mentioned with different names (e.g. SCRIF10

[6]).

Eq SC Ri = Ssci

(Pi +∑
j ,i W PI F j i ∗P j )

; W PI F j i = ∆V j

∆Vi
(3.11)

Pi represents the maximum active power of the studied IBR, P j is the maximum
active power of other IBR units, and Ssci is the network short-circuit contribution
to the connection point of the studied converter-connected unit. W PI F j i is the
interaction factor between converters j and i , where values represent the electric
proximity of other IBRs to the studied IBR bus. A value closer to zero (one) indicates
further (closer) electrical connection and thus lower (higher) interactions.

Eq SC R is mathematically and conceptually very similar to SDSCR. However, its
implementation is typically based on numerical simulation results rather than using
the impedance matrix of the system. W PI F j i can be calculated with power flow
simulations by creating a voltage step in the studied bus i . The value is derived
by dividing the observed voltage change in the other IBR bus ∆V j by the voltage
change in the studied IBR bus ∆Vi .

VOLTAGE SENSITIVITY

A very different approach is taken in [17, 30], where a voltage sensitivity metric
ÇQ/ÇV is mathematically derived based on the voltage and angle stability limitations
of IBRs connected to the grid. The final expression is shown in Equation (3.12),

ÇQ/ÇV = SC R ∗
(

2V − Vth√
(1− sin2θ)

)
(3.12)

where V is the voltage of the PoC, Vth voltage of the grid Thevenin equivalent,
and θ voltage angle at the PoC. ÇQ/ÇV can be also understood as a first derivative
of the Q-V curve mentioned in Chapter 2. Theoretically, ÇQ/ÇV > 0 is the necessary
condition for voltage stability [31, 32]. To apply this method, the authors of [17]
suggest plotting P - Q and P - ÇQ/ÇV curves together to locate the maximum power
transfer and voltage stability limit, as exemplified in [7, 17].

9Sometimes also abbreviated as ESCR, but hereby not to avoid confusion with Effective SCR.
10Short Circuit Ratio with Interaction Factors.
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AVAILABLE FAULT LEVEL

Lastly, another novel approach is currently applied in the AEMO11 grid. The method
is termed Available Fault Level (AFL) [33]. To calculate AFL, one first needs to
determine the difference between the Synchronous Fault Level (SFL) and the Proxy
Fault Level (PFL) [34]. SFL is the short-circuit capacity provided by synchronous
machines, i.e. Ssc , without considering IBR fault contributions. PFL is a fictive
short-circuit value calculated numerically in a power system analysis software, where
every IBR has been replaced by a proxy Thevenin equivalence. The impedance of
the equivalence is calculated as shown in Equation (3.13), while the voltage source
equivalent is set at the nominal level.

ZI BR = 1

|∆AF L| ; ∆AF L = (−SC Rwi thst and +α)∗PI BR (3.13)

SC Rwi thst and is the SCR ratio for which the specific IBR is able to operate in a
stable manner (it is assumed to have a value of 3 when no better information is
available), and α is the stability coefficient (assumed 1.2 as most IBRs have issues
operating below SC R = 1.2 [34]).

Once SFL and PFL have been determined, AFL is calculated according to
Equation (3.14), as illustrated in an example in [34].

AF LMV A = SF L− (PF L−SF L) = 2SLF −PF L (3.14)

AFL is therefore fundamentally based on SCR and Ssc , and is designed so that
it takes into account the supply and demand of system strength. Supply is what
synchronous machines provide (Ssc ), while demand is what IBRs "require" to operate
in a stable manner (approximated by ∆AF L). With multiple IBRs in proximity, the
demand increases, and the "available" grid strength (AFL) is perceived to be lower,
limiting further nearby IBR connections.

3.2.2. SUMMARY OF THE EXISTING METHODS AND THEIR LIMITATIONS

Several different methods are introduced in the previous subsections. Here, they are
summarized and evaluated based on four important qualitative characteristics that
determine the method’s suitability for the operation and planning of modern power
systems:

• Simplicity of calculation,

• Accuracy when applied in modern grids with IBRs,

• Consideration of loads, capacitors, and X/R ratio,

• Consideration of the impact of multiple nearby IBRs.

Starting with SCR, the most common and broadly applied metric, it is the simplest
method in the list. However, as discussed in Chapter 2 and further in the next
section, SCR is fundamentally related to the angle stability limits of synchronous

11The Australian Energy Market Operator, operator of a transmission grid in Australia.
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machines. This limits its capability in modern grids with an increasing share of
IBRs, where voltage stability limits become more stringent. Furthermore, SCR is an
approximation that does not account for shunt elements (loads, capacitors) or grid
resistance. Finally, the impact of nearby IBRs is ignored. Hence, other metrics are
introduced in an attempt to tackle (some of) these limitations.

Regarding ESCR, the only difference compared to SCR is an attempt to include
the impact of shunt capacitors. While this makes the metric more accurate in such
scenarios, it is found in the next section that ESCR is also a rough approximation
without accurate voltage stability limit evaluation. Furthermore, other limitations
that apply to SCR are also applicable to ESCR.

Both WSCR and the CSCR methods are slightly more complicated than SCR yet
still relatively simple to evaluate. Nevertheless, deciding precisely which IBRs are
"interacting" and should be considered when calculating the ratios is a nontrivial
and subjective task. Additionally, both methods are in their essence comparable to
SCR and focus on synchronous-dominated system stability limitations and fail to
consider any shunt elements or grid resistance. Determining the actual stability
boundary is therefore difficult and not accurately bound to the underlying physics
of voltage stability limits. Nevertheless, the two methods are mainly derived in an
attempt to approximate the impact of multiple IBRs on system strength. Both are
based on the assumption of strong electrical coupling between IBRs. Hence, this is
effectively an assumption that all IBRs share the same fictitious PoC. In practice,
however, the IBRs typically do not fully interact with each other due to some existing
electrical distance between them. Finally, these two metrics attempt to merge the
two conceptually very different system strength aspects: voltage stability limitations
and the likelihood of converter-driven interactions. However, such an attempt is
effectively an approximation of both and is bound to be inaccurate. The method
should be therefore used only as a simple screening method for grids that are not
highly meshed. In systems with clustered IBR areas, the methods will typically give a
more operationally useful system strength estimate when compared to SCR.

A slightly more accurate (albeit more complicated) approach is the SDSCR method.
The method generalizes SCR for larger grids with multiple IBRs, with stability
limitations equivalent to those of SCR. It provides, therefore, a more accurate system
strength evaluation compared to approximations of WSCR and CSCR. However, the
underlying stability limitations are still based on the same conventional concepts
as for SCR, i.e. angle stability limits of synchronous machines. Hence, SDSCR is
not entirely applicable to IBR-dominated grids and will not accurately determine the
steady-state voltage stability limits. Furthermore, the shunt elements and X/R ratio
of the grid are not considered by the metric. Finally, depending on the grid size,
data quality, and software being used, the complete system impedance matrix may
sometimes be complicated to obtain accurately in practice.

Similar to the previous metrics, EqSCR effectively attempts to combine two
aspects: voltage stability limitations (implied by the Ssci ) and susceptibility to IBRs’
control interactions (implied by the W PI F j i factor). Such an attempt, however,
is an approximation, as it has no underlying physical foundations in either of
the two aspects. In terms of voltage stability limits, EqSCR faces the same issue
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as SCR since the calculation is based on the analytical evaluation of synchronous
generators’ power transfer limits. Furthermore, the effects of grid resistance, shunt
capacitance, and loads are not considered. Additionally, the new term W PI F j i

affects the calculation even though it has no impact on the underlying voltage
stability limit. This term instead attempts to approximate the likelihood of control
interactions of multiple IBRs. However, it is very difficult to evaluate such a risk
without accurately considering the transfer impedances and control parameters of
all the involved converters. Hence, inaccuracy is guaranteed by design. While
such a method may prove useful in meshed grids where other methods such as
WSCR become inapplicable, its disconnection from the physical concepts that drive
voltage instability and converter interactions makes it bound to be inaccurate and
suboptimal. Finally, the W PI F j i factors need to be calculated numerically by
performing a large number of power flow simulations with voltage variations, which
notably increases its complexity, particularly when applied in larger grids.

The voltage sensitivity metric ÇQ/ÇV is also proposed. What makes this metric
different compared to the previous ones is that it is derived by considering both
angle and voltage stability limits, accurately relating them to the maximum power
transfer. This makes it applicable for IBRs as well, and therefore much more accurate
in modern power systems compared to SCR-based methods. While shunt elements
and the X/R factor are discussed and possible to add to the method, this increases
its complexity compared to the existing metrics. Finally, the ÇQ/ÇV calculation does
not consider the impact of multiple IBRs in any manner.

And lastly, the AFL method was briefly introduced. In terms of complexity, the
method requires several calculations to determine fault levels with and without IBRs,
where SC Rwi thst and and α factors also need to be utilized. The method aims to
approximate the impact of multiple IBRs that act as a "sink" for system strength.
However, there are a couple of concerns with such an approach. Firstly, in order
to merge the evaluation of voltage stability limits and the likelihood of converter
interactions, the approach moves very far from fundamental physical processes that
define both of these phenomena. IBRs are modelled as proxy Thevenin sources,
assumed to reduce the total "available" fault level. This is, of course, technically
impossible, and is only an artificial numerical construct. The second concern is
that the approach completely disregards the impact of shunt elements and grid
resistance on system strength. Finally, as the method relies on utilizing fault levels
and SCR for system strength evaluation, it is still fundamentally more related to
synchronous generators’ limitations rather than to IBRs. In other words, while these
approximations may provide acceptable screening in some cases and might provide
more information relative to simple Ssc values, there is a big question about their
accuracy as systems evolve and the method becomes even more disconnected from
the underlying physics of voltage instability and converter interactions. As RES
developers need to manufacture renewable plants and their controls to comply with
such a fictitious metric and policy, the effects on overall system stability and system
strength are at risk of becoming much different than desired.
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Table 3.1.: Overview of the common system strength evaluation methods.

Method Abbreviation Advantages and Limitations Sources

+ Simple, easy to calculate
Short-Circuit Ratio SCR - Derived for SGs, not IBRs [6, 20]

- Ignores X/R, load, C
- Ignores nearby IBRs

+ Simple, easy to calculate
Effective ESCR - Derived for SGs, not IBRs [21]

Short-Circuit Ratio +- Ignores X/R, load, considers C
- Ignores nearby IBRs

+- Relatively simple, easy to calculate
Weighted WSCR - Derived for SGs, not IBRs [22–24]

Short-Circuit Ratio - Ignores X/R, load, C
+- Approximates nearby IBRs

+- Relatively simple, easy to calculate
Composite CSCR - Derived for SGs, not IBRs [4, 26]

Short-Circuit Ratio - Ignores X/R, load, C
+- Approximates nearby IBRs

- Complex to calculate
Site-Dependent SDSCR - Derived for SGs, not IBRs [27, 28]

Short-Circuit Ratio - Ignores X/R, load, C
+- Approximates nearby IBRs

- Complex to calculate
Equivalent EqSCR - Derived for SGs, not IBRs [6, 20]

Short-Circuit Ratio - Ignores X/R, load, C
+- Approximates nearby IBRs

-+ Moderately complex to calculate
Voltage Sensitivity ÇQ/Ç|V | + Derived for any source [7, 17, 30]

+- Somewhat considers X/R, load, C
- Ignores nearby IBRs

- Complex to calculate
Available AFL - Derived for SGs, not IBRs [33, 34]

Fault Level - Ignores X/R, load, C
+- Approximates nearby IBRs

Table 3.1 provides a concise overview of the discussed system strength methods12,
evaluated on the basis of the four qualitative aspects introduced at the beginning of
this section. It is clear that neither of the methods is very suitable for the challenges
of modern power systems. Most of the methods are fundamentally derived from
conventional power systems dominated by synchronous generation. Furthermore,
various simplifications are often used that may not be accurate in modern systems.

To overcome some of the discussed limitations, the next chapter introduces a
novel method for system strength evaluation in modern power systems.

12Of course, this overview cannot include every proposed method in the literature. Nevertheless, it
is the author’s view that the presented methods are the most important and most common ones.
Other methods are typically minor variations or combinations of these.
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3.3. EXCESS SYSTEM STRENGTH (ESS) METHOD
As previously discussed, system weakness manifests itself in voltage instability or
converter interactions and instability. The existing and commonly-applied methods
are unable to assess either accurately. Instead, various approximations are used to
try to derive a single metric for system strength that will describe the susceptibility
to both voltage instability and converter-driven interactions or instability.

While this may result in an acceptable rule-of-thumb screening in cases where
accurate system strength evaluation is not critical and RES penetration is not
particularly high, the disconnection from the physical concepts that drive voltage
instability and converter interactions makes them bound to become (more)
inaccurate and sub-optimal. As power systems evolve and system strength scarcity
increases, it will become increasingly important to have an accurate system strength
evaluation and consequent stability limitations. Naturally, the principle behind the
methods should be bound in the laws of physics, and only then can the evaluation
methods be engineered to be as simple as possible, but not simpler.

This subsection introduces a new method that provides a very precise yet
simple quantification of system strength in terms of voltage stability and maximum
power transfer boundary. Furthermore, all the relevant qualitative aspects discussed
previously are taken into consideration. The goal is to give an accurate representation
of voltage resilience and sensitivity, the core vulnerability aspects discussed in
previous chapters. Afterwards, the related issue of converter interactions is discussed.

ANALYTICAL DERIVATION

For the derivation of the new method and demonstration of the performed analysis
[35], a single-IBR-infinite-bus system is used, as shown in Figure 3.6.

~ IBR

Vi∠θ P, Q

PL Xc

Thevenin
source

VS∠0

Z = R+jX

Figure 3.6.: IBR connected to a grid represented by Thevenin’s equivalent.

For this system (ignoring PL and XC for now), the following equations are written.

Vi −Vs

Z
= I =

(
S

Vi

)∗
−→ S = Vi

Vi
∗−Vs

∗

Z∗ = P + jQ (3.15)

S = (Vi cosθ+ jVi sinθ)
Vi cosθ− jVi sinθ−Vs

R − j X
(3.16)
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α = R

Z 2 ; β = X

Z 2 (3.17)

By separating real and imaginary parts of Equation (3.16) and combining those
with Equation (3.17), the expressions for active and reactive power are derived.

P = α(V 2
i −Vi Vs cosθ)+βVi Vs sinθ (3.18)

Q = β(V 2
i −Vi Vs cosθ)−αVi Vs sinθ (3.19)

If R ≈ 0 is assumed, this simplifies to the expressions in Equation (3.20), which is
equivalent to the derivation in Chapter 2. The impact of R > 0 is investigated later in
the chapter.

P = Vi Vs sinθ

X
; Q = V 2

i −Vi Vs cosθ

X
(3.20)

This expression for P dictates the maximum active power transfer with respect
to the angle stability, and the necessary reactive power to sustain that transfer.
However, these P and Q expressions do not consider static voltage stability. To
derive voltage stability limits, Equation (3.15) can be rewritten as:

Z S∗ = V 2
i −VsVi

∗ (3.21)

If Z = a − j b, where a and b are real numbers, real and imaginary parts of
Equation (3.21) can be separated as follows.

a = V 2
i −VsVi cosθ = f1(Vi ,θ) (3.22)

b = VsVi sinθ = f2(Vi ,θ) (3.23)

The Jacobian matrix of f = [ f1, f2]T is further derived.

J =
[

Ç f1
ÇVi

Ç f1
Çθ

Ç f2
ÇVi

Ç f2
Çθ

]
=

[
2Vi −Vs cosθ VsVi sinθ

Vs sinθ VsVi cosθ

]
(3.24)

A singular Jacobian matrix indicates a static voltage instability condition of the
system [31, 36]. The stability boundary is therefore found by solving the det (J ) = 0
expression. The solution is shown below.

cosθ = 1

2

Vs

Vi
−→ θmax = arccos

(
1

2

Vs

Vi

)
(3.25)

For a base scenario Vi =Vs = 1pu, the maximum angle equals 60◦. This is lower
than the angle stability limitation of 90◦ implied by the active power computed by
Equation (3.20) and discussed in Chapter 2. Therefore, this approach is extended
further by incorporating the voltage stability boundary from Equation (3.25) into the
active power transfer from Equation (3.20).



3

62 3. SYSTEM STRENGTH AND GRID WEAKNESS

Pmax = Vi Vs sin(θmax )

X
=

Vi Vs sin
[

arccos
(

1
2

Vs
Vi

)]
X

(3.26)

By using a known trigonometric identity13, a novel expression for static voltage
stability limit in terms of maximum power transfer is derived in Equation (3.27).

Pmax = 1

X
Vi Vs

√
1−

(
1

2

Vs

Vi

)2

(3.27)

For transferring P = Pmax , the reactive power required to maintain the voltage can
be computed by combining Equations (3.20) and (3.25).

QP=Pmax = V 2
i −Vi Vs cos(θmax )

X
= 1

X

(
V 2

i − V 2
s

2

)
(3.28)

For an illustrative case with parameters Ssc =Vi =Vs = 1pu, Pmax is computed for
the boundary stability condition based on the SCR metric introduced in the previous
section and compared to Equation (3.27).

SC R = 1 = Ssc

Pmax
=

V 2
inom

/X

Pmax
−→ Pmax = 1pu (3.29)

Pmax = 1

X
Vi Vs

√
1−

(
1

2

Vs

Vi

)2

=
p

3

2
= 0.866pu (3.30)

One can observe that the maximum power transfer is lower than what the SCR
ratio would imply. This is due to the fact that a grid-following14 IBR is a PQ source,
rather than a PV source. In other words, IBR does not behave as a voltage source but
is instead perceived as a current source from the bulk power system perspective. This
fundamentally differs from a synchronous generator electromagnetically coupled to
the grid, which would be able to operate at Pmax ≈ 1pu in a similar case.

SCR is therefore an over-optimistic measure of system strength and the voltage
collapse boundary with common IBRs. Furthermore, SCR does not consider the
actual operating voltage Vi . Meanwhile, expression Equation (3.27) does. The
relation is depicted in Figure 3.7, by plotting the function Pmax = f (Vi ) for a per-unit
system with base Ssc = X =Vs = 1.

For Vi = 1pu, a maximum of P = 0.866pu can be transferred, as per Equation (3.30).
Furthermore, transferring P = Ssc = 1pu (as implied by SCR) would result in a voltage
collapse for Vi = 1pu. Instead, the voltage would need to be higher (Vi = 1.118pu)
for such a transfer to be feasible from a voltage stability perspective. Therefore, in a
lossless system with a PQ source supplying power to the grid, the SCR method is an
over-optimistic system strength measure. In contrast, the derived approach shows
high accuracy, which will be substantiated further in this section.

13sin(arccos(x)) =
√

1−x2.
14New developments such as grid-forming control would theoretically allow IBRs to exhibit behaviour

more similar to PV sources, at least in the steady-state operation within converter thermal limits.
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Figure 3.7.: Maximum power transfer as a function of operating voltage.

So far, all the analysis and derivation assumed no load, shunt capacitance, or
resistive losses in the grid. As these assumptions do not perfectly reflect the reality
of modern power systems, the following subsections expand the analysis to consider
these more accurately.

IMPACT OF LOCAL LOAD ON SYSTEM STRENGTH

The system shown in Figure 3.6 is altered by adding a local load at bus i (PL > 0).
Deriving the boundary condition for such a case is relatively simple. What matters
for the voltage stability is the power transfer towards the system, from the system
perspective. In other words, the net maximum active power transfer. This can be
calculated as proposed below.

Pnetmax = Pmax +PL (3.31)

The maximum power transfer with a load included is evaluated analytically for an
illustrative load of PL = 0.2pu. The results are shown in Figure 3.8. For nominal
voltage, voltage collapse occurs at power transfer Pnetmax (dashed line), which is
precisely in line with Equations (3.30) and (3.31). Furthermore, it can be seen that
the entire plot from Figure 3.7 is shifted upwards by the value of PL , in line with the
mentioned analytical expressions.

It is important to note that a constant active power load is assumed in this analysis.
If there is a voltage dependence, it should be reflected as PL = f (Vi ) relation. In
such a case, the difference would also appear in the upward shift in Figure 3.8,
however, this would not be distributed equally along the curve. Additional analysis
for different and more detailed load types remains a future work consideration.
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Figure 3.8.: Maximum power transfer as a function of operating voltage Vi with the
presence of a local load.

IMPACT OF CAPACITORS ON SYSTEM STRENGTH

The impact of shunt capacitance is evaluated now, assuming a capacitor XC

connected in parallel at the bus i in Figure 3.6. The reactive power of the capacitor
can be expressed as QC = V 2

i /XC , where XC is the capacitive reactance. To derive
the boundary voltage stability condition, the impedance equivalent is derived first,
as shown below.

Z ′ = ZL ||ZC = j XL(− j XC )

j XL + (− j XC )
= j

XL XC

XC −XL
(3.32)

Alternatively, with the nominal reactive power of the capacitor QCnom =V 2
inom

/XC ,
the expression for the magnitude of the impedance can be rewritten as follows.

Z ′ = XL XC

XC −XL
= XL

1−XL/XC
= XL

1− XLQCnom

V 2
inom

(3.33)

The new Thevenin’s source voltage equivalent is derived utilizing the voltage
divider principle.

V ′
s = Vs

Z ′

Z
= Vs

1

1− XLQCnom

V 2
inom

= Vs

1− fc
(3.34)

fc = XL

XC
= XLQCnom

V 2
inom

(3.35)

By inserting Equations (3.33) and (3.34) into Equation (3.27), the analytical
expression of the maximum active power transfer in the presence of a shunt
capacitor is derived.
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Pmax = 1

X
Vi Vs

√
1−

(
1

2

Vs

Vi (1− fc )

)2

(3.36)

The necessary reactive power provided at the bus i is calculated by combining
Equations (3.33) and (3.34) with Equation (3.28).

QP=Pmax = 1− fc

X

[
V 2

i − 1

2

(
Vs

1− fc

)2]
(3.37)

This dependence is visualized in Figure 3.9 (Ssc =Vi = 1pu). The Y-axis depicts the
maximum power transfer, while the X-axis shows reactive power compensation. For
no compensation, the maximum power transfer equals 0.866 pu, as expected based
on Equation (3.30). However, with additional reactive power compensation, the
maximum power transfer drops. For illustrative cases with capacitor’s reactive power
QCnom = 0.1(0.25)pu, the maximum power drops to 0.8315 (0.7454) pu, respectively.

Figure 3.9.: Maximum power transfer as a function of shunt compensation
normalized by the short-circuit capacity (Ssc =Vi = 1pu).

To understand these effects, two aspects are important. Firstly, capacitors increase
system impedance, as per Equation (3.33). This reduces system strength. However,
they also boost the voltage by injecting reactive power, which increases system
strength. Figure 3.9 shows the comparison for the same voltage level, i.e. given the
same voltage, the bus with less compensation needed to achieve that voltage is the
stronger bus. If it is, however, assumed that adding a capacitor would increase the
voltage, the maximum power transfer could increase. To showcase this, two cases
are considered and visualized using Equation (3.36). The first case is with a nominal
voltage Vi = 1pu, and the second one is with an assumption that the shunt capacitor
boosts the voltage to Vi = 1.1pu. The results are shown in Figure 3.10.
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Figure 3.10.: Maximum power transfer as a function of shunt compensation. Impact
of a different operating voltage.

In this case, adding a capacitor increased the maximum power transfer from 0.866
to 0.875pu. However, to maintain voltage stability, the operating voltage had to be
increased from Vi = 1 to Vi = 1.1pu. If the voltage remains the same, the maximum
power transfer would decrease to 0.745pu

Therefore, shunt capacitors have two opposing effects on system strength. Firstly,
they increase system impedance, as per Equation (3.33), which has a negative effect
on system strength. However, they also increase the operating voltage by providing
reactive power, which has a positive effect on system strength. Which effect would
be dominant depends on the system parameters. This can be accurately evaluated
using Equation (3.36). Simplified approximation methods such as ESCR ignore these
intricacies and may therefore over- (under-) estimate system strength.

This analytical approach can be expanded to include other shunt-connected
reactive power elements such as reactors, Static VAR Compensators (SVCs), and
Static Synchronous Compensators (STATCOMs). This remains a topic for future work.

IMPACT OF THE X/R RATIO ON SYSTEM STRENGTH

Lastly, it is hereby explored how the X/R ratio affects maximum power transfer
and associated system strength. If R ̸= 0, Equation (3.20) is no longer valid, and
Equations (3.18) and (3.19) should be used. However, the boundary condition
defined by Equation (3.25) is still applicable, as it is derived for any R. Therefore,
Equation (3.25) is integrated into Equations (3.18) and (3.19). For simplicity, M and
N are defined, keeping in mind the θmax derived in Equation (3.25), as well as the
mentioned trigonometric identity.

M = V 2
i −Vi Vs cos(θmax ) = V 2

i − V 2
s

2
(3.38)
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N = Vi Vs sin(θmax ) = Vi Vs

√
1−

(
1

2

Vs

Vi

)2

(3.39)

Boundary active power transfer and its corresponding necessary reactive power
can now be expressed as follows.

Pmax(R ̸=0) = αM +βN (3.40)

Pmax(R ̸=0) = R

Z 2

(
V 2

i − V 2
s

2

)
+ X

Z 2 Vi Vs

√
1−

(
1

2

Vs

Vi

)2

(3.41)

QP=Pmax(R ̸=0) = βM −αN (3.42)

QP=Pmax(R ̸=0) = X

Z 2

(
V 2

i − V 2
s

2

)
− R

Z 2 Vi Vs

√
1−

(
1

2

Vs

Vi

)2

(3.43)

From Equation (3.40), the boundary transfer is increased by αM , implying that
system strength increases with R > 0. However, careful observation reveals that
the expression βN is not the same as Equation (3.27) due to X ̸= |Z |. The
impact of resistance, therefore, becomes more intricate. To shed light on this,
Figure 3.11 plots the dependence Pmax(R ̸=0) = f (X , X /R), with the X-axes depicting
the system reactance X and the X /R ratio. For X ≈ 1 and R ≈ 0 (X /R →∞), the
maximum power transfer equals 0.866, in line with Equation (3.27). However, the
function Pmax(R ̸=0) = f (X ) reaches a maximum for X = 0.866 (X /R = 1.7321). Hence,
decreasing the X /R ratio from a high value to 1.7321 increases the maximum power
transfer from 0.866 to 1 per unit (from right to left red dot in Figure 3.11).

Figure 3.11.: Maximum power transfer as a function of the X/R ratio.
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However, the relationship is concave, with a peak. In other words, Pmax(R ̸=0) drops
with a further decrease of the X /R ratio. In a fully resistive system, maximum power
transfer drops to only 0.5pu. The derived analytical expressions for Pmax(R ̸=0) and
QP=Pmax(R ̸=0) are validated with numerical simulations in the next section.

The question arises whether the ratio X /R = 1.7321 is a constant parameter that
allows for peak maximum power transfer in every case. The answer is no, as the peak
ratio will depend on the operating voltage Vi . This is demonstrated in Figure 3.12,
by plotting the Pmax(R ̸=0) = f (X , X /R) dependence for typical operating voltage range
Vi = [0.9−1.1]pu.

Figure 3.12.: Maximum power transfer as a function of the X/R ratio and the
operating voltage Vi .

From Figure 3.12, the maximum active power transfer occurs at X /R = 1.381(2.415)
for Vi = 0.9(1.1)pu. Therefore, the optimal X /R ratio for peak maximum active
power transfer takes a value in the range X /R = [1.381−2.415], depending on the
steady-state operating voltage. The commonly made assumption that a relatively
larger resistance increases maximum power transfer capability is hence only valid up
to a point, after which the opposite occurs.

DEFINITION OF THE EXCESS SYSTEM STRENGTH (ESS) METHOD

In Chapters 2 and 3, it is shown that SCR and SCR-based methods are incomplete
and may significantly overestimate system strength. In this section, a new method
for system strength evaluation is introduced, based on the analytical description of
the voltage collapse boundary obtained in the previous section. The Excess System
Strength (ESS) method is hereby introduced. It is defined in Equation (3.44), based
on the perceived balance of system strength supply and demand, normalized by the
bus short-circuit capacity Ssc , as per Equation (3.4), calculated for V =Vnom .

ESS = SSsuppl y −SSdemand

Ssc
(3.44)
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ESS directly quantifies steady-state system strength. For the bus to maintain
voltage stability, there should be an excess of system strength available.

ESS > 0 −→ SSsuppl y > SSdemand (3.45)

The supply of system strength is defined as the maximum possible power transfer
at the bus, considering impedance, capacitors, and X /R ratio. Therefore, equations
Equations (3.27), (3.36) and (3.41) are to be used for Pmax . Equation (3.47)
exemplifies this for conditions assumed in Equation (3.27).

SSsuppl y = Pmax ; SSdemand = PI BR −PL (3.46)

ESS = 1

Ssc

 1

X
Vi Vs

√
1−

(
1

2

Vs

Vi

)2

−PI BR −PL

 (3.47)

System operators can use the normal operating range of voltages Vi (e.g. 0.95
- 1.05 per unit) and expected load and generation profiles to derive the operating
system strength values for each IBR bus of interest. This information can be used to
determine the maximum renewable generation that can be injected into a bus and
transported to the rest of the system in a (steady-state) stable and secure manner.
Furthermore, the impact of the RES collector network, filters, and selected N-1 (N-2)
contingencies can be easily incorporated into the impedance value.

ESS NUMERICAL SIMULATIONS

The ESS method is hereby tested against two common single-IBR system strength
evaluation methods, SCR and ESCR. A simple model as shown in Figure 3.13 is
simulated in DIgSILENT PowerFactory 2022. The IBR is modelled using the standard
IEC Wind Generator Type 4B model [37].

~ IBR

VS = 150 kV Vi∠θ P, Q

PL

|Z| = 10 Ω

Xc

Ssc = 2250 MVA

R+jX
Thevenin

source

Figure 3.13.: IBR connected to a grid represented by Thevenin’s equivalent.

Figure 3.14 shows 20 scenarios selected to reflect various operating conditions. In
cases A1-A3, methods are compared on a system with PL = 0, XC = 0, and R ≈ 0. For
case A1, 1000MW is transferred. Both SCR and ESS indicate voltage stability, which
is validated by simulations. Note that the ESS value indicates that an extra 948.5MW
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can be transferred (42.16% of Ssc ) which is also the boundary voltage stability
condition in simulations. When the power increases to the boundary (1948.5MW)
SCR remains larger than 1, incorrectly indicating that more power can be transferred.
Meanwhile, ESS is near 0, correctly indicating the boundary condition. If the power
increases further by only 1.5MW (A3), the voltage collapses. This is accurately
predicted by a negative ESS, while SCR is still larger than 1, overestimating system
strength. SCR implies that 2250MW can be transferred, equal to Ssc . However, as
per derivations in Section II, this is technically unfeasible due to voltage instability.

Simulations B1-B4 explore the impacts of the operating voltage. For case B1,
which is the same as A1 with 1000MW, but now with Vi = 0.95pu, SCR has the
same value as in A1. Thus, SCR is insensitive to the change in voltage as it is
typically calculated with nominal values. In contrast, ESS is 0.3633, indicating an
extra 817.5MW of capacity available (36.33% of Ssc ). By increasing power to the
boundary condition, it is found that precisely 1817.5MW is the maximum power
transfer (MPT) at Vi = 0.95pu, as predicted by ESS. Meanwhile, SCR is still larger
than 1 (1.238), wrongly indicating that the system is far from a voltage collapse. If
the power experiences further increase (B3), a voltage collapse occurs, as predicted
by negative ESS. SCR is, however, still positive, overestimating system strength. In
case B4, the operating voltage is increased to Vi = 1.15pu. Here, simulations show
that the MPT is 2330MW i.e. more than what SCR suggests. Therefore, SCR can also
underestimate system strength by not taking into account the operating voltage. ESS
is conversely able to pinpoint the MPT, correctly considering the impact of Vi .

In cases C1 (C2), a 400MW (600MW) load is introduced. Based on the boundary
voltage stability results, the MPT is 2348.5MW (2548.5MW), respectively. This
is equal to case A2 with the addition of load, as predicted by Equation (3.31).
Therefore, while SCR labels these cases as unstable, ESS correctly characterizes them
as boundary cases. In other words, ESS is, unlike SCR, able to accurately consider
the positive impact of load on steady-state system strength and stability limits.

Simulations D1-D3 show how capacitance impacts system strength. A shunt
capacitor with QCnom = 250MVAr is added, and system strength is evaluated for
three different voltages. In case D1, the MPT for Vi = 1pu is found in simulations.
In this case, SCR overestimates system strength, while ESCR, designed to consider
capacitors, performs better. However, it still inaccurately indicates that there is some
power transfer margin left. ESS locates the boundary condition accurately, as per
Equation (3.36), perfectly matching simulations. In cases D2 and D3, simulations
are repeated for Vi = 0.9(1.1)pu, respectively. ESCR is unable to accurately find the
boundary condition, overestimating (underestimating) system strength in D2 (D3).
On the other hand, ESS is again able to precisely match the boundary condition,
and thus perform much better in the presence of a shunt capacitance.

Finally, cases E1-E8 show the impact of resistance on system strength. Cases E1-E3
show the operation for the ratio X /R = 10. For case E1, one already sees a problem
for SCR, as it is equal to case A1, where R ≈ 0. Meanwhile, ESS predicts that an
extra 1050.75MW (46.7% of Ssc ) of transfer is possible before voltage collapse (note
the difference with case A1). Indeed, simulations confirm that 2050.8MW is the
boundary condition for voltage stability, as seen from case E2. If power is increased
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Operating 

scenario

𝑷𝑰𝑩𝑹
[MW]

𝑸𝑰𝑩𝑹
[MVAr]

𝑽𝒊
[kV]

𝜽
[deg]

𝑷𝑳
[MW]

𝑸𝑪𝒏𝒐𝒎

[MVAr]
𝑿/𝑹 𝑺𝑪𝑹 𝑬𝑺𝑪𝑹 𝑬𝑺𝑺

Voltage 

collapse

A1 1000.0 234.5 150.0 26.39 0 0 inf. 2.250 - 0.4216 No

A2 1948.5 1124.9 150.0 59.99 0 0 inf. 1.154 - ≈ 0.001 Boundary

A3 1950.0 - 150.0 - 0 0 inf. 1.153 - -0.0006 Yes

B1 1000.0 142.5 142.5 27.89 0 0 inf. 2.250 - 0.3633 No

B2 1817.5 905.6 142.5 58.23 0 0 inf. 1.238 - ≈ 0.001 Boundary

B3 1850.0 - 142.5 - 0 0 inf. 1.216 - -0.0144 Yes

B4 2330.0 1850.3 172.6 64.15 0 0 inf. 0.965 - ≈ 0.001 Boundary

C1 2348.5 1124.9 150.0 59.86 400 0 inf. 0.958 - ≈ 0.001 Boundary

C2 2548.5 1124.9 150.1 59.87 600 0 inf. 0.882 - ≈ 0.001 Boundary

D1 1860.3 734.3 150.1 55.71 0 250 inf. 1.209 1.075 ≈ 0.001 Boundary

D2 1722.5 539.37 142.5 53.68 0 250 inf. 1.306 1.161 ≈ 0.001 Boundary

D3 2126.9 1154.3 165.0 59.21 0 250 Inf. 1.057 0.940 ≈ 0.001 Boundary

E1 1000.0 126.9 150.0 25.89 0 0 10 2.250 - 0.4670 No

E2 2050.8 925.5 150.0 59.93 0 0 10 1.097 - ≈ 0.001 Boundary

E3 2055 - 150.0 - 0 0 10 1.094 - -0.0018 Yes

E4 2131.3 721.0 150.0 59.99 0 0 5 1.056 - ≈ 0.001 Boundary

E5 2245.9 134.8 150.0 59.95 0 0 2 1.002 - ≈ 0.001 Boundary

E6 2173.3 -582.3 150.0 59.91 0 0 1 1.035 - ≈ 0.001 Boundary

E7 1683.8 -697.4 135.1 56.19 0 0 1 1.336 - ≈ 0.001 Boundary

E8 3188.4 -429.2 165.0 62.91 500 0 1 0.706 - ≈ 0.001 Boundary

Figure 3.14.: Simulation results for the system in Figure 3.13 comparing different
system strength metrics over various operating scenarios.

further (E3), a voltage collapse occurs. SCR fails in evaluating this, while ESS predicts
the voltage collapse point accurately. Simulations E4-E6 evaluate the impact of the
X /R ratio on power transfer. When the ratio decreases from 10 to 5 (E2 to E4),
the MPT is increased. The same occurs when the X /R ratio is decreased to 2 (E5).
However, when the X /R ratio further decreases to 1 (E6), the MPT in simulations
decreases, as predicted in Figure 3.12. Therefore, the expressions for ESS correctly
evaluate the intricate impact of the X /R ratio on system strength, as per E1-E6.
Meanwhile, SCR falls short in determining the MPT as it does not consider the X /R
ratio. This is emphasized further in cases E7 (E8), where Vi = 0.9(1.1)pu, with a
500MW load PL in the latter case. SCR significantly over- (under-) estimates system
strength in these two scenarios. Conversely, ESS once again precisely matches the
boundary voltage collapse point found in numerical simulations.

These simulations verify the analytical results derived in Section 3.3 and show
that ESS is a much more accurate measure of the steady-state system strength.
SCR (ESCR) can significantly over- or under-estimate system strength, as they are
designed for synchronous generation, and are also unable to accurately take into
account impacts of voltage, loads, capacitors, and X /R ratio. Meanwhile, the
accuracy of ESS is numerically demonstrated, in line with the detailed analytical
expressions for maximum power transfer. Therefore, it can be concluded that ESS
is a more accurate and more suitable measure of steady-state system strength to be
used in modern power systems in terms of voltage stability limitations.

IMPACT OF MULTIPLE IBRS ON THE ESS METHOD

The analysis shown in the previous subsection deals with a single-IBR-system
scenario. ESS does not directly consider the impact of multiple IBRs. However, it
does so indirectly. Since the goal of ESS is to locate the steady-state voltage stability
boundary, any nearby IBR (replacing SG) will be reflected in system impedance and
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operating voltage, both of which are considered by ESS. Moreover, in case another
IBR is directly (or very closely) connected to the busbar being analyzed, it will be
reflected in SSdemand considered in Equation (3.44).

Nevertheless, more nearby IBRs will result in more chance of converter interactions.
This is not something that ESS can evaluate in its current form, and it is not
designed to do so. If an approximation is needed, combining ESS (as an accurate
voltage sensitivity metric) with a number that quantifies the local penetration of
IBRs in an area (e.g. PER or SNSP)15 may be a useful screening method for
converter interaction issues. Furthermore, control parameters with a dominant role
in converter interactions (e.g. of PLL and inner current control loop) could be
incorporated into the screening method. This remains a topic of future work.

Instead, this thesis tackles oscillations and converter interactions analysis and
predictions from a different data-driven perspective, discussed in Chapter 5.

3.4. DYNAMIC-STATE SYSTEM STRENGTH
All the analyses so far dealt with the steady-state operation of power systems, i.e.
small disturbances. Dynamic-state system strength deals with the dynamic state
operation of power systems, i.e., once the system is subjected to large disturbances.
This means the operation can be highly non-linear, and short-term (transient)
stability and faster voltage interactions play an important role.

While all the factors relevant to steady-state system strength also apply to
dynamic-state system strength, several additional factors are fundamentally different,
as listed in Figure 3.4.

• Non-linearity of modern grids

For conventional systems, the Thevenin impedance derived in steady-state
conditions is not meaningfully affected by the intensity of the disturbance. The
impedance is instead primarily related to the inherent physical characteristics of
synchronous machines and passive grid components. Therefore, the assumed grid
linearity holds true for both small and large disturbances.

This situation is different in IBR-dominated grids. Instead of underlying physics,
IBR response is primarily driven by the applied controls and power electronics
thermal limitations. The system can no longer be linearized, as impedances change
with the controls (often discretely), which respond differently to various changes
in voltage, especially if the converter’s thermal limits are reached [39]. This is
mathematically explored in [40], where impedance mapping is introduced. The
analysis shows that the system impedance of modern systems is not a single value,
but a non-linear spectrum of values based on the operating point. Moreover, this
non-linearity leads to non-differentiability in the complex space, i.e. V/I relationship
is not analytical (holomorphic). Therefore, a deterministic analytical method does
not seem to be derivable. This is a challenge that requires further research to
describe grid non-linearity and its impact on dynamic-state system strength. The

15PER - Power Electronics Ratio [5], SNSP - System Non-Synchronous Penetration [38].
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system linearization applied in the steady-state analysis is therefore inaccurate in the
(post-)disturbance operation of modern systems, more so as the share of IBRs rises.

Instead of using an analytical approach, an alternative is to evaluate dynamic-state
system strength numerically via dynamic simulations. This is explored in Chapter 5.

• Large-signal stability of control loops

Weak grid operation during and after large disturbances is a major and distinctive
challenge for IBRs. During faults, the voltage waveform, which the control loops
of IBRs rely upon, can be notably disrupted. In IBR-dominated systems, faults
induce larger voltage angle jumps and rate of change of frequency (RoCoF), due to
the reduction of system strength and inertia, respectively (see Chapters 2 and 3).
This poses risks to the transient stability of IBR control loops16 and may lead to
oscillations, disconnections, and converter-driven instability [41]. Such events stress
a grid further, inducing vulnerability to fault cascading. This is explored in Chapter 4.
Finally, with more IBRs in a grid, the likelihood of post-disturbance interactions
increases, especially in weaker grids. To evaluate the large-signal stability of IBR
control loops, steady-state methods are often insufficient17, and more advanced
methods (e.g. see [44–46]) or dynamic simulations are typically required.

• Maloperation and unintentional disconnections

It is common that some IBRs may exhibit undesired fault-ride-through (FRT)
behaviour and enter momentary cessation mode or even disconnect during (or
following) a disturbance. As grids weaken, voltage deviations are amplified, which
makes FRT compliance more difficult. Furthermore, IBRs may also be (incorrectly)
disconnected due to protection maloperation, which is much more likely in
IBR-dominated grids [12, 47]. Inverter blocking or disconnection is particularly
concerning as it tends to happen during severe disturbances, where a power system
is already very vulnerable, exacerbating the issue. The recent experience with
massive IBR disconnections in the (post-)fault period stresses the importance of
this (see Table 1.1). AEMO showed that there is a strong correlation between fault
intensity and the amount of distributed IBRs likely to trip [48]. The MIGRATE project
demonstrates that the loss of devices in the FRT period is one of the key stability
challenges for European TSOs [9]. Furthermore, dynamic load (post-)fault behaviour
may contribute to the probability of nearby IBR disconnection by introducing FIDVR
or other complex voltage deviations. This will be explored more in Chapter 4.
Therefore, it is prudent to assume that some IBRs will not operate as expected,
particularly in weaker grids, which effectively reduces dynamic-state system strength.

• Modelling considerations

In comparison to steady-state system strength which can be generally evaluated
analytically or by performing power flow and RMS simulations, dynamic-state

16Note that IBR transient stability is fundamentally very different than the transient stability of
synchronous machines, which is an electromechanical phenomenon related to rotor angles.

17Nevertheless, a promising approximation/screening method is suggested by EPRI in [42, 43].
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system strength is much more difficult to evaluate. It requires advanced models of
generators and their control parameters for operation during and after disturbance,
as well as more detailed (dynamic) load models. Consequently, it is necessary to
use advanced RMS models [49] and support the analysis with more detailed EMT
models when necessary [50].

3.5. CONCLUDING REMARKS
The main sources of system strength, synchronous generators, become more scarce.
As systems evolve to include more renewable generation, the importance of accurate
system strength evaluation in progressively weaker grids is only increasing. Failure to
properly quantify system strength may result in voltage instability or converter-driven
interactions, or alternatively, in sub-optimal and expensive decisions in grid
operation and planning. These can include unnecessary and expensive curtailments
of renewable generation or sub-optimal placement of grid-strengthening equipment
(e.g., synchronous condensers, FACTS devices, grid-forming controls).

This chapter presented a comprehensive discussion and analysis of system strength
in conventional and modern power systems. The underlying concept of system
strength and the fundamental physical principles that describe it are explained.
A new definition and a new classification are proposed that carefully reflect the
multilayered complexity of system strength. Furthermore, the existing system
strength methods are rigorously examined and their limitations in modern power
systems are revealed and highlighted.

To overcome some of the discovered limitations, a new steady-state system
strength method is proposed, based on a rigorous analytical derivation of IBR
maximum active power transfer. Unlike the existing SCR-based methods that rely on
equations describing synchronous machines, the proposed method is derived to be
also applicable to IBRs. Furthermore, the method accurately takes into consideration
operating voltage, loads, capacitors, and X/R ratio. Simulation results confirm
superior performance in identifying the power transfer margin and the static voltage
collapse point. The method can be used as a replacement or a complement to
SCR-based methods for a more accurate evaluation of system strength and voltage
stability limits in a variety of operating scenarios. This ultimately allows for more
robust renewables integration planning, as well as operational screening for weak
buses with potential voltage instability risks where mitigation measures may be
necessary. For future work, the new method can be expanded to consider the topic
of small-signal stability limits and converter-driven interactions.

The challenges of steady- and dynamic-state system strength presented in this
section are fundamentally different. Consequently, the system may be strong in the
steady state, but simultaneously exhibit dynamic-state weakness, further justifying
the need for the new classification. This requires a tailored evaluation approach and
a need for innovative solutions to tackle all the present and emerging challenges.
Some of the aspects not covered in steady-state system strength and voltage stability
evaluation are extensively explored in the following two chapters that focus on the
dynamic behaviour of modern power systems during and after large disturbances.
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4
SHORT-TERM STABILITY WITH DER

AND DYNAMIC LOADS

Great things are done by a series of small things brought together.

- Vincent Van Gogh, Dutch Painter (1853-1890)

The number of Distributed Energy Resources (DER) and dynamic loads is
increasing rapidly in modern power systems. Their aggregated effects on power
system dynamics are, however, still insufficiently explored. Consequently, such
effects are typically not appropriately considered when evaluating overall system
stability, strength, or (voltage) resilience. Nevertheless, it is expected that the
further proliferation of DERs and dynamic loads will lead to more pronounced
distribution-transmission grid interactions in the future. This results in a stronger
need to model and analyze distribution systems when evaluating the stability,
resilience, and strength of modern power systems, discussed in previous chapters.

This chapter aims to improve the understanding of modern distribution-
transmission interactions related to short-term stability. Moreover, it emphasizes
the importance of a more accurate representation of DERs and dynamic loads
when performing stability analyses and dynamic-state system strength evaluations.
Following a short introduction to modern distribution systems, a comprehensive
fundamental analysis is performed to reveal the impacts of DER and dynamic loads
on short-term instability, with a particular focus on voltage stability. Based on
generated big data by performing a substantial number of dynamic simulations
automatically, the instability effects are extensively explored from several perspectives:
i) the type and amount of dynamic load, ii) the penetration of DERs, and iii) DER
control strategies. Finally, the key aspects and parameters of distributed generation
and dynamic load affecting the overall system stability and strength are revealed.

Parts of this chapter have been published in peer-reviewed articles and/or conference proceedings.
See The List of Publications section for more details.
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4.1. MODERN DISTRIBUTION NETWORKS
DERs are spreading rapidly in power systems worldwide. This trend, discussed in
Chapter 1, is primarily initiated by the small- and mid-scale solar PV and wind
generation, scattered across the system and typically connected to the distribution
grid. As a consequence, transmission grid operators, responsible for power system
stability and resilience, have very little observability or control over such units. As
their number and generation capacity rise relative to the controllable and observable
synchronous generation, so does their impact on the overall system dynamics and
stability. This impact is further amplified if system strength is low.

Some cases of DER impact on stability have been exemplified in Table 1.1, where
a simultaneous (mal)operation or disconnection of a large number of DERs notably
impacts the severity of the disturbance and the ability of the system to recover. For
instance, the Australian blackout event became more severe due to the failure of
wind farms to ride through [1]. Moreover, the recent event that led to a blackout
in the United Kingdom was negatively impacted by more than half a gigawatt of
DER loss [2]. Another known example occurred in Germany, the so-called flapping
(also known as the 50.2 Hz problem), where numerous DERs would simultaneously
connect and disconnect due to their shared overfrequency disconnection settings,
resulting in frequency oscillations [3]. Further studies and examples of DERs’ impact
on stability can be found in [4–11]. In general, as DER penetration rises, their impact
on system stability is expected to rise accordingly. Figure 4.1 illustrates this further.

Figure 4.1.: Trajectory of system challenges with an increasing share of DERs [12].

When the penetration of DERs is small, this is generally not a problem, and any
effects are limited to the surrounding low- and medium-voltage networks. Typical
challenges at this stage are related to local protection coordination, power quality,
and steady-state overvoltages [13, 14]. However, as DER penetration rises, as
illustrated by moving up in Figure 4.1, issues begin to arise further in the grid, for
instance in the distribution-transmission interface. Finally, once systems begin to
reach high DER penetration levels, the bulk power system stability is also directly
impacted by the commonly unobservable and uncontrollable DER units’ operation.
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An important aspect of DERs operation is their Fault Ride Through (FRT)
capability. FRT is typically a part of the grid code, which describes the operation
that each generating unit, including DERs, should exhibit in a steady and dynamic
system state. Two common ride-through criteria are voltage ride-through (VRT) and
frequency ride-through. As this thesis primarily focuses on voltage stability and
resilience, the VRT concept is of more importance and is described further.

VRT describes the set of demands for the capability of electric generators to
stay connected to the grid in short periods of voltage deviations. VRT typically
comprises low-voltage ride-through (LVRT) and high-voltage ride-through (HVRT). A
typical VRT voltage-time characteristic is illustrated in Figure 4.2. Depending on the
intensity of the voltage drop and its duration, generating units are either obliged to
stay connected (yellow region)1 or allowed to disconnect (pink region). As countries
(regions) have their specific grid codes, the exact characteristics can differ [15–19].

Figure 4.2.: Typical Voltage Ride Through (VRT) characteristic [20].

Coincidentally with the proliferation of DER, the number and complexity of
dynamic loads are also growing. As discussed in Chapter 1, the small and
large industries are shifting from fossil-powered to electrified, resulting in many
complex and power-intensive motors. Furthermore, with the improvements in power
electronics, the number of variable frequency drives and electronic loads is also
increasing. The power system demand behaviour hereby changes, resulting in a
higher impact on system dynamics and stability [21–23]. Additionally, as both
dynamic loads and DERs are located in distribution grids, their interactions and
mutual impact on grid stability increase in complexity and importance as well [24].

The two described trends of DER and dynamic load rise lead to increasingly
intricate and relevant impacts of modern distribution systems on the overall system
dynamics and stability. Short-term stability, discussed in Chapter 2, consequently
becomes one of the major issues that modern power systems face. It is therefore
of the uttermost importance to comprehensively analyze the impacts of DERs and
dynamic loads on short-term stability, while also considering the large number
of components and possible control parameters that define their operation. The
following sections present a comprehensive analysis in this direction.

1And possibly support the grid with (re)active current injection, depending on grid codes.
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4.2. IMPACT ANALYSIS ON SHORT-TERM STABILITY
To shed more light on the impact of dynamic loads and DERs on the short-term
stability of a bulk power system, with a specific focus on voltage behaviour and
stability, a comprehensive analysis is performed with the results depicted in this
chapter [24]. The test system description and the methodology are described first,
followed by the numerical results and comprehensive discussion.

4.2.1. TEST SYSTEM DESCRIPTION

Various test grids for stability studies are available in the literature. Nevertheless,
the IEEE Test System for Voltage Stability Analysis and Security Assessment [25]
represents one of the most comprehensive generic test grids for voltage stability
studies. The grid model contains all the necessary specifications for a realistic
dynamic response representation. Furthermore, the dynamic constraints this system
experiences during simulations are precisely in terms of voltage stability [26]. Hence,
this model is, at present, extensively used for voltage stability research. The main
characteristics of the system are listed in Table 4.1, with more details shown in the
Appendix A and further in [25–27].

Table 4.1.: Characteristics of the system in Figure 4.3 [26].

Nominal frequency (Hz) 50
Number of buses 74
Number of lines 50

Number of transformers 52
Number of generators 19

Number of sync. condensers 1
Number of loads 22

Number of shunt elements 11

Total Generation (MW) 11506
Total Load (MW) 11060

The basic system is enhanced for this study by introducing advanced load models
in the central area of the system, the WECC Composite Load models. The part of
the grid is chosen due to the fact that a great amount of the load is located in
this area, and the dynamics of the area itself are the most prone to trigger voltage
instability, as explained in [25–27]. Furthermore, DER units based on the advanced
DER-A model are introduced in the central area as well. These two load and DER
models are described in more detail further in the chapter.

This enhanced grid model creates conditions to comprehensively analyze the
effects and mutual interactions of DER penetration and dynamic load presence on
the short-term stability of the bulk power system. The system’s diagram and the
locations where load and DER models are introduced are shown in Figure 4.3, while
the details of the changes are enlisted further in the chapter.
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400 kV
220 kV
130 kV

Figure 4.3.: IEEE Test System for Voltage Stability Analysis and Security Assessment.
Blue circles indicate the locations of the WECC composite load and
DER-A models additions.

The dynamic load and DER additions and their dynamic models are introduced
further in the following subchapters, with more details in Appendix B.
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DYNAMIC LOAD MODELLING

Load modelling is an important part of power system studies and it attracts a lot
of research attention. It is impractical to model every load accurately, as this will
impose two issues. Firstly, the low feasibility due to the data uncertainty and
unavailability, and secondly, even if the loads are accurately modelled, the complexity
and size of the whole model would be unmanageable for any practical bulk power
system simulations. Hence, a trade-off should be found in having enough precision
for the study in question, but with a limited level of complexity.

Modern distribution systems contain an increased number of complex dynamic
loads such as induction motors and electronic loads. However, at present, the
models used for analyses are often still very basic, even for dynamic studies [21, 22].
Hence, the path of lower complexity and therefore lower precision is often chosen.
These simplifications often neglect major dynamic interactions occurring in modern
distribution systems, which can significantly affect the bulk power system and its
stability, as will be demonstrated in this chapter.

To achieve both high fidelity for dynamic studies and a relatively low level of
complexity, aggregated load models are used. One of them is the Western Electricity
Coordinating Council (WECC) Composite Load Model, which is presently one of the
best models for such a task. The model was initially developed in 2012 and since
then it has been repeatedly updated and validated [28, 29]. The simplified schematic
structure of the model is shown in Figure 4.4.

M

M

M

M

Electronic

Static

A

B

C

D

MVHV
Feeder

Figure 4.4.: WECC Composite Load model diagram with various types of load.

Its ability to take into account various compositions of the load, allowing more
precise dynamic response modelling, makes this model very attractive. Furthermore,
its complexity is kept at a reasonable level, resulting in great interest from both
academia and industry. The system contains a feeder representation, several types
of motors, an electronic load, and a static load. More information about this can
be found in [28–30]. The share of different load types is adjustable to any particular
case or system. The model used in this thesis is the WECC Load Model from
DIgSILENT PowerFactory 2020 SP2A [31], described further in the Appendix B. The
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analysis utilizes default parameter values, whilst the share and penetration of each
of the motor types are varied throughout the simulations, as will be demonstrated in
the results section. More information about parametrization and uncertainty can be
found in [32, 33], as this falls beyond the scope of this work.

The motors of types A, B, and C are utilized in the model to represent different
types of three-phase motors. Model A represents low inertia induction motors driving
constant torque load, e.g. compressor motors. Model B represents induction motors
with high inertia, driving quadratic torque loads, e.g. ventilation systems. Model
C represents low inertia induction motors driving quadratic torque loads, such as
centrifugal pumps. Finally, Model D represents single-phase induction motors, e.g.
A/C units. More information about the motor types can be found in [28–30].

DER DYNAMIC MODELLING

Except for the load effects on short-term stability, a strong impact on modern
grids is caused by the integration of distributed generation in distribution grids
[5]. Since most DERs are coupled with the grid using an inverter, their dynamic
behaviour is largely dominated by the control strategy rather than the generation
unit specifics. DERs come in various types and with several possible control
strategies. Furthermore, their distribution all over the network makes them very
hard to model and incorporate in analyses. As accurate models are computationally
time-consuming and difficult to develop, the use of aggregated models is the viable
way to take into account the DER effects in a larger system study [34]. One
of the most advanced aggregated DER models to date is the DER-A model. In
comparison to its predecessor, the PVD1 model, DER-A has enhanced abilities to
represent various control strategies and LVRT operation, while exhibiting a lower
overall complexity. The detailed model diagram of the DER-A model is given in
Figure 4.5. Further information can be found in the Appendix B and in [30, 35–38].
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Figure 4.5.: Diagram of the DER-A model [30].

The parameterization of the model for the purposes of this thesis is shown further
in the chapter and in Appendix B.
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4.2.2. METHODOLOGY

Short-term stability and its evaluation are described extensively in Chapter 2. The
flowchart in Figure 4.6 describes the methodology developed as a basis of the
performed analysis in this chapter. The algorithm begins with the scenario selection
and simulation initiation, shortly followed by the fault inception and fault clearing.
The scenarios are described further in the results section.

Scenario selection and 
simulation initiation 

Duration 𝑡𝑠𝑖𝑚 = 8𝑠

Fault Inception
Three-phase fault at

t = 1s

Fault Clearing
t = 1.1s

Transmission buses 
voltage monitoring

from t > 3s

Is the voltage 
threshold exceeded?

𝑉𝑖(𝑡) > 1.2 𝑝𝑢 𝑉𝑖(𝑡) < 0.8 𝑝𝑢or

for 3s > t > 8s
= {1041, 1042, 1043, 

1045,  4041, 4042, 4043, 
4046, 4047, 4051}

Yes

No

System is short-term stable
Instability = 0

System is short-
term unstable

Instability = 1
𝑖

Figure 4.6.: A flowchart of the methodology for short-term stability evaluation of
transmission buses from the central area of the system in Figure 4.3.

Throughout this process, the transmission bus voltages are monitored continuously.
Once the voltage values are obtained for the full simulation time (8 s), their values
are analyzed to check whether they surpassed the upper or lower set thresholds
(1.2 and 0.8 per unit, respectively). If at least one of the monitored voltage values
is outside of the defined thresholds at any moment after 3 s (t f +2), the system is
considered unstable. The value of 3 s is chosen to avoid initial fault-induced voltage
variations, which could lead to incorrect categorization of the results. The buses in
vector i selected for analysis are taken as major transmission buses in the central
area of the grid, which allows capturing most of the central region dynamics.

To clarify this methodology further, Figure 4.7 shows examples of short-term stable
and unstable cases, respectively.

Black horizontal lines represent the utilized thresholds, which should not be
surpassed. In other words, all voltages should stay in the zone in between the black
lines for short-term stability to be preserved. The left plot in Figure 4.7 shows a case
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of stable operation, whilst the right plot shows a case where the system is short-term
unstable. As extensively discussed in Chapter 2, the short-term instability can be
experienced either as a sharp drop in voltages, unsustainably low post-fault voltages,
or as undamped voltage oscillations that eventually lead to a voltage collapse (see
Figures 2.11 and 2.12). The shown plots in Figure 4.7 are two exemplifying cases
of low (left) and high (right) amounts of dynamic load present in the grid and
its influence on short-term instability. Extensive analysis in this regard will be
demonstrated and explained in the next section.

Figure 4.7.: Examples of the methodology applied in the study. The left figure
represents a stable case, and the right figure is an unstable one.

It should be noted that these thresholds are not perfect and that some events
will be incorrectly categorized. These conditions should instead be thought of not
as a definite short-term instability evaluation, but as an approximation framework
that will allow automatic risk-of-instability check. Failure to fulfil the presented
conditions can be also thought of as an imminent threat to short-term stability, i.e.
a system being in severe danger of short-term instability. Nevertheless, most of the
events will indeed be properly categorized since the majority of grids would not be
able to recover from such high- or low-voltage situations in the HV grid without
severe consequences. Slight differences for specific systems are, of course, plausible.

This process is applied recursively, following the methodology shown in the
flowchart in Figure 4.8, conducted in Python 3.8.3 and DIgSILENT PowerFactory
2020 SP2A operated in parallel.

Figure 4.8 describes this recursive Python-PowerFactory process. Firstly, the
scenario is selected, after which it is checked whether all the scenarios are already
analyzed. If that is not the case, the flowchart connects to the algorithm in
Figure 4.6, and the process repeats itself until all the scenarios are analyzed. Once
this is completed, the resulting instability data is presented on a heatmap, as
illustrated later in this chapter.

The created heatmaps are based on the Python Seaborn library [39] and will be
used throughout the chapter to visualize the results effectively. Different parameters
will be varied on X and Y-axes, while the Z-axis will be used for twelve different
short-circuit scenarios in the grid. The numbers in the heatmap blocks demonstrate
how many of those short-circuit scenarios are unstable, as per the previously
introduced methodology.

The numbers are also shown in a coloured box for clearer visualization, in a
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2

Were all the 

scenarios already 
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No

Create the 

heatmap
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simulation case 

in PowerFactory
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Figure 4.6 flowchart

Figure 4.8.: Flowchart of the entire Python-PowerFactory methodology, with the
heatmap example as a result.

colour spectrum from green (low number of instabilities), yellow (medium number
of instabilities), to red (high number of instabilities).

This methodology allows the automatized analysis of a vast number of grid
scenarios to derive conclusions on which dynamic load and DER specifics of interest
are most correlated with the short-term instability, and in what amount they
contribute to its inception or suppression.

4.3. RESULTS AND DISCUSSION

The analysis comprises two main directions. The first is the influence of the dynamic
load models on short-term stability without any DER penetration in the grid. The
second direction of the analysis follows up on the first one, by introducing DER
penetration in the distribution grids as well, to evaluate the overall effects and
interactions of dynamic loads and DERs together in terms of short-term stability.

4.3.1. IMPACT OF DYNAMIC LOADS ON SHORT-TERM STABILITY

The first part of the analysis deals with the influence of the dynamic load on
short-term stability. While it is known that dynamic loads are the common culprits
for short-term voltage instability, the amounts of their penetration in the grid that
could cause system-wide instability are less known. Furthermore, how different
induction motors in the grid relate to short-term stability is unclear as well since the
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existing research is mainly theoretical or focused on a specific smaller-system case
study. Hence, the research questions this section aims to answer are as follows:

1. What is the amount of dynamic load in a grid that may cause a significant
impact on short-term stability?

2. How does each type of dynamic load affect short-term stability, and which
types are the most dangerous for the bulk power system stability?

To give comprehensive answers to these questions, the IEEE system presented in
Figure 4.3 is adopted. The system is utilized in its operating point "A", introduced
in [25] as an operating scenario where the system is close to voltage stability limits.
The model is further extended and enhanced by introducing 11 identical WECC
Composite Load models to the central region, replacing the existing simplistic static
load models, as shown in Figure 4.3. The parameters of these dynamic loads are
initially kept at their default PowerFactory values, except for the voltage level and
base power adaptations to match the IEEE test system. The parameters related to the
share of each load type in the analysis are presented further in the text. The Active
Distribution Network (ADN) busbars where the WECC Composite Load models are
introduced are listed in Table 4.2. Furthermore, the same table shows the location of
twelve different 3-phase short circuit scenarios used in the analysis.

Table 4.2.: Location of WECC Dynamic Load models (left) and fault scenarios (right).

MV busbars with ADNs Fault location busbars

1 1041
2 1042
3 1043
4 1044
5 1045

41 4031
42 4032
43 4041
46 4042
47 4043
51 4044
- 4062

The fault buses are chosen to be dominantly in the central region, as this will
likely lead to further voltage-related stress and potential instabilities in the grid due
to two reasons. Firstly, the IEEE system is susceptible to voltage instability in the
case of North-Central corridor faults [25, 26]. Secondly, due to the addition of
dynamic loads and DER units in the central area, such nearby faults are expected to
aggravate more severe dynamic events. Nevertheless, a few faults in the proximity
to the central area are also analyzed, so that a larger variety of faults are taken into
account. A three-phase short circuit is chosen, as its severity is most likely to initiate
severe voltage deviations and instabilities.
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The amount of composite load is varied by replacing the static load, in a range
between 0 and 50% of the total system demand, in 5% steps. Cases above 50%
are not shown, as such penetrations are uncommon in large power systems. The
steps of 5% are selected as a compromise between desired sensitivity, computational
complexity, and the clarity of results being presented.

Moreover, 10 different load compositions are used to evaluate how different types
of motors affect short-term stability. Table 4.3 summarizes this methodology.

Table 4.3.: Ten load composition scenarios and their respective parameters.

Load scenario Description of Share of motors
abbreviation the scenario A/B/C/D (per unit)

0 Static load 0.00 / 0.00 / 0.00 / 0.00
N Equal share 0.15 / 0.15 / 0.15 / 0.15
A More A-type 0.30 / 0.10 / 0.10 / 0.10

AA Majority A-type 0.45 / 0.05 / 0.05 / 0.05
B More B-type 0.10 / 0.30 / 0.10 / 0.10

BB Majority B-type 0.05 / 0.45 / 0.05 / 0.05
C More C-type 0.10 / 0.10 / 0.30 / 0.10

CC Majority C-type 0.05 / 0.05 / 0.45 / 0.05
D More D-type 0.10 / 0.10 / 0.10 / 0.30

DD Majority D-type 0.05 / 0.05 / 0.05 / 0.45

The rest of the dynamic load composition not mentioned in Table 4.3 (40%), is
kept in electronic load (15%) and static load (25%) in all the scenarios.

The presented analysis framework results in a total of 1320 dynamic time-domain
simulations of 8 s duration each, ran via a Python script connected through
DIgSILENT PowerFactory 2020 SP2A. In each simulation, central bus voltages are
monitored to determine if the short-term stability is preserved. An example of such
a measurement is already shown in Figure 4.7. The heatmap resulting from this
comprehensive analysis is shown in Figure 4.9.

The X-axis in Figure 4.9 represents an increasing share of WECC Composite Load
models replacing static loads. The Y-axis takes all the scenarios from Table 4.3 for
analysis. Finally, the color bar (Z-axis) shows the number of unstable scenarios,
based on the 12 analyzed faults enlisted in the second column of Table 4.2. As
previously explained, the numbers in the heatmap blocks represent how many
fault cases, out of the total of 12, are short-term unstable for the corresponding
parameters on the X- and Y-axis. Larger (smaller) numbers, visualized with the
colour spectrum for further clarity, effectively indicate a stronger (weaker) correlation
of those parameter values with the short-term instability inception.

From the heatmap, it can be seen that the dynamic load percentage below 20%
does not affect short-term stability for any of the given scenarios. With percentages
of dynamic load between 20 and 35%, some instability is observed, while for 40–50%
values most scenarios exhibit an inability to cope with the majority of the faults in
terms of short-term stability. For even higher percentages, which are not shown, it is
found that the large majority of the cases are unstable. For the sake of comparison,
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Figure 4.9.: Heatmap visualization of the WECC Dynamic load influence on short-
term stability with a varying presence and type of dynamic loads.

a basic model with only static load is shown in the first row of the heatmap, where
all the cases are evaluated to be stable. Clearly, dynamic load plays a large role in
short-term instability inception.

Hence, in terms of maximum penetration of dynamic load, approximately
25–30% is predominantly related to instability in the studied grid, with shown
differences depending on the type of load. This number also depends on how
constrained the analyzed operating state of a system is, with emphasis on the
available voltage/reactive power support, fault type/intensity, fault clearing time,
power flows/contingencies, and the available Q-reserves and/or emergency control
possibilities.

In terms of the second research question of this subchapter, by analyzing responses
for different load compositions, several patterns are seen. Firstly, scenario N with
an equal share of dynamic load types (see Table 4.3) begins to show an increasing
number of instability scenarios starting from 35% dynamic load share. Moreover,
motors A and C, seen from scenarios A/AA/C/CC (see Table 4.3), show worse results
in Figure 4.9 in comparison to the motor B/BB scenarios. This can be theoretically
explained by the fact that motors A and C are low-inertia motors, unlike motors
of type B [30]. More inertia is known to be related to less severe oscillations and
instabilities (e.g. see [40]), even when provided from the consumption side [41,
42]. Furthermore, the deceleration of induction motors causes them to draw higher
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currents, which leads to further voltage drops. This affects short-term stability
negatively [40]. Hence, all else equal, lower inertia amplifies oscillatory peaks
of motors after faults, which reflects on system voltage deviations and ultimately
short-term stability of the system as a whole.

Regarding motor type D, after 25% of the dynamic load share, they start to
increasingly trigger instabilities. This occurs due to the initiation of the FIDVR event,
leading to a depressed voltage profile with a duration of several seconds, followed
by an overvoltage spike. This severe voltage deviation is categorized as instability by
the presented methodology, in line with the discussion in Chapter 2.

Overall, it can be concluded from this section that dynamic loads play a significant
role in short-term stability, confirming theoretical expectations. The additional novel
contribution is the insight into what percentages of dynamic load are expected to
lead to short-term stability, as well as which types of induction motors are more
strongly correlated with the likelihood of short-term stability.

4.3.2. IMPACT OF DYNAMIC LOADS AND DER ON SHORT-TERM STABILITY

For the second part of the analysis, the system from the previous section is taken
as a basis. Hence, all 11 WECC Composite Loads are kept in the grid, with a fixed
share of 50% relative to the static load. This corresponds to the central part of the
last column of the heatmap in Figure 4.9.

The research questions addressed in this section are as follows:

1. How do DERs interact with dynamic load and the grid in terms of short-term
stability?

2. Are DERs beneficial or detrimental to short-term stability? What penetration
amounts make a difference?

3. How do different DER control strategies affect the results?

Six different load composition scenarios are analyzed, i.e. cases A, AA, B, BB,
C, and CC from Table 4.3. DERs have been added to the same 11 busbars where
dynamic loads are located (see Table 4.2 and Figure 4.3). The amount of DER
penetration is varied in the range of 0 to 10% of the total generation of the
system, with 1.25% incremental steps. This allows an evaluation of how different
grid penetration scenarios affect short-term stability. DER generation is effectively
replacing synchronous generation, not complementing it, making it more realistic
and more voltage stability-constrained. Hence, for instance, the maximum of 10%
penetration results in 936 MW of DER infeed spread out in the central region,
considering the total sum of synchronous generation in operating point A [25] and
the characteristics of the system in Figure 4.3. More details about the system itself
can be found in Appendices A and B.

Furthermore, to address the third research question of this section and pinpoint
the impact of various DER control strategies on system stability, four different DER
fault control strategies are analyzed. The strategies are selected as the most common
ones seen in the DER grid codes and operational requirements in power systems all
around the world [4, 15].
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• DER disconnects shortly after a fault (∆t = 0.05 s)

• Ride-through with Q-priority

• Ride-through with P-priority

• Momentary Cessation

The fault responses of a single DER unit with each of the fault control strategies
are shown in Figure 4.10.

Figure 4.10.: Four fault control strategies of the DER-A model used in the analysis
and their active/reactive current components after being subjected to a
voltage drop at the point of connection [24].

The upper left plot shows the DER disconnection strategy. Many DER units
(especially smaller ones) in grids exhibit this kind of behaviour for a severe voltage
drop, although more recent regulations, such as the latest IEEE standards [16, 43],
introduce more strict regulations for the DER and IBR ride through. However, the
problem remains since a vast majority of DER were installed and are still operated
based on the older standards that do not have such requirements. Furthermore, as
discussed previously, it is common that some DER units will not operate properly
and disconnect during severe faults. In the analyzed setup, the DER units are set to
trip 50 ms after the fault inception and the consequent large voltage drop.

In the lower plots of Figure 4.10, Q-priority and P-priority fault ride-through
control strategies are shown, respectively. After the fault inception, the DER provides
voltage support to the grid either by prioritizing reactive (left plot) or active (right
plot) current, with differences seen in the graphs. In the lower right plot, due to the
P-priority setting, the active current component is kept near the maximum converter
current (1.2 per unit), hence almost no reactive current can be provided. On the
contrary, in the lower left plot, the reactive current component is prioritized, which
results in its sharp increase following the disturbance. After the fault is cleared,
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the operation is continued with pre-fault settings. As distribution systems generally
contain cables rather than overhead lines, it is theoretically expected that purely
reactive power support would be sub-optimal in terms of voltage improvements,
due to the lower X/R ratio of the grid2. However, some studies show that this
is not always the case [34, 44], hence both strategies are analyzed in this study
independently to shed more light on this phenomenon.

Finally, the upper right plot in Figure 4.10 shows another fault control strategy
used in modern DER units, momentary cessation. As soon as the voltage drop is
detected, the unit drops its active power output to zero in a steep ramp decline.
After the fault is cleared and the voltage recovers, the unit ramps up the power
output to its pre-fault value. This control strategy is hence a compromise between
disconnection and ride-through with support, as the DER will remain connected,
but will not actively provide grid support during the fault.

Detailed DER parameters for all four control strategies are listed in the Appendix B.

The same 12 fault scenarios from Table 4.2 are used, with heatmaps for result
visualization. The results are shown in Figure 4.11. The results contain over
2500 dynamic time-domain RMS simulations, each of 8 s duration, performed and
analyzed through the presented Python-PowerFactory framework.

Figure 4.11.: Heatmap visualizations of the influence of DER control strategies on
short-term voltage stability. a) DER disconnection; b) Momentary
Cessation; c) Ride-Through (Q-priority); d) Ride-Through (P-priority).

2See previous two chapters for more details about the impact of X/R ratio.
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The first column of all four heatmaps is effectively the same as the (middle part
of the) last column of Figure 4.9. For the upper left heatmap shown in Figure 4.11,
units are set to trip 50 ms after the fault inception. By introducing more penetration
of renewable energy, overall, it can be seen that the short-term stability of the
system does not improve. Furthermore, since this amount of lost generation would
cause other issues (e.g. power imbalance, frequency deviations), the effect can be
described as detrimental to short-term stability and overall grid resilience. This is
explored further in the next set of simulations.

If a ride-through fault control strategy is used, different effects are seen, shown in
the two lower heatmaps in Figure 4.11. Firstly, differences in P-priority and Q-priority
heatmaps are very subtle, hence the same conclusions can be derived for each.
For penetrations of 0 to 2.5% of the total system generation, slight improvements
in short-term stability are spotted. However, starting from 3.75% penetration, the
effects are more clearly visible, with most of the scenarios being stable for 6.25% or
more of DER penetration.

For the momentary cessation control, results shown in the upper right heatmap
are slightly worse than with the ride-through, however still similarly beneficial
relative to the DER disconnection due to quick ramp-up and power recovery. While
not explicitly explored in depth, some preliminary results indicate that the faster
the ramp-up is, the better the overall grid stability will be3. This is expected as a
faster ramp-up effectively approaches the ride-through operation. Nevertheless, a
more detailed study on different ramp-up speed parameters and their impact on
system-wide short-term stability is an interesting future work topic.

The beneficial effects of these three strategies can be theoretically understood by
considering that DERs provide local voltage support, effectively reducing voltage
excursions in grid areas where the dynamic load is connected. By doing so, they
support short-term stability. The more such voltage support exists, the more resilient
the system is to short-term instabilities. In terms of obtained values, it can be
concluded that roughly about 5% of local DER generation (relative to the total
system generation) is already enough to mitigate most of the possible short-term
stability issues in the analyzed system, if ride-through or momentary cessation is
used and if the units are able to properly apply the intended controls. Furthermore,
scenarios with more A and/or C types of motor are once again shown to be more
correlated with short-term instability, i.e. being harder for DERs’ voltage support to
mitigate. This aligns with the results obtained in the previous section, which can
be physically understood due to the lower inertia of such induction motors (e.g.
compressor motors, centrifugal pumps). This results in higher voltage oscillatory
peaks, and consequently, amplified voltage excursions and higher susceptibility to
short-term instabilities that are harder for DERs’ voltage support to mitigate.

Nevertheless, one should note that many older (or smaller) DERs in the grid do not
have ride-through or momentary cessation control strategies, or fail to implement
them successfully during/after severe faults. Hence, this percentage effectively
increases in practical scenarios. To evaluate to what extent DER disconnection
correlates with short-term instability, in comparison to the units that ride through,

3A trade-off exists though: fast ramp-up may affect the converter’s weak-grid stability (see Chapter 3).
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another analysis is conducted. Figure 4.12 shows a heatmap with an increasing
(decreasing) number of the trip (ride-through, Q-priority) DER units on the Y-axis,
while the X-axis varies the total penetration of DERs in the system. The effects are
evaluated for the 12 mentioned fault scenarios once again, with a 50% share of WECC
Composite Load compared to the static load. The equal-share load composition
scenario N (see Table 4.3) is chosen for all the simulations since individual motor
type effects have already been evaluated. The numerous dynamic simulations are
conducted using the same automation setup as previously described.

Figure 4.12.: Heatmap visualization of the influence of combined DER disconnection
(Trip) and DER Ride-Through (R-T) on short-term stability.

As previously shown, these results confirm that a high amount of dynamic
load causes instability in the large majority of cases, and low amounts of DER
penetration are unable to mitigate this. Furthermore, with higher DER penetration,
less instability is seen across the two analyzed scenarios. However, there is a clear
difference between a trip and a ride-through correlation with short-term stability. If
the majority of DER units disconnect (bottom part of the heatmap in Figure 4.12),
even high amounts of penetration do not provide any benefits to short-term stability.
On the other hand, a high number of Ride-Through (R-T) DER units (top part of the
heatmap) shows clear improvements. The most impactful finding of this analysis is
how overwhelming the influence of disconnecting DERs is in comparison to the R-T
units. By observing cases with a similar number of trips and R-T units (middle rows
of the heatmap), the system remains unstable in the majority of cases. The stability
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improvements are observed only when the number of R-T units is approximately
double compared to the number of trip units. This provides a clear insight into how
strongly DER disconnection is correlated to short-term instability, being about twice
as detrimental to short-term stability in comparison to the benefits of R-T units’
voltage support in this analysis. Practically, this implies that in a voltage stability
stressed system, for each MVA of DER lost, the studied system needs roughly 2
MVA of voltage-supporting DER which rides through the fault so that the overall
effect of distributed generation on bulk power system short-term stability is neutral.
While this ratio is not a precise rule, as it depends on the specific system, it is still
likely that the general takeaway holds. On a positive note, the overpowering of
DER disconnection’s detrimental effect over DER R-T beneficial effect diminishes for
higher DER penetration (top-right part of the heatmap), suggesting that in very high
DER penetration scenarios the discussed instability risks become less severe.

It should be noted that the entire analysis is established on the IEEE system from
Figure 4.3, which is dominantly based on synchronous generation. While a decrease
(increase) of synchronous generation (renewable generation) in terms of large units
is not addressed in the study, it can be expected that most of the obtained results
would be further emphasized in a modern grid with overall lower inertia and system
strength, as well as less voltage (reactive power) support, as discussed in previous
chapters. Therefore, the results are rather conservative from such a perspective.

Finally, simulations also uncovered another important effect, often referred to as a
Voltage Dip-Induced Frequency Excursion [24]. Following a large disturbance, voltage
dip propagates further away from the fault location in modern (i.e. weaker) power
systems. If many DERs simultaneously disconnect or reduce their active power
output due to voltage perturbations, this may affect the overall frequency of the grid
as well, causing a potentially significant drop. This risk is increased in networks
where DERs form a large percentage of the total instantaneous active power supply,
which is more frequently seen in, for instance, systems with a significant amount of
distributed wind or PV. The situation is particularly dangerous if a large disturbance
occurs during low-demand parts of the day when (distributed) solar generation is
high, sometimes even supplying close to 100% of the demand with a very low
amount of rotating inertia present in the system4. The consequent frequency
excursions may further aggravate the disturbance and increase the risks of cascading.
As frequency resilience is not the topic of this work, these effects are highlighted as
interesting future research recommendations.

4.4. CONCLUDING REMARKS
The impact of dynamic loads and DERs on the short-term stability of power systems
is investigated in terms of different penetrations, types, and control strategies.
Extensive simulation results reveal which dynamic load and distributed generation
specifications contribute positively and negatively to short-term instability.

Regarding dynamic loads, it has been shown that the increase in the share of

4Padraig Buckley, a master’s student I supervised during my PhD, researched this topic and its impacts
on under-frequency load shedding (UFLS) within the scope of his master’s thesis [45].



4

100 4. SHORT-TERM STABILITY WITH DER AND DYNAMIC LOADS

motors in the grid relative to the static load leads to more pronounced voltage
deviations. Once those penetrations reach higher values, larger voltage deviations,
and consequently short-term instabilities, begin to emerge more frequently.

With the amounts starting from 30% dynamic load share in the framework of
this study, the bulk power system starts experiencing short-term instabilities. With
the dynamic load share approaching 50%, most analyzed cases become unstable
following a fault. Furthermore, it has been shown that low-inertia motor types are
more detrimental to short-term stability, as they tend to have overall lower robustness
and thus amplify voltage oscillations further during and after disturbances. Particular
dangers also arise with a high share of stalling-prone motors (e.g. A/C units), which
may draw significantly higher reactive currents during and after faults. If this occurs,
voltage sags in the system are deeper, FIDVR events occur, and the system stability
may be jeopardized as the cascading risks increase.

When a system contains a significant share of DER units, this can be either
detrimental or beneficial for short-term stability, as shown in this chapter. The two
determining factors uncovered in this chapter are the penetration amount of DER
and their respective control strategy. It is shown that DER disconnection shortly after
the fault is very detrimental to short-term stability in almost all scenarios. On the
contrary, grid-supporting ride-through strategies can suppress voltage oscillations
and excursions initiated (or amplified) by the fault response of the dynamic load.
In terms of the penetration amounts, it has been shown that about 3–5% of
DER penetration relative to the total system generation is already providing visible
benefits to short-term stability. More than 5% of local grid-supporting DER is
strongly correlated with the preservation of short-term stability. Moreover, the
negative impact of DER disconnection is demonstrated to be only partly offset by a
comparable ride-through grid-supporting share of DER, indicating the importance of
avoiding massive DER disconnection during and after faults.

The chapter concludes with a clear verdict that dynamic load and DER units
play a very important role in distribution-transmission interactions and short-term
stability, particularly related to voltage stability. The adverse impact of dynamic loads
on short-term voltage stability has been illustrated concerning both their amount
and composition. Additionally, DER units are shown to be either beneficial or
detrimental, depending on their penetration and control parameters. Consequently,
an enhanced understanding of the short-term stability phenomena and their driving
forces in modern power grids is provided.

With the current strategic direction of power systems towards the low-emission of
greenhouse gases, it is expected that dynamic load presence and DER penetration
will keep increasing. This leads to a potentially compromised short-term stability.
Furthermore, with the overall system generation shift towards low inertia and low
system strength operation, these effects will be further emphasized in the future.
Modeling and analysis of such phenomena become crucial, so the impacts on
short-term stability and dynamic-state system strength can be properly evaluated.
Novel data-driven methods to evaluate these effects and put them into the
perspective of dynamic-state system strength are proposed in the next chapter.
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5
DATA-DRIVEN STABILITY AND

STRENGTH EVALUATION METHODS

Theory will only take you so far.1

The dynamics of conventional power systems are largely defined by dominant
electromechanical and electromagnetic aspects originating from synchronous
machines. Therefore, analytical methods that describe their physical behaviour
achieve high accuracy in representing the overall grid dynamics. However, as
extensively explored in previous chapters, power systems are evolving. With fewer
synchronous generators to define the core grid dynamics, the tasks of system stability
and system strength evaluation become increasingly complex. The evaluation faces
a large number of scattered IBRs with discrete control-driven behaviour which often
invalidates conventional analytical and deterministic stability and strength evaluation
methods. Additionally, a detailed analytical evaluation becomes computationally
intensive, as the number of models and their parameter count increases. In other
words, the order of the problem needs to be reduced to manageable levels so that
important stability and strength analyses can be performed more efficiently.

This is where data-based methods may offer large benefits. While system operators
gain access to big data with the advances in grid sensors and time-efficient
simulation automation, the insights of such data are yet to be efficiently utilized.
This chapter introduces novel vulnerability evaluation methods for risk-based
and probabilistic instability quantification and classification. The methods are
aimed to cut through the complexity noise and highlight the weakest and most
instability-prone grid sections and operating scenarios that require a more detailed
stability analysis. Finally, the increasingly important topic of model parameter
uncertainty in vulnerability assessment is also addressed.

Parts of this chapter have been published in peer-reviewed articles and/or conference proceedings.
See The List of Publications section for more details.

1From the biography of American scientist J. Robert Oppenheimer, portrayed in Christopher Nolan’s
film Oppenheimer (2023). As complexity increases, deterministic mathematical expressions may no
longer reflect the intricacies of the reality with sufficient fidelity. Probability slowly replaces certainty.
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5.1. DATA OPPORTUNITIES IN MODERN POWER SYSTEMS
As illustrated in previous chapters, energy transition and rapid proliferation of
renewable energy sources lead to technical challenges related to power system
resilience, strength, and stability. This is reflected in more complex, amplified, and
faster grid dynamics that require more comprehensive modelling and analysis.

Concurrently to these developments, computational power grows exponentially as
well, following Moore’s law2. This allows engineers to perform complex simulations
faster, utilizing larger and more advanced models in the process.

Furthermore, the rise in the usage of programming and automation in society
is also unprecedented and is only expected to rise, as seen from the recent AI
advancements3. This is also embraced by power systems simulation software,
such as DIgSILENT, PSCAD, and PSS/e, to name a few, which all have capable
and easy-to-use Python Application Programming Interfaces (APIs). This enables
relatively easy and extremely time-efficient automation of complex power system
simulations, where grid dynamics can be seamlessly evaluated for a large variety of
study scenarios and parameters. Such an approach is also utilized here, particularly
in Chapters 4 and 5. The framework used in this thesis is illustrated in Figure 5.1.

Python
API

 Initialize the scenario data

 Run (dynamic) simulations

 Save relevant variables

 Organize and export results

Simulation results

Study scenario
data

 Define study scenarios

 Automate parameters choice

 Access PowerFactory via API
… wait for results from PowerFactory

 Analyze and visualize results

Python Script PowerFactory

Figure 5.1.: Automation framework utilizing Python scripting and DIgSILENT
PowerFactory dynamic simulations used in this thesis.

This kind of framework is hereby utilized to perform a large number (hundreds
to thousands) of dynamic simulations automatically across a wide range of
operating scenarios and parameters. Furthermore, the results are also automatically
processed, analyzed, and quantified with the goal of providing insights into grid
resilience, stability, and strength. The ultimate goal is to obtain unique insights
about grid dynamics and resilience that would otherwise remain largely hidden
from grid operators who have a limited amount of time to perform complex
and time-consuming analyses across a vast power grid with numerous operating
scenarios and parameters.

2The observation that the number of transistors in integrated circuits roughly doubles every two years.
Gordon E. Moore was one of the most influential people in the field of electronics and electrical
engineering. He sadly passed away in March 2023 at the age of 94, as I started drafting this chapter.

3Automation of tasks becomes easier every day. One does not even need to understand programming
code and syntax that much anymore with the recent advancements in AI and NLP algorithms.
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Another important development in power grids is the rise in observability. This
is a direct consequence of advanced monitoring sensors in the grids, known as
synchrophasors or phasor measurement units (PMUs). Synchrophasors are advanced
power system measurement devices that provide precise and time-synchronized
measurements of power system variables such as voltages, currents, and frequency,
with a much higher resolution than the existing SCADA monitoring. A further
important benefit is, as their name implies, the ability to provide not only amplitude
but also phase measurements of these complex variables. PMUs are often pooled
together as building blocks of Wide-Area Monitoring Systems (WAMS), as illustrated
in Figure 5.2. These monitoring systems are far more capable than conventional
SCADA systems. An excellent source of information on this topic can be found in
[1], one of the work packages of this project (see Section 1.5).

SCADA, Control center
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Figure 5.2.: Wide-area monitoring system impression in modern and future grids [2].

The number of PMUs in grids is rising worldwide to allow grid operators to
observe and analyze increasingly complex and faster dynamic phenomena [3].

Besides monitoring, these systems enable the rise of other advanced applications.
As relevant variables are monitored in real-time, suitable control and protection
actions can be performed, forming the Wide-Area Protection and Control (WAMPAC)
Systems [4–10]. One of the numerous potential utilizations of such real-time data
is for online quantification and classification of grid disturbances, which will be
explored further in this chapter [11].
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5.2. QUANTIFICATION: CUMULATIVE VOLTAGE DEVIATION

(CVD) METHOD
With the power systems evolution, voltage perturbations become faster and highly
variable, exposing systems to much larger risks of cascading faults (see Chapters 1
and 2). Therefore, assessing the severity and cascading potential of voltage deviations
becomes a critical step in risk-based vulnerability analysis of modern power systems.
In this section, a novel approach that evaluates rapid post-fault voltage deviations
for both online and offline short-term instability quantification is proposed and
evaluated on a comprehensive set of numerical simulations [11, 12]. The method is
designed to enable grid operators to predict and prioritize potential high-risk events
and act with suitable preventive and/or corrective actions.

5.2.1. METHODOLOGY

As inertia and system strength of power systems decrease (see also Chapter 3),
system dynamics become faster and more severe. Furthermore, inverter-based
resources, in contrast to synchronous generators, are much more voltage-sensitive
and at a higher risk of maloperation or disconnections that may lead to cascading
events. The complex dynamics resulting from the rising share of dynamic load affect
this further (see Chapter 4). Therefore, evaluating and quantifying short-term voltage
deviations and their threat to grid resilience becomes highly relevant.

Concurrently, the accelerating application of PMUs drastically changes the real-time
monitoring and control landscape, as discussed in the previous section. What used
to be impossible due to the slow SCADA sampling (typically one unsynchronized
measurement per 2-10 seconds), is now much more feasible with time-synchronized
and fast wide-area measurements (typically 50 or more measurements per second).
This opens a completely new range of possibilities for monitoring and vulnerability
assessment analysis in modern power systems.

The existing short-term stability evaluation and quantification methods are
analyzed in Chapter 2, including their shortcomings when applied to modern power
systems. It was concluded that a new quantitative metric is necessary for modern
and IBR-rich systems, which should meet the following conditions:

• able to detect and quantify the severity of various post-fault short-term voltage
deviations,

• useful in both conventional and modern power systems,

• intuitive for practical on- and off-line applications,

• adaptable to any system and operational scenario,

• as simple and computationally efficient as possible,

• can provide real-time stability insights, for instance by relying on PMU data.

To address these challenges, the Cumulative Voltage Deviation (CVD) method
is hereby introduced, visualized in Figure 5.3, and mathematically described by
Equations (5.1) to (5.3).
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Figure 5.3.: Visualization of the CVD method for an illustrative case of oscillatory
voltage deviations.

VU (t ) = (1+a)V0 − t/b (5.1)

VD (t ) = (1−a)V0 + t/b (5.2)

CV D = ∑t=t f +T
t=t f


V (t )−VU (t ), i f V (T ) >VU (t )

VD (t )−V (t ), i f V (T ) <VD (t )

0 , other wi se

(5.3)

In Equation (5.3), t f is the fault inception time, and T is the evaluation time
window. VU (t ) is the upper threshold (blue dashed line in the upper graph
in Figure 5.3), whereas VD (t ) is the lower threshold (the orange dashed line).
Equations (5.1) and (5.2) define the envelope of permissible voltage levels.

The CVD evaluation starts once the voltage overshoots the initial threshold (shown
as points A or C in Figure 5.3), indicating a disturbance that may potentially
lead to instability. The linear envelope threshold is then applied to quantify the
severity and duration of the detected voltage deviations. Based on this threshold,
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the post-disturbance voltage deviations are disentangled into undervoltages (orange
areas in Figure 5.3) and overvoltages (blue areas), and extracted onto a voltage
deviation chart (the lower plot of Figure 5.3). The green line of the lower plot
represents CVD, i.e. the cumulative sum of over- (blue) and under-voltage (orange)
deviations. Therefore, the final CVD value reflects the total amplitude and time of
the voltage deviations outside the predefined limits. The larger this value is, the
more perturbed the system is, indicating a higher risk of cascading and instabilities.

The linear threshold is chosen as it exploits the fact that voltage deviations in
the late (early) post-disturbance phase are more (less) indicative of instabilities. In
other words, initial large post-fault voltage transients are to be expected, however,
when the voltage deviations do not decrease sufficiently fast during the post-fault
period, it indicates a larger probability of instability. Furthermore, the method
is straightforward, computationally fast, and valid for any system or short-term
instability scenario addressed in Figure 2.12, to be demonstrated in the following
sections. Finally, as it relies solely on voltage measurements, it is applicable to both
automated offline studies as well as online analyses by utilizing PMU measurements.

A short-term instability monitoring method should be easy to parameterize and
apply to arbitrary systems [13]. The CVD method requires selecting only three
simple parameters. The first is the evaluation time denoted with T . As described
in Chapter 2, the majority of the short-term phenomena occur within a ten-second
period, therefore chosen as a T value. Such a value is also commonly used for
short-term studies [14]. The other two parameters are a and b. They define
the initial points (A and C in Figure 5.3), and the final points (B and D in
Figure 5.3), including the slopes of VU (t ) and VD (t ). To detect and quantify severe
voltage deviations of the four types introduced in Figure 2.12, a = 0.15 and b = 100
are proposed. Practically, this means that the evaluation starts when the voltage
overshoots ±15% from the pre-fault voltage (t = t f ) moving towards ±5% (t = t f +T ),
with a slope of 1%/s. Such values are chosen as they represent common thresholds
for large voltage disturbances and recovery values, respectively, and at the same
time efficiently capture various short-term phenomena. Finally, V0 is the pre-fault
voltage, calculated as an average value prior to the fault. To ensure that the pre-fault
voltage value is not impacted by the fault transients or initial model transients, a
half-a-second pre-fault window (0.4 – 0.9s, for t f = 1s) is hereby used.

The effectiveness and the applicability of CVD to detect and quantify the severity
of various short-term voltage deviations with the selected parameters are analyzed
in the following sections.

5.2.2. NUMERICAL SIMULATIONS

In this section, the CVD method efficacy is evaluated on a large number of dynamic
simulations utilizing DIgSILENT PowerFactory supported by Python scripting. The
method is assessed for various short-term instability phenomena and compared
to an existing commonly used metric for the quantification of voltage deviations.
For a comprehensive analysis and comparison, many dynamic post-fault voltage
trajectories are needed. For this task, the IEEE Test System for Voltage Stability
Analysis and Security Assessment is used [15]. This test grid is one of the most
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advanced large grids for dynamic voltage stability simulations and is extensively used
in research on related topics. The system is hereby further enhanced by introducing
many WECC Composite Load models to improve the representativeness of modern
load dynamics, in a similar way as in Chapter 4. The model is depicted in Figure 5.4.

400 kV
220 kV
130 kV

Figure 5.4.: IEEE Test System for Voltage Stability Analysis and Security Assessment.
Blue circles indicate WECC composite load and DER-A models additions.

To illustrate the method, all the simulations are performed for 100ms three-phase
faults on bus 4044 with a fault impedance of 2.5Ω unless stated differently. A large
number of scenarios are selected based on the analysis in Chapter 4, demonstrating
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the system conditions and parameters that lead to relevant instabilities in this grid.
The voltage responses are reported for bus 1041, with comparable results to other
buses susceptible to voltage instability in the surrounding central area [15, 16].

The CVD method, as introduced in the previous section, is compared to the
Transient Voltage Severity Index (TVSI), which is commonly used in the literature
for quantifying post-fault transient voltage deviations [17] (see Chapter 2). The
TVSI method for a specific bus is mathematically straightforward and is described
in Equations (5.4) and (5.5), where T is the analyzed transient time frame, Tc is
the fault clearing time, TVDI is the Transient Voltage Deviation Index, Vi ,t is the
voltage magnitude of the bus i at time t , and µ is the threshold used to define the
unacceptable voltage deviation level. According to [17], a threshold of µ= 20% is
hereby adopted for numerical analysis and comparison purposes.

T V SI =
∑T

t=Tc
T V D Ii ,t

T −Tc
(5.4)

T V D Ii ,t =
{ |Vi ,t−Vi ,0|

Vi ,o
, i f

|Vi ,t−Vi ,0|
Vi ,o

>µ
0 , other wi se

∀t ∈ [Tc ,T ] and Vi ,t <Vi ,o (5.5)

The next subsections in this chapter deal with modelling a comprehensive number
of increasingly severe voltage deviations and instabilities of different types, on which
the two methods (CVD and TVSI) are compared. An ideal method should be able
to quantitatively indicate the increase in severity accurately, regardless of the event
type. In other words, it should be able to accurately sort the events by their severity,
indicating which of them pose an increased risk of cascading and instabilities.

FAULT-INDUCED DELAYED VOLTAGE RECOVERY (FIDVR)

The analysis commences with FIDVR simulations. Based on the experience from
Chapter 4, the best way to simulate FIDVR events is to introduce a large number of
stalling-prone dynamic loads, particularly single-phase A/C units; the more loads, the
more severe the FIDVR event is. By taking this into account, a range of 25 dynamic
simulations is conducted with increasing severity, by controlling two parameters: (i)
the overall dynamic load percentage in the grid; and (ii) the percentage of motor
type D (single-phase A/C units) in the WECC composite loads. The varying FIDVR
simulation parameters are listed in Table 5.1, and sorted from the least to the most
severe. The share of A/B/C-type motors in the dynamic loads is set to 10% for all
simulations to represent realistically diverse system loads (see Chapter 4).

The results are shown in two adjacent graphs in Figure 5.5. The left graph shows
the increasingly severe FIDVR voltage events, with a darker colour indicating a more
severe simulation scenario. The corresponding CVD and TVSI thresholds are also
depicted in the plots with dashed lines.

The right graph shows a scatterplot that quantifies the total severity events
(normalized to event 0), for CVD and TVSI. The events are reported on the X-axis
from the least severe (leftmost, simulation number 0), to the most severe (rightmost,
simulation number 24), as per Table 5.1.



5.2. QUANTIFICATION: CUMULATIVE VOLTAGE DEVIATION (CVD) METHOD

5

115

Table 5.1.: Parameters used for modelling FIDVR events.

Simulation Dynamic load Share of
number penetration motor type D

0 16 % 36 %
1 17 % 37 %
2 18 % 38 %
... ... ...
24 40 % 60 %

Figure 5.5.: FIDVR events: Comparison of CVD and TVSI methods in quantifying the
increasingly severe voltage deviations. Left: Simulation results. Right:
Corresponding quantification scatterplots.

It can be seen that TVSI reaches a peak at event number 12, inaccurately indicating
that the events that follow are less (not more) severe. Meanwhile, CVD successfully
quantifies the increasing severity, presenting a linear rise. This can be explained by
a few key differences between the two approaches: (i) TVSI is, unlike CVD, unable
to take into account the time-increasing voltage characteristics of FIDVR; (ii) the
overvoltage deviations in the late FIDVR phase, which can be detrimental to the
system’s ability to recover, are much better evaluated by CVD; and (iii) CVD adaptive
linear threshold helps to evaluate the specific events more accurately.

Overall, it can be concluded that FIDVR events of increasing severities are
adequately quantified and sorted by the CVD approach, which shows much better
performance than TVSI.

TRANSIENT ROTOR ANGLE INSTABILITY ( TRAI)

To simulate TRAI events, the system needs to be stressed electromechanically so
that electrical machine(s) begin to oscillate against each other. For the system
shown in Figure 5.4, this can be achieved by applying a fault at bus 4062, which
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results in oscillations of generators g 17 and g 18 against the rest of the system.
To model increasingly severe post-fault electromechanical oscillations, parameters
shown in Table 5.2 are utilized, where dynamic load penetration is continuously
increased. The share of A/B/C-type motors in the WECC dynamic load model is set
to 0.3/0.2/0.3 to emphasize their impact on post-fault voltage deviations, based on
analysis from Chapter 4. The results are illustrated in Figure 5.6.

Table 5.2.: Parameters used for modeling TRAI events.

Simulation Dynamic load Fault clearing
number penetration time [ms]

0 36 % 200
1 37 % 200
2 38 % 200
... ... ...
24 60 % 200

In Figure 5.6, post-disturbance TRAI events are plotted, with increasing severity
as more dynamic loads are introduced. The simulated system eventually reaches a
stable equilibrium, however with a rising severity of voltage deviations, indicating
a higher risk of cascading and potential instability in practice. For completeness,
another case with an unstable long-term equilibrium is studied in the later section.
The rising severity of responses in Figure 5.6 is reflected by CVD and TVSI values,
with a visualized comparison in the right plot.

Figure 5.6.: TRAI events: Comparison of CVD and TVSI methods in quantifying the
increasingly severe voltage deviations. Left: Simulation results. Right:
Corresponding quantification scatterplots.

By observing the trends in Figure 5.6 (right plot), it can be seen that TVSI
has a downward trend up until simulation number 15, wrongly indicating that
events are getting less (not more) severe. This is despite oscillations becoming
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more pronounced with a potentially higher impact on system stability. Only
after simulation number 20 is the increased severity correctly picked up by TVSI.
Meanwhile, CVD correctly evaluates that the system experiences more severe voltage
deviations throughout all simulations, with no issues in describing the rising severity
trend in simulations. Hence, CVD performance is much better for TRAI events.
The improvement is achieved since CVD, unlike TVSI, evaluates both over- and
undervoltages, while it also applies a time-adaptive linear threshold which tracks
and quantifies the voltage response more accurately, as previously explained.

CONVERTER-DRIVEN SLOW INTERACTIONS INSTABILITY (CSII)

To model a large number of severe CSII events, electromagnetic transient (EMT)
simulations would be necessary, as any RMS-modelled events above ∼5Hz are
unlikely to be accurately captured [18]4. Furthermore, realistic CSII voltage deviations
are generally difficult to model, as they are often a consequence of complex control
interactions in weak grids (see Chapter 3). As RMS simulations on the system
from Figure 5.4 are performed in this thesis, a different approach to derive suitable
voltage profiles is used. Relying on the current understanding of CSII phenomena
(see Chapter 2), and according to the recent CSII events from Texas, Australia, and
Scotland [21] and other events discussed in Table 1.1, synthetic events are created
analytically, with the voltage after the fault clearing defined by Equation (5.6).

V (t ) = Aeβt cos(2π f t )+1 ; ∀t > tcl (5.6)

The two parameters, initial amplitude A and exponential coefficient β are defined
in Table 5.3. The values are chosen to replicate possible CSII voltage waveforms
based on real grid events, while at the same time providing varying and increasing
severity in terms of the post-fault amplitude and exponential rise. This allows testing
the CVD method on a comprehensive number and variety of events.

Table 5.3.: Parameters used for modelling CSII events.

Simulation Amplitude Exponential
number A coefficient β

0 0.052 0.050
1 0.054 0.054
2 0.056 0.058
... ... ...
24 0.100 0.150

The derived voltages are shown in the left graph of Figure 5.7. The synthetic
voltage profiles conceptually match the CSII voltage profiles commonly seen in EMT
analyses or field measurements [21, 22]. The least severe voltage profile is plotted
in dashed red for clearer visualization, whereas every following event has a higher
amplitude and exponential rise, as described in Table 5.3.

4New generation of positive sequence IBR models could partly mitigate this challenge [19, 20].
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Figure 5.7.: CSII events: Comparison of CVD and TVSI methods in quantifying the
increasingly severe voltage deviations. Left: Simulation results. Right:
Corresponding quantification scatterplots.

In the lower middle scatterplot, the quantification of these events is shown for CVD
and TVSI. Starting with TVSI, one can see that the increasing severity is accurately
quantified only from event number 13. Before this event, the sensitivity of TVSI is
insufficient to differentiate among the events of various severities, resulting in an
inaccurately flat trend. On the other hand, CVD is sensitive enough to pick up the
differences even amongst the first few events and continues to quantify increasing
severity for all the events. These improvements in CVD relative to TVSI are, similarly
to FIDVR, a consequence of analogous reasons as described in previous subsections
dealing with FIDVR and TRAI.

Furthermore, the ability to put more weight on voltage deviations that come later
in time relative to the fault inception benefits CVD over TVSI. This is shown to
be very important in exponentially growing oscillatory voltage behaviour, being the
main stability risk of CSII.

The frequency of the oscillations f is chosen to be 8Hz, as the frequency range
of observed CSII events is typically 7 - 10Hz (see Chapter 2). Nevertheless, the
results are not sensitive to this assumption and hold equally for other CSII event
frequencies, which is another benefit of the method. From the overall results, it
can be seen that CVD is very suitable for quantifying the severity of dangerous
CSII-related post-fault voltage deviations.

COMBINED INSTABILITY (FIDVR + TRAI)

For the last round of simulations, a case of intertwined instabilities is considered. As
discussed in Chapter 2, the structural changes of the power systems lead to more
interactions among different instability phenomena, resulting in a risk of combined
instability events, which is illustrated here.

The simulations in this subsection are, once again, performed on the IEEE test
system from Figure 5.4. To produce cases of entangled instabilities, two changes
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are introduced in the model: (i) a high and increasing amount of dynamic load is
added; and (ii) the fault clearing time is increased. Table 5.4 shows the parameters
for the scenarios taken into consideration.

Table 5.4.: Parameters used for modelling combined events.

Simulation Dynamic load Fault clearing
number penetration time [ms]

0 38 % 125
1 38.5 % 125
2 39 % 125
... ... ...
24 50 % 125

The share of A/B/C/D-type motors in the dynamic loads is set to 0.1/0.1/0.3/0.1,
respectively, for all simulations. The values are chosen in a way to produce the
combined instability scenarios as per experience from Chapter 4.

The results are shown in Figure 5.8. All the events show an initial short-lasting
FIDVR event (up to ∼3-4 seconds), followed by electromechanical oscillations which
indicate a risk of TRAI. The simulations are sorted in an increasing severity order,
as shown in Table 5.4. This can be seen in the progressively more severe FIDVR,
as well as stronger voltage oscillations, starting from the least severe case (dashed
red). These sorts of complex grid instability phenomena are more likely to emerge
in modern grids, such as low inertia grids with a high share of dynamic load.

Figure 5.8.: Combined events: Comparison of CVD and TVSI methods in quantifying
the increasingly severe voltage deviations. Left: Simulation results. Right:
Corresponding quantification scatterplots.

From the scatterplot in Figure 5.8, one can again note that CVD is performing
much better than TSVI in quantifying the severity of these voltage deviations. TVSI
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shows almost no sensitivity to the increasing severity up to event number 20, which
is already a very severe one. It even shows a slight downward trend, wrongly
indicating a reduction in severity. The last five events are the most severe as TRAI
rapidly unfolds, followed by low-frequency but extremely high-amplitude voltage
deviations that are followed by out-of-step conditions and expected system splitting
and/or instability. CVD is again able to correctly distinguish between various events
of different severity by utilizing the proposed time-adaptive linear voltage thresholds.

QUANTIFICATION: CONCLUDING REMARKS

The results from the four analyzed instability mechanisms show unanimously how
the Cumulative Voltage Deviation (CVD) method is an efficient numerical approach
for quantifying voltage deviations. The voltage deviations are correctly sorted based
on their severity, with a quantifiable value that can be understood as pu-sec
(or kV-sec) voltage deviation outside of the predefined dynamically secure voltage
boundaries. The larger the value is, the more likely the system is to experience
cascading and instability. The method is shown to perform notably better than
the commonly used severity index TVSI, with much less risk of underestimating an
event, irrespective of the instability type. These results hold for all four short-term
instability mechanisms discussed in Chapter 2, even in combined and intertwined
instability scenarios, demonstrating the flexibility and versatility of the method in
both conventional and modern power systems.

The value of such a method is the fact that grid engineers do not have to manually
and qualitatively determine which simulation results are more or less severe. As the
number of relevant operating and fault scenarios increases, the number of relevant
large-grid simulations that need to be studied rises exponentially. This is emphasized
by the reduced system inertia and system strength aspects discussed in Chapters 2
and 3. Hence, a quantification method such as the CVD allows for risk-based
automation of grid vulnerability assessment, where thousands of scenarios can be
reduced to a much lower number deemed to have the potential to cause short-term
instability. These severe scenarios can be then studied in more detail so that
suitable mitigation techniques can be taken proactively. Finally, with the increasing
application of PMUs and WAMPAC systems, the method can be also incorporated
into online and real-time algorithms, as well as risk-based decision-making.

5.3. SHORT-TERM INSTABILITY CLASSIFICATION ALGORITHM
In Section 5.2, quantification of various disturbances based on the voltage deviation
severity is introduced. However, such an approach addresses only the voltage
event severity, without providing insights into the type of event taking place. Such
information can be valuable in analyses and is hence explored here further.

The theoretical classification and characterization of disturbances and instabilities
is an important topic in academia and industry. However, approaches that focus
on short-term instabilities are rarely investigated [23], and are emerging as major
challenges for the resilient operation of IBR-dominated power systems, as discussed
in previous chapters. Some existing data-based classification approaches rely on
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statistics, clustering, regressions, and other machine learning (ML) techniques to
rapidly detect and classify disturbances [8, 24–26]. Moreover, oscillation detection
algorithms based on approaches such as the Prony method, the Hankel Total Least
Square method, the Matrix Pencil method, and the Wavelet transform have been
proposed in [27–30]. Non-oscillatory instability events such as FIDVR are typically
detected based on voltage or admittance monitoring [31, 32]. STVI detection is
discussed extensively in [13] and Chapter 2.

Most of the short-term instability classification methods, therefore, focus on
detecting a specific type of disturbance or instability, rather than on classifying
various disturbances in simulation results or in real-time.

This section introduces a novel classification algorithm for short-term instabilities
that complements the CVD quantification method presented in the previous section.
Similarly to the CVD quantification algorithm, the classification algorithm is designed
to be robust and perform based on voltage inputs only. This makes it applicable
not only for rapid automated risk-based stability studies by applying tools such
as DIgSILENT PowerFactory and Python, but also for real-time applications with
synchrophasors. The algorithm is designed to distinguish between the four types of
short-term instabilities described in Figure 2.12 with high accuracy.

Voltage Signal Input V(t)

Initial Processing of the 
Voltage Signal

Quantification of Severity 
(CVD)

Further Processing of the 
Voltage Signal (incl. DFT)

Classification

Figure 5.9.: Overview of the relation of quantification and classification algorithms.

The high-level overview of the entire quantification and classification algorithm
process is shown in Figure 5.9. The first three steps are already explained in the
previous sections. The implementation of steps 4 and 5 is hereby discussed in detail.

5.3.1. METHODOLOGY AND IMPLEMENTATION

There are four distinctive short-term instabilities: Short-Term Voltage Instability
(STVI), Transient Rotor Angle Instability (TRAI), Fault-Induced Delayed Voltage
Recovery (FIDVR), and Converter-driven Slow Interactions Instability (CSII) (see
Chapter 2 and Figure 2.12). All these phenomena have unique characteristics that
can be exploited to differentiate between them in the classification algorithm. The
four types are hereby initially split into two groups: oscillatory and non-oscillatory
phenomena. TRAI and CSII fall into the former category, while STVI and FIDVR fall
into the latter. These two categories are discussed further.
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For the classification of the two oscillatory phenomena (TRAI and CSII), the
suggested algorithm pre-processes and transforms the time-series signal into the
frequency domain. This is achieved by using Discrete Fourier Transform (DFT),
based on the well-known algorithm from [33], hereby implemented in Python. The
pre-processing involves three steps: i) extracting the post-fault voltage deviation
signal; ii) removing the first 300ms to avoid the initial fault transients’ impact on
DFT accuracy; and iii) removing the DC offset by deducting the mean from the
signal. The last step is also implemented to improve the DFT accuracy, as the DC
offset is not of interest for classification.

With the frequency domain signal derived, two classification variables are
calculated: Peak Frequency Magnitude (PFM) and Energy Spectral Density (ESD),
shown in Equations (5.7) to (5.10) for TRAI and CSII, respectively. PFM is the
magnitude of the oscillations in the relevant frequency band, while ESD is based on
Parseval’s unitary Fourier transform theorem, representing the energy of a signal in a
frequency band. X[k] is the frequency domain signal, calculated as the DFT of V (t ).

PF MT R AI = max(X [k]); k ∈ [0.75−3Hz] (5.7)

PF MC SI I = max(X [k]); k > 3Hz (5.8)

ESDT R AI =
3∑

k=0.75
|X [k]|2 (5.9)

ESDC SI I =
max(k)∑

k=3
|X [k]|2 (5.10)

These two variables are calculated inside two frequency bands: 0.75Hz to
3Hz, and > 3Hz. The choice of such bands is directly related to the inherent
differences between TRAI and CSII phenomena. As described in Chapter 2, TRAI
voltage deviations are electromechanical by nature, and therefore much slower,
typically appearing in the mentioned frequency interval. These oscillatory dynamics
are known as modes [34], and are mathematically described in Equations (5.11)
and (5.12).

yi (t ) = Aσi t
i sin(ωi t +φi ) (5.11)

where ωi is the imaginary part of the complex eigenvalues λi , related to the
oscillation frequency fi :

λi = σi + jωi ; fi =ωi /2π (5.12)

There are three types of electromechanical oscillation modes related to rotor angle
instability: i) local-area, ii) intra-station, and iii) inter-area modes [35]. These modes
commonly exhibit natural frequencies fi below 3 Hz due to inherent structural
characteristics of power systems and synchronous machines [36]. This is typically
evaluated with a modal (eigenvalues) analysis.
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Meanwhile, CSII is generally a sub-synchronous oscillation phenomenon, and by
nature, it is almost exclusively electromagnetic. As such, it often appears in the
7-10 Hz frequency range (see Chapter 2), however, it can also take other (typically
larger) values in the sub-synchronous range [14, 21]. These oscillations are often a
consequence of control interactions or PLL performance, particularly in weak grids,
and are fundamentally different from TRAI oscillations (see Chapters 2 and 3). This
is reflected in their higher frequency, hereby utilized for classification.

For this analysis, the threshold used for both PFM and ESD is set to 0.175 per
unit, based on extensive simulation results of the analysed system in Figure 5.4.
The frequency bands and thresholds can be fine-tuned for the system in question
for better performance – for instance by knowing the size of the system and
expected electromechanical oscillation modes [14, 35]. When the dominant modes
of interest in the analysed (large) system are low-frequency inter-area modes, the
lower frequency threshold can be reduced for improved classification accuracy. The
entire classification process is exemplified in Figure 5.10 for scenario number 15
dealing with combined instability from Table 5.4 (left) and CSII scenario number 5
from Table 5.3 (right), both from Section 5.2. These scenarios are taken as illustrative
examples; similar analyses and conclusions hold for other scenarios. In Figure 5.10,
for both left and right-side graphs, black plots are in the time domain, while blue
plots are in the frequency domain.

In Figure 5.10 right side plots, it can be seen how the voltage signal (upper plot) is
firstly processed to remove initial transients and correct for DC offset (middle plot),
and then transformed to the frequency domain (lower plot). The DFT graph (blue)
shows that the PFM of the oscillations is at 8 Hz with amplitude above the threshold.
Furthermore, the ESD value as per Equation (5.12) is also above the threshold (not
shown in graphs), which results in a unanimous decision to classify this event as
CSII. On the left side of Figure 5.10, a combined instability plot is depicted, which
contains a TRAI event. From the DFT, it can be seen that the PFM and ESD are
both concentrated inside the 0.75Hz to 3Hz frequency band, with PFM crossing the
threshold at around 1 Hz. There is also a peak in the disregarded < 0.75 Hz range,
however, it is not of interest as it originates from the initial FIDVR recovery of the
combined instability scenario. In this case, the ESD value is below the threshold,
however, as the algorithm only needs one value over the threshold (PFM or ESD), it
is correctly classified as a TRAI event. This is a good example to show the benefit of
using both PFM and ESD since a signal in the frequency domain could have high
PFM but low ESD (high kurtosis), or low PFM but still high ESD (low kurtosis). The
latter may occur when the frequency of oscillations is changing over the duration
of the event, or if the data acquisition is less precise, or with a lower sampling
frequency. By utilizing both values in the classification algorithm, the accuracy of
detecting oscillatory events such as TRAI and CSII can be notably increased.

For non-oscillatory events (FIDVR and STVI), a different approach is used, as DFT
would not provide a useful differentiator due to the non-oscillatory nature of the
events. Instead, these events can be detected and classified in the time domain,
by taking advantage of the CVD algorithm introduced in Section 5.2. Firstly, the
algorithm is used to determine whether a prolonged undervoltage condition takes
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Figure 5.10.: Example of the DFT-based classification. Scenarios Combined Instability
no. 15 (left), and CSII Instability no. 5 (right) (see Section 5.2). Dashed
lines depict PFM thresholds (horizontal) and frequency bands (vertical).

place. This is achieved by using the two following conditions: i) when undervoltage
CVD (CV DUV ) is larger than 75% of the total CVD value; and ii) when CV DUV is
larger than 0.03 per unit. Both conditions are applied only to the first 3 seconds of
the post-fault signal and are described in Equations (5.13) and (5.14).

t f +3∑
t=t f

CV DUV > 75%∗CV D (5.13)

t f +3∑
t=t f

CV DUV > 0.03p.u. (5.14)

The reasoning behind the two utilized conditions has both theoretical and
experimental bases. The first condition, shown in Equation (5.13), is used to
differentiate between oscillatory and non-oscillatory events. In the first few seconds
of STVI and FIDVR, the undervoltage deviation is the dominant type relative to the
overvoltage deviation (see Figure 2.11). When a significant overvoltage also exists,
the event is likely of an oscillatory nature instead (TRAI or CSII). Furthermore, the
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event needs to be sufficiently severe so that it is considered a FIDVR or an STVI
event. This is ensured by the second condition shown in Equation (5.14), i.e. the
voltage being at least 1% below the VD (t ) curve for 3 seconds. The proposed
thresholds are based on extensive simulations in Chapters 4 and 5 and fundamental
characteristics of typical FIDVR and STVI dynamics in various system conditions.

The methodology is illustrated in Figure 5.11, once again on the combined
instability scenario number 15 (see Table 5.4). The FIDVR event that takes place in
the first few seconds after the fault is of interest. The upper plot in Figure 5.11
depicts the original voltage signal, as well as the VU (t ) and VD (t ) curves. The blue
dashed vertical line represents the cut-off time for the algorithm evaluation. The
lower plots show the initial post-fault voltage of interest (left), and its corresponding
voltage deviation chart in per-unit values (right). These types of curves and plots are
further explained in Section 5.2.

Once both conditions in Equations (5.13) and (5.14) are met, it can be considered
that one of the non-oscillatory events (either STVI or FIDVR) is taking place, i.e. a
delayed voltage recovery is present; however, it does not reveal which one.

Figure 5.11.: Classification example for non-oscillatory events. The upper plot
depicts the original voltage signal and CVD thresholds introduced in
Section 5.2. The lower graphs are the extracted signal interval (left) and
the corresponding over- and under-voltage CVD (right).

As the main difference between FIDVR and STVI is in the voltage recovery, a simple
check of whether the voltage crosses VD (t ) curve throughout the total duration of
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the evaluation is employed, as shown in Equation (5.15).

V (t ) < VD (t ), ∀t ∈ [t f +0.3, t f +10] (5.15)

If the condition is not true, the voltage has been depressed but it has eventually
recovered, indicating FIDVR. If the condition is true, i.e. V (t ) is lower than VD (t ) for
every t , the prolonged voltage depression is present. This likely results in a partial
or total voltage collapse, i.e. STVI. The first 300ms of the signal are again ignored to
reduce the impact of the initial (post-)fault transients on the classification accuracy.

The introduced methodologies for oscillatory and non-oscillatory events jointly
form the classification algorithm, designed to complement the CVD quantification
algorithm presented in the previous section. The accuracy of the classification
algorithm is tested in the next subsection.

5.3.2. CLASSIFICATION ACCURACY

To test the accuracy of the classification algorithm, the 100 scenarios from Section 5.2
are analysed. The classification accuracy is calculated using Equation (5.16), where
TP and TN are the numbers of True Positive and True Negative classifications,
respectively, and FP and FN are False Positives and False Negatives, respectively [37].

Acc(%) = T P +T N

T P +T N +F P +F N
∗100 (5.16)

Furthermore, to evaluate the robustness of the classification methodology for
shorter simulation times, tests are conducted not only for a 10-second duration, but
also for 8, 6, 4, and 2 seconds. These tests are conducted for all 100 scenarios
from Section 5.2, resulting in a total of 500 classification tasks. The benefits of a
potentially faster classification are twofold. For offline simulations, a shorter dynamic
simulation time reduces the computational demand and allows faster analysis. For
online applications, classifying events promptly is crucial for fast detection and
decision-making. The classification accuracy of the algorithm is shown in Figure 5.12.

For the original signal duration of 10 seconds, the classification algorithm performs
very well, achieving 96.2% accuracy over the analysed scenarios. Reducing the
available interval to 8 or 6 seconds barely affects the accuracy, which remains
higher than 91.5%. However, when even shorter time intervals are used (e.g. <5
seconds), the classification accuracy drops rapidly, as shown in Figure 5.12. This is
expected as some events need several seconds to advance enough to be detectable
and classifiable, especially in the case of FIDVR and STVI. A promising approach to
address this reduced accuracy is to apply time-series extrapolation of the voltage to
detect the likely future trend of the voltage deviation. Unreported preliminary results
show that this may improve accuracy notably for shorter time intervals, and is,
therefore, a promising topic for future research. As this thesis deals with the existing
data only, relevant extrapolation techniques and their application are out of scope.
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Figure 5.12.: Classification accuracy for a large set of post-fault deviations with
varying evaluation times provided to the algorithm.

CLASSIFICATION: CONCLUDING REMARKS

This section introduced a novel algorithm to classify short-term instability events
automatically and rapidly based on their voltage curve. The presented results
confirm that the proposed classification algorithm shows a high level of accuracy.
Furthermore, the efficacy remains high even for shorter post-fault voltage signals,
albeit with an expected reduction in accuracy. The classification algorithm, therefore,
complements the quantification algorithm well, allowing for a combined automatic
evaluation of severity and type of short-term instability, regardless of the type and
nature of the event taking place.

5.4. VOLTAGE VULNERABILITY CURVES AND DYNAMIC-STATE

SYSTEM STRENGTH
With faster and more severe voltage dynamics and related instabilities, modern
power systems are more vulnerable to widespread cascading. To ensure system
resilience and stability, power system operators need to be aware of any vulnerable
grid sections and dangerous operating scenarios so that these can be planned for
and addressed. Nevertheless, as discussed extensively in previous chapters, the rising
complexity of system modelling and analysis of dynamical processes in modern
power systems makes the evaluation task increasingly intricate. The large number
of grid locations and operating scenarios with complex inverter-based generation
and load, paired with parameter uncertainty, make deterministic analytical analyses
increasingly difficult and time-consuming.

This section proposes a new method designed to simplify this problem. Voltage
Vulnerability Curves (VVCs) are proposed and created by relying on the already-
introduced CVD method and a novel data-based interpolation algorithm. The
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method aims to quantify the dynamic-state aspect of system strength, which is
largely overlooked by the steady-state methods discussed in Chapter 3. The section
commences by exploring the important relation between short-circuit capacity
and voltage deviations, uncovering a fundamental problem of currently available
methods. To address these limitations, the VVC method is proposed and exemplified
on several rounds of numerical simulations, exhibiting very good performance.

5.4.1. SHORT-CIRCUIT CAPACITY AND VOLTAGE DEVIATIONS

Short-circuit capacity (Ssc ) is one of the most common metrics used to describe
system strength at a certain bus. Ssc is used for numerous steady-state system
strength evaluation methods, as discussed extensively in Chapter 3. For convenience,
its analytical definition is repeated here, as shown in Equation (5.17),

Ssc = V 2

Zsc
(5.17)

The higher the Ssc , the stronger the bus is assumed to be. This conclusion has
strong theoretical support in conventional power systems, as described analytically
in Equation (3.3) and discussed extensively in Chapter 3.

To demonstrate this conclusion numerically on the same test system as before
(Figure 5.4), Ssc of each 130 kV busbar is calculated based on the IEC 60909-2016
standard. The results are shown in Figure 5.13.

Figure 5.13.: Short-circuit capacity of every 130 kV busbar in the test system based
on the IEC 60909-2016 standard.

There is clearly a large variation in Ssc across the system. This is a consequence
of several factors, mainly the proximity to synchronous generators and the (E)HV
grid, impedances and lengths of the lines, and how meshed the surrounding grid is.
Based on the Ssc values, an engineer could, for instance, conclude that buses such
as 1041 or 1043 are much weaker than bus 1045. The accuracy of such a common
conclusion in modern grids will be challenged and nuanced further in this chapter.
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To demonstrate how Ssc relates to the severity of voltage dips, 3-phase short-circuit
faults with a fault resistance of 2.5Ω are applied to each 130 kV bus, and the voltage
response is measured. The results are plotted in Figure 5.14, with a colour bar label
representing the Ssc of the respective busbar, also illustrated in Figure 5.13.

1.0

Figure 5.14.: Dynamic simulations illustrating the inverse relation between fault
voltage drop (∆U f ) and short-circuit capacity of a bus (Ssc ).

It can be seen from the voltage plots that Ssc and the severity of voltage dips
exhibit a strong inverse relation. Busbars with a higher (lower) Ssc experience a
lower (higher) fault-induced voltage dip. This is the primary reason why Ssc is
generally used as a system strength indicator. Buses with higher (lower) Ssc will
therefore experience lower (higher) voltage sensitivity to disturbances in general,
often described as stronger (weaker) buses. This has been also demonstrated
analytically in Equations (3.1) to (3.3).

However, such an analytical analysis contains a few important assumptions.
The first assumption is that the system can be replicated well with a Thevenin
equivalence. For a modern power system with an increasing share of inverter-based
resources, this assumption becomes less and less accurate, as discussed in Chapter 3.

The other important assumption in this analysis is that the demand is static
and passive. As such, these loads do not have a major impact on fault and
post-fault voltage dynamics. While this assumption used to be reasonably accurate
in conventional power systems whose dynamics were dominated by the operation of
synchronous machines, it becomes progressively more inaccurate in modern power
systems. The first reason for this inaccuracy is the increasing penetration of DERs
throughout the medium- and low-voltage networks. What used to be a passive
distribution system (PDN) is nowadays much more often an active distribution
system (ADN), with a bidirectional power flow and a potentially big impact on
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grid dynamics (see Chapter 4). Moreover, the second reason is that dynamic loads
are becoming much more common in distribution systems, as electrification is
realized in sectors that were previously powered by fossil fuels, such as the heating
sector, transportation, and industry, as discussed in Chapter 1. Furthermore, the
composition of distribution systems is shown to play a major role in grid dynamics
in Chapter 4 and can be particularly relevant when short-term voltage deviations and
stability are concerned. The proliferation of RES and the transition from conventional
to modern distribution systems therefore invalidates the assumption that Ssc can be
used to directly evaluate dynamic-state system strength (see Chapter 3). Instead, the
situation becomes significantly more complex.

Voltage dynamics with IBRs and dynamic loads occur not only during the fault
period but also in the several seconds after the fault, i.e. in the post-fault
period. These variations play a key role in vulnerability as they may lead to
cascading. Therefore, in order to capture the full scope of voltage deviations related
to dynamic-state system strength, evaluating only the voltage dip during the fault
provides an incomplete picture of the voltage deviations resulting from a disturbance.

The newly developed cumulative voltage deviation (CVD) method, introduced in
Section 5.2, is hereby used to quantify both fault and post-fault voltage deviations.
Utilizing the results obtained in Figure 5.14, maximum voltage drop ∆U f and
CVD are calculated for each 130 kV bus with various Ssc . The relation between
the short-circuit capacity and voltage deviations is shown in Figure 5.15 with a
scatterplot. The trend is visualized with a simple best-fit linear regression.

Figure 5.15.: Relationship between Ssc and voltage deviations measured by voltage
drop ∆U f and CV D , for each 130 kV bus in the IEEE test system.

What can be deducted from the plot is that both ∆U f and CVD have a very strong
and similar inverse linear relationship with Ssc . This is expected as both metrics
numerically evaluate voltage deviations. Therefore, even simple methods such as Ssc
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can often be used to quantify and describe system strength in conventional power
systems with passive distribution systems.

In the next sections, the assumptions of static load and conventional generation
will be relaxed to show how Ssc becomes progressively less accurate in modern
power systems. In other words, it will be shown how it loses relevance as a
dynamic-state system strength metric in a modern power system. A new method
derived to tackle this problem is presented in the next section.

5.4.2. VVC METHODOLOGY

The impact of load and DER response on grid resilience, as discussed in Chapter 4,
is shown to be very important to model and consider when analyzing grid stability
and strength. However, system strength, as one of the main aspects of grid resilience
and vulnerability, is typically evaluated only from the steady-state perspective, as
described in Chapter 3. This evaluation, while important for the steady-state
operation, completely misses the intricate dynamical response of dynamic load and
DER, and its impact on dynamic-state system strength explored in Chapter 4.

As discussed at the beginning of this chapter, scripting and automation offer the
possibility to rapidly and efficiently simulate the dynamic response of a system for
a wide range of operating scenarios and parameters. However, the big data set
originating from such an analysis can be very time-consuming to analyze manually.
It is therefore also necessary to have a scalable and fast approach that can quantify
the severity of voltage deviations automatically. This is what the CVD method,
introduced in Section 5.2, is able to do. This section expands on the CVD method
by applying it to not only evaluate voltage deviations of various operating scenarios
but to efficiently provide insights into the intricate aspects of dynamic-state system
strength, as introduced and discussed in Chapter 3.

A new method is developed for this purpose, named Voltage Vulnerability Curves
(VVCs). The method is exemplified and described in Figure 5.16.

The right part of the figure shows an example of a VVC plot. The Y-axis
of the plot is designed to quantify the severity of a disturbance, relying on the
already-introduced CVD method. Meanwhile, the X-axis depicts the increasing
duration of the fault. The Y-axis can be expressed in kV.sec or per-unit.sec, while
the X-axis is in milliseconds or seconds. By utilizing the algorithm shown on the
left-hand side, a series of dynamic simulations are performed, where ∆t f is increased
until a predefined ∆t max

f value. This value can be chosen as a maximum expected

total5 fault-clearing time, based on protection coordination.
The resulting CVD values are collected for each discrete simulation scenario and

are scatter-plotted on the VVC plot on the right (black circles). Once all the
simulations are completed, an interpolated6 curve is created, depicted in blue in the
example in Figure 5.16. The most suitable way to perform the interpolation will be
discussed later in this chapter.

5This includes relay operation, circuit breaker opening time, and arc quenching. It may also include
protection/breaker malfunction assumptions.

6Interpolation is a method of constructing new data points based on the range of a discrete set of
known data points. In this case, known points are simulation-based CVD values for respective ∆t f .
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Figure 5.16.: The methodology of the VVC method (left) and the example of the
resulting VVC plot and curve (right).

The resulting VVC curve can be understood as follows. For a certain simulation
scenario, the CVD value is calculated, indicating the severity of a disturbance. This
severity will naturally depend on the fault duration. The longer the fault lasts, the
more severe the voltage deviation is, as illustrated in Figure 5.16. However, this
severity will also depend on other relevant factors, such as the composition of the
load and the distributed generation presence, as well as their contribution to voltage
dynamics, as discussed in Chapters 3 and 4.

In the next two sections, the assumptions of static load and conventional
generation will be relaxed in order to show how Ssc and ∆U f become progressively
less accurate as dynamic-state system strength metrics of a modern power system.
Instead, the newly developed VVC method is proposed and benchmarked against
Ssc , providing much broader insights about dynamic-state system strength.

5.4.3. NUMERICAL SIMULATIONS AND RESULTS

In this section, voltage vulnerability curves will be utilized to evaluate the dynamic-
state system strength of buses with various distribution system compositions. The
analysis commences with static load models, followed by an introduction of dynamic
load models with a potential for stalling, and DERs with partial LVRT disconnection
(see Figure 4.2). Finally, in the last part of this section, the analysis will demonstrate
the suitability of VVC for evaluating the dynamic-state system strength of various
buses, as well as its superiority compared to the commonly used short-circuit
capacity as a measure of system strength.
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STATIC LOAD SIMULATIONS WITH VVC

The first set of simulations is performed on the unaltered system from [38], also
shown in Appendix A. The loads are kept as default static loads, with original system
parameters as per operating point A from [38]. For each busbar, a VVC is plotted by
running a series of dynamic simulations in DIgSILENT PowerFactory assisted with
Python scripting (see Figure 5.1). In every consecutive simulation, fault duration is
increased, to increase the severity of the disturbance, as described in Figure 5.16.
The results are plotted in Figure 5.17.

Figure 5.17.: Voltage vulnerability curves for 130 kV buses in the IEEE test system.

For each busbar, a voltage vulnerability curve is plotted by linearly interpolating
the obtained simulation results. Furthermore, the results are colour-coded to show
how Ssc relates to the results. From the plots, it can be seen that each VVC is linear.
Furthermore, the colour coding clearly shows that buses with larger Ssc generally
experience lower voltage deviations, and this conclusion holds regardless of the fault
duration or intensity. Therefore, for the case of static loads and conventional power
systems, the VVC method arrives at the same conclusions as simpler methods like
Ssc . It is therefore often sufficient to calculate Ssc and use this information as a
suitable steady- and dynamic-state system strength measure in such cases.

DYNAMIC LOADS AND DELAYED VOLTAGE RECOVERY EVALUATION WITH VVC

In this subsection, the static load at busbar 1041 in the IEEE Test system is replaced
by two WECC dynamic loads with an overall increasing share of stalling single-phase
A/C units. This change is introduced to synthetically replicate the effects of a larger
amount of motor load stalling as voltage dips become more severe [39], leading to
Fault-Induced Delayed Voltage Recovery (FIDVR), as discussed in Chapter 4.

A series of faults are simulated on busbar 1041 with varying fault duration. Details
of the simulation parameters are listed in the Appendix B. The resulting voltage
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responses are plotted in Figure 5.18, with a green (red) highlight for the least (most)
severe scenario in terms of fault duration and the consequent voltage deviation.

Figure 5.18.: Voltage responses of bus 1041 for a variety of fault scenarios.

It can be seen that a FIDVR event occurs, with progressively deeper voltage sag,
in line with previous simulations. To quantify the FIDVR effect, voltage vulnerability
curves are used based on the CVD metric, as described in Section 5.4.2. The VVCs for
the cases of static load versus the discussed dynamic case are plotted in Figure 5.19.

Figure 5.19.: Voltage Vulnerability Curves (VVC) for the case in Figure 5.18, compared
with a base case with only static load.

A clear benefit of VVCs is revealed here. The green line indicates the static load
VVC, as per the previous section, while the blue line indicates a VVC for the case of
dynamic load with A/C units. For fault duration below 200ms, there is almost no
difference between the curves. However, as fault severity increases with a larger fault
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duration, some motors start to stall, resulting in higher reactive power demand. This
reduces the voltage further, leading to larger voltage deviations. The VVC shown
in blue captures this effect, as it starts diverging from the green curve, indicating
higher voltage deviation, and thus lower dynamic-state system strength.

If Ssc would be used as a dynamic-state system strength and voltage sensitivity
metric in this case, the bus strength would be significantly overestimated for
longer-duration faults with dynamic loads. The intricate effects of dynamic load
would not be captured as they are only seen by means of dynamic simulations.
Meanwhile, VVC demonstrates how longer fault duration and severity affect the
post-fault voltage response. Therefore, based on the VVC curve, an engineer could
conclude that the blue case busbar is much weaker than the green one if fault
clearing time is expected to be higher than 200 ms. Consequently, further and more
detailed stability analysis can be performed if deemed necessary or if a new load or
generation is to be connected to this bus or in its proximity.

DISTRIBUTED ENERGY RESOURCES AND LOW-VOLTAGE TRIPPING WITH VVC

Apart from dynamic loads, modern distribution systems comprise a variety of
distributed energy resources (DERs). These can be located on both low- and/or
medium-voltage levels. Based on the voltage level and nominal power, DERs have
different low-voltage ride-through (LVRT) settings, and consequently, a different
impact on short-term voltage deviations and stability, as discussed in Chapter 4.
Furthermore, DERs increasingly fail to ride through disturbances and disconnect the
longer and more severe the disturbance is, as seen in Table 1.1 and in Chapter 4.
This is hereby synthetically replicated and analyzed, to see how partial LV-DER
and MV-DER disconnection affects post-fault voltage response and stability, and
particularly show how this can be evaluated with VVCs. Simulations are performed
with varying fault duration, comparable to previous sections. The parameters are
listed in the Appendix B. The voltage responses are shown in Figure 5.20.

Figure 5.20.: Voltage response of bus 1041 with increasing fault duration which leads
to partial DER disconnections.
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As seen in the figure, an increasingly severe post-fault voltage sag occurs due to
the partial disconnection of DER units. Furthermore, the last few simulations show
an even larger voltage drop with a risk of potential voltage collapse. This occurs as
MV-DER also disconnects for a larger fault duration in this illustrative example.

The corresponding VVC is plotted in Figure 5.21. Furthermore, to illustrate
the effect of disconnections, it is indicated in the figure how much LV-DER has
disconnected for each simulation, as well as when the larger MV-DER unit has
disconnected. Similarly to previous results with dynamic load, for short fault duration
∆t f , the VVC with only static load is very similar to the VVC with DERs. This
implies that voltage deviations and dynamic-state system strength are comparable.
However, as the fault duration and severity increase, LV-DERs begin to partially trip,
as indicated in Figure 5.21. Furthermore, for cases above 325 ms, MV-DER also trips,
exposing the system to an even higher post-fault voltage drop. For a very long fault
duration, almost all LV-DER and MV-DER have tripped, as per their LVRT settings,
leading to a severely depressed post-disturbance voltage.

Figure 5.21.: Voltage Vulnerability Curves for the case in Figure 5.20, compared with
a base case with only static load.

These simulations demonstrate a few important points. Firstly, DERs can have a
large impact on post-fault voltage deviations, and therefore dynamic-state system
strength, which is in line with the results presented in Chapter 4. Secondly, if the
dynamic-state system strength of a busbar with DER was evaluated using only Ssc ,
it could be severely misestimated. Finally, using VVC, grid engineers can see how
partial and total disconnections of various DERs may affect system response, and in
that sense obtain more information about the dynamic-state system strength of their
system and its resilience considering the rising fault-clearing time and/or further
penetration of DERs at the bus of interest.
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COMPARISON OF DIFFERENT DISTRIBUTION NETWORK COMPOSITIONS WITH VVC

In this subsection, a few changes are implemented in the unaltered network from
Figure 5.4. The static loads connected to busbars 1041, 1043, and 1045 are replaced
with dynamic loads, with the presence of DER, as shown in Figure 5.22. The details
and parameters not shown in the text and figure are listed in the Appendix B.
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Figure 5.22.: Zoom-in on the altered part of the IEEE Test System. Three 130 kV
buses (1041, 1043, 1045) with different demand compositions.

Each of the three busbars is exposed to a fault with an increasing fault duration,
as per Section 5.4.2. The results are plotted in Figure 5.23 for all three busbars
separately, with the least (most) severe events highlighted in green (red).

The voltage responses of busbar 1041 are depicted in the upper left plots of
Figure 5.23. One can note that bus 1041 has the lowest short-circuit capacity of the
three, Ssc = 2.67GVA. As depicted in Figure 5.22, bus 1041 contains a static load
and a DER unit connected to the medium voltage level. When subjected to a fault,
a voltage drop occurs, followed by an increasingly large post-fault voltage deviation.
In the most severe case, voltage experiences slight oscillations and delayed recovery,
but manages to recover successfully without severe voltage deviations.
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Figure 5.23.: Voltage responses of buses 1041 (top-left, Ssc = 2.67GVA), 1043 (top-
right, Ssc = 3.34GVA), and 1045 (bottom, Ssc = 6.10GVA) for a varying
fault duration ∆t f .

The voltage response of bus 1043 is depicted in the top-right curves in the
Figure 5.23. Bus 1043 has a somewhat higher short-circuit capacity than bus 1041,
Ssc = 3.34GVA. Its demand composition is similar to the one of bus 1041, however,
with two DER units connected to the MV grid. One of them is assumed to be able
to withstand a low-voltage condition of up to 200 ms, while the other one up to
325 ms. Details can be found in the Appendix B. As seen from the curves, voltage
responses vary a lot as ∆t f increases. For the least severe fault duration, the response
highlighted in green is similar to the one of bus 1041. However, as fault duration
increases, voltage deviations intensify, eventually resulting in DER disconnections
and severe voltage oscillations which would likely lead to short-term instability.

Finally, the voltage response of bus 1045 is shown in the lower plot of Figure 5.23.
Bus 1045 is much stronger than the other two in terms of short-circuit capacity, with
Ssc = 6.10GVA. This bus contains two dynamic loads of D-type, with one of them
more prone to stalling, as well as an aggregated LV-DER unit representing a large
number of PV panels and/or other small generating units. As fault duration in this
example increases, so does the amount of stalled dynamic load and partial LV-DER
disconnections, resulting in a post-fault low-voltage event.

Based on the voltage responses of the three buses, respective voltage vulnerability
curves (VVCs) are created and plotted in Figure 5.24 for comparison.

There are several important insights to draw from these simulations and VVC
plots. Firstly, one can note the difference in the Ssc of each busbar. For faults with a
very short duration, depicted on the left part of the curves, Ssc is indeed correctly
indicating that 1045 is the strongest bus with the least severe voltage deviations,
followed by 1043 and 1041. However, as fault duration increases, changes are quickly
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Figure 5.24.: Voltage Vulnerability Curves of buses 1041, 1043, and 1045 as per the
model in Figure 5.22 and responses in Figure 5.23.

observed. From approximately ∆t f = 200ms, bus 1045 (blue) begins to experience
FIDVR events, and quickly becomes effectively the weakest bus. Meanwhile, bus
1043 (red) sees an increase in voltage deviations starting from 250 ms, as some of
the LV-DER units begin to disconnect. Therefore, in the range of 200 to 350 ms fault
duration, busbar 1045 is the weakest bus, while 1041 (green) is the strongest bus.
This is completely opposite compared to what Ssc would indicate.

When fault duration increases further towards 400 ms, bus 1043 (red) begins to
experience severe voltage deviations and oscillations. Therefore, its VVC quickly
rises, reaching a CVD value of almost 1.5 pu-seconds. Therefore, in the >350 ms
range, busbar 1043 (red) is the weakest bus, followed by 1045 (blue), and finally 1041
(green). Once again, Ssc would imply a completely different evaluation of system
strength. In this sense, VVC is far superior in providing more extensive information
about dynamic-state system strength and voltage sensitivity with modern distribution
systems and their contribution to voltage dynamics.

The next section demonstrates how to incorporate parameter uncertainty into VVC
analysis by utilizing an advanced interpolation method.

5.4.4. VVC WITH PARAMETER UNCERTAINTY

For the VVC analysis to be as informative as possible, dynamic DER and load
models should be parameterized as accurately as possible to replicate the dynamics
of the studied system well. This can be a difficult task, particularly for medium-
and low-voltage grids where data availability and quality are limited. To tackle this
challenge, the VVC method is expanded to consider parameter uncertainty as well.

As presented in Section 5.4.2, the interpolation technique is used to derive voltage
vulnerability curves. So far in the analysis, it was assumed that all the parameters
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are known, and simple linear interpolation was used. As parameter uncertainty
may be an issue, an advanced interpolation method is hereby introduced. The
interpolation is utilized in voltage vulnerability curves to tackle the parameter
uncertainty challenges.

METHODOLOGY: LOCALLY WEIGHTED SCATTERPLOT SMOOTHING (LOWESS)

Locally Weighted Scatterplot Smoothing (LOWESS) is a statistical non-parametric
regression method designed to combine multiple regression models in one based
on the k-closest samples. It falls into the broader category of predictive analytics
methods designed for extrapolation or interpolation of data, as well as local
regressions for robustly fitting smoothing curves without prior assumptions about
the curve shape. LOWESS fundamentally relies on classical methods such as linear
and nonlinear least squares regressions. However, it differs from those methods as
it uses only subsets of data for each weighted least squares fit. In other words, it
combines the results of multiple local regressions over different regions of the data
domain and combines them based on weightings linked to the distance between the
prediction point and the data used to fit each of the local regressions.

Figure 5.25 illustrates the LOWESS concept [40, 41]. A regression is performed
using a polynomial function on a local data subset centred around a particular point
in the data series. The procedure is typically repeated multiple times to minimize or
ignore the impact of outliers and obtain a more accurate result.

weights

1st-order weighted local regression

“ignored”
point

key parameter: fraction
LOWESS: 

detected 
outlier

Figure 5.25.: Principles of LOWESS method for a 1st-order polynomial. Black points
are the source data; red narrow lines are the local regression solutions;
the thick rose line is a final LOWESS solution. The gray area on the
sub-panel represents a weight-defining function.
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LOWESS is a non-parametric regression method, which means no analytical
response function will be produced by the algorithm. Instead, the predictor curve is
completely data-driven, i.e. it is directly constructed according to the information
derived from the data. It is therefore a very useful method for cases where the
data does not closely follow any clear analytical pattern, such as with noisier and
scattered data that exhibits a more complex relationship, and where the analytical
response function is not suitable or necessary.

Further and more detailed discussions on the LOWESS algorithm, its applications,
limitations, and parametrization are out of the scope of this thesis, and can be
found in [40–42]. Once all the local regressions are derived using a moving localized
regression approach, the final LOWESS curve is created, as depicted in the thick
pink line as shown in Figure 5.25.

This final curve, however, only indicates the mean prediction value of the algorithm.
To include uncertainty prediction intervals around it, MOE-Py implementation of the
LOWESS method is utilized in Python [42]. This is hereby discussed further.

VVC INTERPOLATION WITH LOWESS

Voltage Vulnerability Curves (VVC), as introduced in Figure 5.16, are fundamentally
data-driven curves. A series of scattered data points are derived from simulations,
with a discrete fault time step between them. Therefore, to produce a continuous
curve, an interpolation technique needs to be applied.

In the analysis so far, linear interpolation was used (e.g. see Figure 5.24). This is
naturally an approximation and such interpolation is not able to consider parameter
uncertainty. To expand on this, LOWESS interpolation is hereby utilized to enhance
the VVC method. To demonstrate this, the system from Figure 5.4 is adjusted to
incorporate dynamic loads in bus 1041 only. The D-type motors are used, which
stall for larger fault duration and initiate FIDVR events.

Two parameters chosen to represent the uncertainty are the penetration of the
D-type motor in the WECC composite load model (Fmd ) and the thermal time
constant of the motors (Tth) which affects the stalling characteristics. These
parameters are selected due to their large impact on FIDVR intensity, as found in
Chapter 4, and similarly in [43, 44]. Furthermore, fault duration is increased in steps
of 25 ms from 100 ms to 400 ms, with an additional small uncertainty band.

Figure 5.26.: Uncertainty modelling of the three selected parameters using a normal
distribution with mean value (µ) and standard deviation (σ).
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Figure 5.27.: Voltage responses of bus 1041 with considering parameter uncertainty.

The uncertainty of all three parameters is modelled by randomly sampling from
a normal distribution in each simulation, as shown in Figure 5.26. There are, of
course, many ways to model parameter uncertainty depending on the application
and goal, which is beyond the scope of this work. Instead, the goal here is to
demonstrate how uncertainty can be incorporated into the VVC methodology.

The resulting family of 90 curves showing voltage responses with parameter
uncertainty are plotted in Figure 5.27. As seen from the figure, the wide parameter
uncertainty reflects itself in a wide dispersion of voltage deviations with varying
severity. In other words, the selected parameters and their wide range have a large
impact on the voltage deviations of this busbar.

VVC curve is created based on the simulation results and plotted in Figure 5.28,
relative to the static load scenario. The simulation results are shown in blue dots,
based on their respective CVD and ∆t f values. Afterwards, the simulation results
are used for regression and interpolation using the described LOWESS method. The
mean value is plotted, alongside two prediction intervals to capture the uncertainty
of the parameters and illustrate their impact on voltage vulnerability curves.

As seen from Figure 5.28, the results for <200 ms fault duration are very much
in line with the linear static load curve. Hence, the bus strength is not influenced
by the demand composition and its parameter uncertainty for shorter-duration
faults. However, as fault duration increases, voltage deviations become more severe.
Furthermore, the uncertainty intervals also widen, as indicated by the two shaded
areas. This is expected, as more severe faults reveal the impact of parameters more
strongly. The information provided by such a curve can help grid engineers to
evaluate the dynamic-state system strength, and determine the risk of short-term
instabilities for not just varying fault duration, but also for varying parameters of
relevance considering their uncertainty.
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Figure 5.28.: VVC with parameter uncertainty by using the LOWESS method.

VOLTAGE VULNERABILITY CURVES: CONCLUDING REMARKS

To quantify the dynamic-state system strength of various buses, steady-state methods
based on short-circuit capacity are shown to be insufficient in modern power
systems. To tackle this limitation, the numerically-derived VVC method is proposed,
as an extension of the previously introduced Cumulative Voltage Deviation (CVD)
method. This subsection showcased that VVC is an efficient method to numerically
quantify how severe a certain short-term system disturbance is, and whether it may
lead to a high risk of cascading or any of the four types of short-term instability. The
analysis is conducted on several exemplifying scenarios, where the benefits of the
method are comprehensibly demonstrated. Furthermore, the method is extended
with an advanced interpolation approach for analyses with parameter uncertainty,
which are reflected in prediction intervals.

The implementation of the method can be a part of the probabilistic dynamic
stability/security assessment, with a focus on short-term instabilities and the risk of
cascading events. In this way, grid operators can get advanced insights into not only
static grid limitations but also dynamic system limits in terms of the likelihood of
short-term instabilities. For each grid location of interest, a quantifiable steady-state
system strength value (i.e. ESS, see Chapter 3) can be complemented by a respective
VVC, representing a dynamic-state system strength quantification for the selected
disturbances and parameters. The result is an automated vulnerability assessment
across both steady- and dynamic-state operations, indicating which grid locations
exhibit relative weakness and risk of instability. Once detected, such buses and
operational scenarios can be explored further with detailed analysis and possible
mitigation measures in a much more time-efficient manner.
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5.5. CONCLUDING REMARKS
Existing grid vulnerability and stability evaluation approaches typically focus on key
performance metrics of conventional systems, such as rotor angles and frequency
of synchronous machines. However, as systems rapidly shift from synchronous to
inverter-based generation, the dynamics will be dominantly driven by voltage- and
control-related behaviour. With system strength reduced, such dynamics and voltage
deviations will also become faster and more severe. Consequently, the importance of
accurate voltage stability and system strength evaluation rises.

Furthermore, this and previous chapters show that the intricate challenges of
modern power systems often transcend the possibilities of steady-state evaluation
methods. The dynamic-state quantification therefore becomes a crucial task for
evaluating grid vulnerability and maintaining the short-term stability and resilience
of modern power systems.

This section presented the concurrent data-driven opportunities in modern
power grids, enabled by the continuous increase in computational power and
automation, as well as better grid observability with the usage of synchrophasors and
wide-area systems. Three novel data-driven evaluation methods are developed and
introduced in order to tackle the challenges of modern grids’ stability and strength:
quantification (CVD), classification, and dynamic strength evaluation (VVC). These
are comprehensively introduced and tested, showing very good performance across
a variety of complex dynamic phenomena in modern grids.

The methods are very suitable for probabilistic grid vulnerability as well as
dynamic security and stability assessment. They can complement the existing
conventional approaches by introducing risk-based voltage instability and system
strength aspects, particularly useful in grids with high parameter and operational
uncertainty. Ultimately, the goal is to provide grid operators with more advanced
insights about their grid vulnerability and stability margins, both across steady-
and dynamic-state operations. Weak grid areas and stability-constrained operating
scenarios can be revealed in advance, providing time for more detailed studies
and suitable mitigation measures. Finally, with the fast advancements of the
WAMPAC technology, the methods can be used to improve both the grid dynamics
observability and the decision-making process for advanced wide-area instability
detection and mitigation techniques.
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6
CONCLUSIONS

Learning is the only thing the mind never exhausts, never fears, and never regrets.

- Leonardo da Vinci, Renaissance polymath (1452 - 1519)

This thesis explores the evolution of power systems and the technical challenges that
arise. In this context, the main focus is on the aspects of grid vulnerability, stability,
and strength. The impacts of IBR proliferation on voltage stability are analyzed, particu-
larly in short-term aspects. Additionally, the multifaceted concept of system strength is
explored, and new evaluation methods for modern grids are developed. Moreover, the
dynamic aspects of a modern system’s response to disturbances are extensively investi-
gated. Finally, advanced data-driven methods are developed for the dynamic response
evaluation and probabilistic vulnerability assessment. This final chapter comprises key
scientific contributions, practical recommendations, and future research suggestions.

6.1. SCIENTIFIC CONTRIBUTIONS
The thesis is structured around five main research questions and objectives, introduced
in Chapter 1. Each research question is extensively explored in its corresponding chap-
ter. The conclusions and scientific contributions are hereby summarized.

1. How does the energy transition lead to a higher vulnerability of electric power
systems? What are the possible consequences? (Chapter 1)

2. Why is securing voltage stability (particularly short-term) a progressively more
critical and challenging task in modern power systems? Why are the existing
evaluation methods insufficient? (Chapter 2)

3. How should system strength be understood and evaluated in modern power sys-
tems, and how does it relate to vulnerability and stability? (Chapter 3)

4. What kind of effects do dynamic loads and distributed generation have on the
short-term stability and resilience of modern power systems? (Chapter 4)

5. How can novel data- and simulation-driven approaches and methods help in
alleviating the challenges highlighted in this thesis? (Chapter 5)

149
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1. How does the energy transition lead to a higher vulnerability of electric power
systems? What are the possible consequences? (Chapter 1)

Humanity has indisputable evidence that our current way of living, if left unchanged,
leads to a climate catastrophe with far-reaching and largely irreversible consequences.
The only feasible way forward is to combat climate change at its very source: to globally
reduce our emission of greenhouse gases.

As one of the largest pollutants, the energy sector needs to dramatically evolve. This
ongoing process is often referred to as the energy transition. The most viable path to-
wards decarbonization is twofold. On one side, the electricity supply needs to shift from
conventional fossil-based to renewable wind and solar power. On the other side, con-
sumption needs to be electrified to a high degree so it can utilize clean carbon-free elec-
tricity and significantly reduce the usage of fossil fuels across sectors.

Both directions strongly impact electric power systems. On the supply side, the con-
ventional dominantly fossil-based generation is increasingly phased out and replaced
by the power-electronics interfaced renewables. On the demand side, the need for stable
and reliable electricity is ever-growing, with rapid electrification of various energy-heavy
sectors such as transportation, heating/cooling, and industry.

This revolution also inevitably changes the very fundamentals of system resilience, of-
ten resulting in higher vulnerability and higher susceptibility to instabilities. The higher
vulnerability has two central technical causes. Firstly, as fossil fuels are being decom-
missioned, so are the majority of synchronous generators in conventional power plants.
Synchronous generators are the backbone of the power system as we know it, provid-
ing stable frequency and voltage. Besides this, they also provide significant resilience to
disturbances in the form of inertia and system strength. The energy transition therefore
inevitably leads to fewer such generators. This results in a natural drop in resilience,
which reflects itself in higher vulnerability to cascading faults, more severe and faster
grid dynamics, and emphasized stability challenges.

The electricity sector is evolving, with synchronous fossil-fuel generation being replaced
by inverter-based renewables. Furthermore, the demand becomes increasingly electrified,

impacting grid dynamics. The combined effect is elevated vulnerability and more
complex instability phenomena, threatening the resilience of modern power systems.

Secondly, synchronous generators are replaced by a very large number of renewable
energy sources, also known as inverter-based resources (IBRs). Not only that IBRs exhibit
fundamentally different dynamic performance, but are also often integrated in remote
(weak) grid sections or scattered across largely unobservable and uncontrollable distri-
bution systems. Since most IBRs require a strong grid connection, particularly in terms
of voltage resilience, this results in a higher probability of maloperation, especially dur-
ing and after large disturbances. The consequences are undesired IBR behavior which
may lead to more severe dynamics, oscillations, or even widespread disconnections and
cascading events. These effects are emphasized as more IBRs enter the system while
phasing out synchronous generation.
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The consequences of these vulnerability trends are far-reaching. Power system dy-
namics and stability become not only physics-based, but increasingly control-based,
where resilience is not a given, but must be actively provided. This results in the acceler-
ation of system dynamics, leaving less time for remedial protection and control actions.
Furthermore, the complexity of dynamics also increases, shifting from dominantly elec-
tromechanical to electromagnetic. Similar trends are seen in terms of system stability,
which becomes harder to maintain and guarantee. The mechanisms behind instabilities
become more intricate, faster, amplified, and often intertwined with each other, having
both electromechanical and electromagnetic dimensions.

Overall, it can be concluded that power systems are indeed becoming more vulnerable
and more prone to instabilities. This thesis particularly explores the key challenges that
the energy transition and consequent power system evolution bring in terms of voltage
stability deterioration and system strength reduction. These two challenges are expected
to be major bottlenecks for the widespread proliferation of renewable energy on a larger
scale. As reaching climate goals directly depends on a successful energy transition and
electricity supply decarbonization, these bottlenecks need to be mitigated.

2. Why is securing voltage stability (particularly short-term) a progressively more
critical and challenging task in modern power systems? Why are the existing
evaluation methods insufficient? (Chapter 2)

In conventional power systems, stability has been closely related to the operation of
synchronous generators (SGs). By their very design and fundamental physics behind
it, generators provide high robustness to both the frequency and voltage of the grid. In
conventional systems, events that would cause instability were largely related to severe
disturbances and the loss of synchronism amongst the SGs (or groups of SGs). Alter-
natively, voltage collapses would occasionally arise in cases of very high active power
transfers and insufficient or suboptimally-placed reactive power support.

In modern power systems, with far less robustness provided by SGs, the situation dras-
tically changes. The conventional types of system instability remain relevant but are of-
ten amplified and accelerated due to the lower inertia and lower system strength. This
thesis largely focuses on the latter and its important effect on voltage stability and other
types of short-term instabilities.

As IBRs replace SGs, voltage vulnerability and stability become key aspects of grid
resilience. Unlike SGs, IBRs are more voltage-sensitive and often require resilient voltage

at their connection point. As grid resilience reduces, voltage disturbances are not only
amplified but also accelerated, stressing the importance of short-term dynamics.

The rapid proliferation of inverter-based generation (IBR) inevitably changes the way
power system instability manifests itself. This is illustrated by the most recent clas-
sification of stability, which introduces two new types of stability (i.e., resonance and
converter-driven stability) to account for the newly observed dynamics in the system.
Another effect that the new classification does not show explicitly is the rising interrela-
tion between different types of instability. An example of these intertwined effects stud-
ied in this thesis is the close connection between some types of voltage instability and
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converter-driven instability. The way IBR converters operate in a steady and dynamic
state directly relates to the voltage stability of the grid. On the other hand, the measures
of voltage stability resilience, such as short-circuit capacity and system strength, directly
relate back to the higher risk of converter-driven instability. In its essence, system stabil-
ity largely becomes a joint problem of both the inherent physical response of the system
and the imposed control of renewable sources. As more renewable IBRs are connected to
the grid, replacing synchronous generation, dynamics are accelerated and more severe,
often described by an important voltage-related dimension.

These changes are particularly seen in the way system instabilities manifest them-
selves, which is explored in this thesis extensively. Two major trends dictate this: the
proliferation of IBRs and their connection in remote and relatively weaker grid sections,
subject to weather conditions and land availability. This thesis provides insight into how
these two effects relate to maximum power transfer and voltage stability. Furthermore,
it is shown that the very understanding of short-term instabilities, particularly related
to voltage, requires an update. The conventional methods developed to evaluate short-
term voltage stability are shown to be largely outdated and often not suited to deal with
amplified and accelerated dynamics and intricacies of IBR-dominated grids.

3. How should system strength be understood and evaluated in modern power sys-
tems, and how does it relate to vulnerability and stability? (Chapter 3)

As systems evolve, so should our understanding of system strength and grid weakness.
For conventional power systems, system strength and short-circuit capacity were almost
interchangeable terms. Thanks to their direct and strong electromagnetic coupling to
the grid, synchronous generators intrinsically provide almost instantaneous and high
reactive current support proportional to the size of the disturbance. This is very conve-
nient for secure grid design and operation, as these high currents are not only suitable for
fault recognition and consequent protection coordination but also support voltage re-
silience and recovery. By evaluating short-circuit capacity (or grid impedance) with rela-
tively straightforward calculations, system operators were able to easily and rapidly eval-
uate grid resilience in terms of voltage stability, protection reliability, and power quality.
Any change in the system, operational or expansional, would be easily quantifiable by
simple and very intuitive metrics such as the Short-Circuit Ratio (SCR). In other words,
system strength was simple and abundant.

In modern power systems, however, inverter-based generation progressively replaces
synchronous generation. This increasingly invalidates the fundamental interchange-
ability of short-circuit capacity and system strength for several reasons. Firstly, IBRs
are not directly coupled to the grid, but are, as their name implies, interfaced through
power-electronics converters. This is necessary as the electricity produced by renew-
ables is not suitable for the grid as is, both in terms of frequency and voltage character-
istics. The converters, therefore, play an important role in transforming these variables
so that synchronization and efficient power exchange with the grid are achieved. How-
ever, the converters effectively "break" the direct electromagnetic coupling between the
renewable energy source and the grid. Hence, the inherent voltage resilience such as the
one offered by synchronous generators is simply not present.
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Secondly, the converters in IBRs are designed using power electronics made from semi-
conducting materials. While this provides very good and fast controllability of operation,
such materials are not able to withstand large and long-lasting overloads. In other words,
unless the converters get significantly oversized (which would be economically ineffi-
cient), inverter-based resources are unable to provide high fault currents during and af-
ter disturbances. Instead, their controls must be utilized to limit the current output dur-
ing disturbances to protect the converter itself from overheating. This is fundamentally
different from synchronous generators which provide (reactive) current support almost
instantaneously, with values up to several times higher than the nominal current. There-
fore, the operation of IBRs can be very different in steady- and dynamic-state aspects.

System strength is a complex umbrella term1. In conventional power systems, it can be
easily evaluated by simple metrics such as SCR. However, in modern power systems, such

an approach becomes increasingly inaccurate due to the way IBRs are integrated and
operated in a grid. As system strength directly affects susceptibility to various types of

voltage-related instabilities, understanding its intricate dimensions and accurately
evaluating them is crucial for the vulnerability assessment of modern power systems.

To evaluate the system strength of modern power systems, the conventional approach
of utilizing short-circuit capacity and related metrics is often far from sufficient. To im-
prove the evaluation, the first question must be which of the three effects is being stud-
ied; (short-term) voltage stability and resilience, protection reliability, or power quality.
The second question that should follow is whether the static or dynamic operation is of
interest. Without providing this context, the system strength evaluation of a modern grid
is set to fall short even before it begins.

This thesis largely focuses on the voltage stability and resilience aspects of system
strength, across both steady and dynamic states. To evaluate the steady-state system
strength and voltage stability margin of modern power systems, it is shown that common
metrics such as SCR are often oversimplified quantification measures that ignore several
important aspects of voltage resilience. A novel analytical method is designed to over-
come these limitations, termed Excess System Strength. The method relies on rigorous
fundamental analysis of maximum power transfer with IBRs to determine the effective
strength of the analyzed point in the grid. In this process, the grid resistance and operat-
ing voltage are not neglected, and capacitors and loads are also taken into account. The
method is tested extensively, showing significant improvement in pinpointing steady-
state system strength margins and conditions that lead to voltage collapse.

Nevertheless, it is important to recognize that even the newly introduced and im-
proved method is only applicable to one dimension of system strength, i.e. steady-state
operation. To evaluate dynamic-state system strength, deterministic analytical models
quickly reach their limits due to the complexity and non-linearity of IBR and dynamic
load (control) parameters during and after disturbances. This makes the task of defining
simple and accurate quantification metrics of dynamic-state system strength very chal-
lenging. In this thesis, this task is tackled from a very different data-driven perspective,
which is discussed in the last two chapters.

1See definition and discussion in Chapter 3.
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4. What kind of effects do dynamic loads and distributed generation have on the
short-term stability and voltage resilience of modern power systems? (Chapter 4)

While large-scale inverter-based resources get a lot of attention in academia and in-
dustry in terms of their grid impact, a relatively under-researched area is the (combined)
impact of smaller distributed energy resources (DERs). Naturally, a small number of such
units will only have limited and local impacts; however, as their number increases signif-
icantly, their impact on the bulk power system rises accordingly. Furthermore, with the
ongoing demand electrification, the overall impact of active distribution systems com-
prising both DERs and dynamic loads becomes crucial to understand and evaluate. This
thesis presents a comprehensive and fundamental study of the individual and joint ef-
fects of DERs and dynamic loads on short-term instability and voltage resilience. A large
test grid enhanced with advanced dynamic load and DER models has been utilized to
automatically perform thousands of dynamic simulations and uncover these effects.

The main findings can be summarized in three broad points. Firstly, the rising elec-
trification of consumption will inevitably lead to a larger presence of dynamic loads,
such as motors and converter-interfaced loads. This has a significant impact on short-
term stability, as more complex and amplified dynamics begin to appear in medium-
and low-voltage grids. The load is therefore transitioning from dominantly passive to
dynamically (very) active, often significantly contributing to system dynamics. This is
explored extensively, showing that an increase in the share of dynamic loads leads to
more severe voltage deviations and higher risks of short-term instability. Furthermore,
a different composition of the dynamic load is also shown to differently affect the risk of
instability. Motor loads that provide more (less) inertia and system strength contribute
less (more) to short-term instability. Additionally, stalling-prone motors negatively affect
short-term stability as the risks of fault-induced delayed voltage recovery rise.

Dynamic loads and DERs affect grid dynamics and short-term instability proportionally
to their relative presence. Since their proliferation is expected to rise, system impacts are

expected to progressively become more significant, and thus important to consider. While
dynamic loads mostly bring negative effects, DERs can either worsen or improve the

short-term stability of a grid, depending on their control strategies defined by grid codes.

Secondly, the proliferation of DERs across medium- and low-voltage grids also plays a
large role in short-term grid stability. An extensive set of simulations is performed utiliz-
ing advanced DER models to uncover these effects. The results show that the increasing
penetration of DERs in distribution systems could have either positive or negative effects
on short-term stability and voltage resilience. The key factor that determines this is the
applied control strategy. If DERs are operated in such a manner as to support the grid
as much as possible during- and post-disturbances, for instance by supplying active or
reactive current support, short-term stability can be effectively improved. In contrast,
if DER units massively disconnect or temporarily seize their operation during or after
disturbances, this can effectively amplify the disturbance and result in widespread volt-
age deviations. This consequently leads to reduced voltage resilience and higher risks
of short-term instabilities. Another interesting observation from simulations is that the
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DER disconnection has a higher negative effect on stability relative to the positive ef-
fect of grid-supporting DERs. In other words, the consequences of widespread discon-
nection of DERs may be difficult to counter with controlled post-disturbance system
support. This emphasizes the need for suitable and strict grid codes for DER operation
during and after disturbances in modern power systems, especially as their number and
relative share (and thus impact) in systems rise.

Lastly, not only voltage but also frequency may become affected by the aggregated re-
sponse of many DERs. The effect known as voltage dip-induced frequency excursion
is likely to become more prevalent as the relative impact of aggregated DER response
increases. This poses a risk of cascading, as one event may initiate another one, empha-
sizing the risks of intertwined instability events. Such developments, unless mitigated
by suitable actions, may significantly increase the risks of widespread blackouts.

5. How can novel data- and simulation-driven approaches and methods help in
alleviating the challenges highlighted in this thesis? (Chapter 5)

As synchronous generators are phased out, power systems inevitably become weaker.
Disturbances will therefore result in intensified and faster voltage deviations. Such devi-
ations are more likely to overshoot safe voltage stability thresholds in the system during
and after disturbances, particularly in the shorter-term time scale. Since the system op-
erators already face time constraints in reacting to fast system dynamics, the resulting
impact on system vulnerability can be severe.

Deterministic and detailed stability evaluation methods are a powerful and indispens-
able part of the power system engineer’s toolbox. However, as the energy transition pro-
gresses, and the size and complexity of power systems ever increase with the trends de-
scribed in this thesis, utilizing this tool turns into a very time- and knowledge-demanding
task. The question begins to arise of how to better prioritize stability and vulnerability
analyses in terms of not only grid section but also operational conditions and control
parameters, often accompanied by a dose of uncertainty. This is particularly challeng-
ing for dynamic analyses, where deterministic analytical approaches face the increasing
complexity of grid response which becomes extremely difficult to evaluate without con-
ducting complex and time-consuming dynamic simulations.

Nevertheless, two promising and enabling technological trends occur concurrently.
The widespread usage of PMUs improves system observability and provides large data
sets that can be utilized for observing and evaluating system resilience in real-time. This
also opens possibilities for Wide-Area Monitoring, Protection, and Control (WAMPAC)
applications to preserve system resilience and automatically steer the system away from
instabilities. Furthermore, automation of power system analysis with programming and
scripting approaches is enabled by the advances in modern power system simulation
software and programming language interfaces. These two developments enable more
advanced and data-driven approaches in power systems.

To tackle some of the short-term stability and dynamic-state system strength chal-
lenges, this thesis proposes a few advanced stochastic data- and risk-based methods.
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Deterministic stability and strength evaluation methods often fail to consider complex
interactions in modern power systems during and after disturbances. These aspects,

therefore, remain hidden, and a grid may seem resilient in steady-state but exhibit high
dynamic-state weakness and vulnerability. The developed data-driven methods, enabled

by advancements in computing power and grid monitoring, provide dynamic grid
resilience information in terms of probabilistic security and vulnerability assessments.

Firstly, to efficiently quantify voltage deviations automatically, a novel data-based ap-
proach termed the Cumulative Voltage Deviation (CVD) method is proposed. The CVD
method is designed to utilize either PMU measurement or data provided by numerous
automated simulations and quantify the severity of the voltage disturbance. Such non-
binary information can be used to efficiently screen for dangerous and weak grid states
which may lead to cascading, short-term instabilities, and voltage instabilities.

Furthermore, as system dynamics become more complex, it is often necessary to not
only quantify their severity and the risk they pose to stability but to also classify the type
of event taking place. As different instability mechanisms may require different miti-
gation actions, knowing the type of event taking place may help in designing and per-
forming suitable control mitigation actions. The classification algorithm which relies on
voltage trajectory is hereby derived, designed to determine the type of short-term insta-
bility event taking place. The algorithm is tested extensively and shown to perform with
high classification accuracy.

Finally, the CVD method is utilized further to derive a novel dynamic-state system
strength evaluation method termed Voltage Vulnerability Curves (VVC). The method re-
lies on automated dynamic simulations of increasing severity to determine consequent
voltage deviations and risk of instabilities. This provides information that analytical
methods discussed in steady-state system strength evaluation cannot provide, consider-
ing the complex and discrete nature of system operation with many dynamic loads, IBRs,
and DERs. Therefore, VVCs provide another dimension of system resilience and vulner-
ability evaluation, specifically targeted at the increasingly relevant intricate dynamics of
modern power systems and their impact on system strength and stability.

The three methods are designed to be used in automatic and probabilistic offline or
online dynamic stability and security analysis, cutting through the complexity of modern
power systems with a high proliferation of IBRs, DERs, and dynamic loads. By utilizing
such data-driven methods jointly, system operators can obtain more information about
the operating scenarios and grid locations that exhibit elevated vulnerability. This can
be followed by a more detailed and targeted analysis, resulting in suitable mitigation
measures to minimize the risks of related instabilities. In this way, the dynamic security
analysis of the system could become more time-efficient, while also providing deeper
insights into the vulnerability level and the stability risks the system may be facing.
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6.2. PRACTICAL RECOMMENDATIONS
Based on the results and insights of this thesis, several practical recommendations for
system operation and planning are provided in order to cope with the rising complexity
and vulnerability of power systems going forward.

• Evolving power systems require evolving stability understanding and evaluation.

As more IBRs are integrated into the grid, replacing synchronous generation, the con-
ventional understanding and evaluation of system stability partly lose their significance.
It is therefore crucial to update the concepts and methods so that the evolving dynamics
and stability effects are accurately captured. This is particularly relevant for the topic of
voltage stability and other short-term stability mechanisms which are rapidly evolving,
as discussed in this thesis.

• Advanced voltage stability and system strength evaluations shall become critical for
securing the stable operation of modern power systems. Such evaluations should be
an integral part of dynamic stability and security assessment.

While the current dynamic security and stability evaluation often focuses on frequency
and rotor-angle instability analysis, those two aspects are likely going to be overshad-
owed by voltage stability concerns in IBR-rich grids. As synchronous machines are phased
out, grid strength will decrease, and reactive power support will become more scarce.
Concurrently, IBRs often require precisely this to be able to operate in a stable man-
ner. As these trends continue, voltage-related instabilities will become faster and more
prevalent, stressing the importance of advanced and accurate evaluation.

• Short-circuit capacity as a system strength metric becomes increasingly inaccurate.
As more IBRs replace SGs, using more advanced methods becomes inevitable.

Short-circuit capacity was inherently related to conventional power systems and syn-
chronous generators. With a high share of inverter-based generation, system strength
has multiple dimensions. It is necessary to keep in mind which aspect of system strength
is being studied, and in what time frame. Hence, a question should be asked whether
the focus is to analyze voltage resilience, protection coordination, or power quality, and
whether the steady or dynamic state operation is of interest. Only after this can the right
evaluation method be selected. This thesis extensively explored the voltage resilience
aspect, across both steady and dynamic states, and proposed novel and more accurate
methods for their evaluation in modern power systems with a high share of IBRs.

• While related, voltage instability and converter-driven instability are fundamen-
tally distinct mechanisms with a different relation to system strength. They should
be understood and treated with this in mind.

The voltage stability limit corresponds to the maximum power transfer limit over a
certain grid corridor. These limits are joined and quantified by (steady-state) system
strength evaluation. On the other hand, converter-driven instability occurs due to the
control instability of converters or their interactions with each other. While this becomes
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more likely in weaker grids due to the higher voltage sensitivity, the control parameters
of converters are the real culprits in the converter-driven instability phenomenon.

Therefore, unlike with voltage instability, mitigating converter-driven instability should
initially not be a question of strengthening the grid, but of designing and (re)tuning the
controls for stable operation in the given system strength conditions.

These fundamental differences should be also kept in mind when evaluating the like-
lihood of either of the two instability mechanisms occurring.

• Insufficient system strength is on a path to becoming one of the key bottlenecks for
stable and secure operation of renewable-rich power systems. Timely planning for
this challenge is crucial.

As synchronous generators, the main sources of system strength, are phased out, sys-
tem strength and resilience drop. Most IBRs dominantly rely on strong grids for stable
operation, which means more grid sections will inevitably reach their voltage stability
limits. Since system strength, unlike inertia, is provided locally, the lack of it becomes
a major challenge for the high decarbonization of the electricity supply. Grid planners
should prepare for this challenge accordingly and proactively explore the optimal ways
for grid strengthening amid the further integration of renewables.

• Ensuring sufficient steady- and dynamic-state system strength may require very dif-
ferent thinking and approaches.

In steady-state operation, main grid strengthening approaches involve grid reinforce-
ments to reduce the grid impedance. In other words, more parallel lines, transform-
ers, meshed grid topologies, and (fossil-free) synchronous generators. Besides this, syn-
chronous condensers are another effective approach as they can replace the role of syn-
chronous generators in terms of voltage resilience. Care is advised as synchronous con-
densers can introduce new oscillation modes and possible risks of rotor angle instability.
Furthermore, stability and vulnerability risks arise in case of their (un)scheduled outages
since their redundancy is typically very costly to provide.

On the other hand, dynamic-state system strength is improved by means of (fast) dy-
namic voltage support during and after disturbances. Besides synchronous condensers,
Flexible AC Transmission System (FACTS) devices and batteries may provide rapid and
necessary reactive power support to aid voltage recovery. With the further weakening of
the grid, such devices may also need to opt for advanced weak grid operation controls of
grid-following and grid-forming types to be able to effectively support the grid.

• When studying (voltage) stability and resilience of a modern power system, advanced
load and DER models are vital.

Stability analysis of large-scale grids is often performed with simplistic load models.
While this may have been sufficiently accurate in conventional power grids where iner-
tia and system strength were abundant, modern grids experience relatively higher vul-
nerability. Meanwhile, loads are becoming more complex as various energy-intensive
sectors are electrified. Therefore, it becomes very important to accurately model (dy-
namic) loads so that their effects on stability are taken into account during analyses.
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Furthermore, simple modelling of DERs during large-grid studies, for instance as neg-
ative loads, is unable to capture the intricacies of DER dynamics during and after dis-
turbances. As DERs become widespread in distribution grids, their controls and aggre-
gated impact on grid stability and resilience are shown to be very important to consider.
Hence, the utilized models should reflect the static and dynamic characteristics of DERs
as accurately as possible.

Advanced aggregated dynamic load and DER models are available and are continu-
ously improved, as discussed in this thesis. These should be increasingly utilized and
carefully parameterized for large-grid studies, particularly in terms of voltage stability
analysis where distribution grids and their interactions with the bulk power system play
a major role.

• If a grid section has a high share of dynamic load and DER, it should likely receive
more attention in terms of short-term and voltage stability studies.

Simply stated, more complexity yields more chances of things going wrong. Interac-
tions between dynamic loads and DERs play an important role in short-term and voltage
stability studies. This cannot be easily evaluated without dynamic time-domain simula-
tions, as steady-state methods are generally unable to capture the dynamic effects of rel-
evance. Furthermore, if the grid itself is already weak, dynamics originating from loads
and DERs may aggravate the situation further during and after disturbances.

• Grid codes should ensure that the combined effect of DERs contributes to the im-
provement, not worsening, of voltage stability and resilience.

This can be achieved by designing and enforcing firm low- and high-voltage ride-
through characteristics with strict requirements for voltage support during and after dis-
turbances. Careful outline of such grid codes should also take into consideration their
effect on protection coordination, to avoid any potential reduction of protection relia-
bility and selectivity in distribution grids.

• Meten is weten2. System dynamics are becoming faster and more severe. Without
synchronized wide-area measurements, system operators are "driving" a vulnerable
system with a foggy windshield. Avoiding a crash (blackout) becomes harder.

Power system observability has long relied on Supervisory Control and Data Acqui-
sition (SCADA). However, as synchronous machines are phased out, dynamics are ac-
celerated and are often impossible to capture with slow and unsynchronized SCADA
measurements. This is where synchrophasors, with their high sampling frequency of
synchronized measurements, offer essential observability for secure system operation.
Furthermore, as discussed in the thesis, synchrophasors enable a whole new range of
wide-area control and protection applications for improving the resilience of modern
power systems. Without synchrophasors, system observability and controllability are
set to significantly decrease over the course of the energy transition. Hence, investing in
such monitoring equipment now is essential so that suitable WAMPAC applications are
developed and ready when the systems will need them the most.

2Dutch proverb that translates to measuring is knowing.
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• In light of increasing complexity, system operators should further embrace data-
driven stochastic approaches for probabilistic vulnerability and security assessment.

Deterministic analytical approaches are powerful when the dynamic process is driven
by the fundamental physics of electrical machines and equipment. However, as grids
become increasingly dominated by numerous control-driven power electronics, the dis-
crete nature of their response and high uncertainty due to their sheer number and pa-
rameter count often invalidates deterministic analytical methods.

Meanwhile, the discussed trends of synchrophasor observability and simulation au-
tomation can provide enormous amounts of data. Paired with carefully designed stochas-
tic risk-based methods, data-driven approaches can provide an automatic reduction of
the order of the problem magnitude. This creates possibilities to cut through the com-
plexity noise and pinpoint the key grid sections and operating scenarios that pose el-
evated risks to grid stability. These can then be analyzed in detail by experienced grid
stability and dynamics experts in a much more time-efficient manner.

6.3. FUTURE RESEARCH RECOMMENDATIONS

• Grid-forming IBRs and their impact on system strength.

An observant and knowledgeable reader may notice that this thesis deals with IBRs in
general, occasionally focusing on grid-following IBRs in particular. This is intentional,
as almost all IBRs in the grids now and in the near future are of this type. Nevertheless,
grid-forming control is a promising approach for addressing some challenges of future
grids, especially by allowing IBRs to operate in weaker grids. However, grid-forming con-
verters are still evolving. Furthermore, they have inherent power electronics limitations
in (fault) current support. This affects their dynamic-state system strength capabilities.
Therefore, grid-forming is certainly not the panacea for all strength-related issues. In-
stead, only some of the discussed challenges are likely to be diminished. How and to
what extent can various grid-forming control strategies help to alleviate system weak-
ness challenges is yet to be fully uncovered, and is an important future research path.

• Optimal selection and placement of grid-strengthening equipment to mitigate low
system strength challenges.

This thesis deals with vulnerability assessment, an important step in evaluating the
grid sections and operating scenarios that exhibit weakness and a higher likelihood of
instabilities. Nevertheless, following such an assessment, the optimal way to mitigate
the uncovered issues likely deserves a thesis of its own. With various grid-strengthening
equipment appearing in the market (synchronous condensers, batteries, E-STATCOMS,
other grid-forming FACTS devices, and a combination of these), a complex choice needs
to be made in selection, sizing, and location of such equipment considering not only
technical but also financial and societal aspects. This is an important future work topic
that directly follows up on the research presented in this thesis.

• Operation of large systems with near-100%-IBR generation considering very low in-
ertia and system strength challenges.
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For countries with limited hydro and nuclear generation, continuous system opera-
tion close to 100%-IBR will soon become a reality. Research should therefore uncover the
expected challenges in such a system, and the measures that should be taken so that the
system resilience remains on a sufficiently high level. While such systems are inherently
less resilient and weaker, the other side of that coin is that they are also more control-
lable. Hence, utilizing advanced measurements and designing cutting-edge controls is
crucial for maintaining the stable operation of future power systems.

• Possibilities for system strength and inertia provision as market services.

Unlike in conventional power systems, inertia and system strength are not abundant
in modern power systems but must be actively provided instead. While some market
pilots exist, the topic grows in importance as resilience becomes more scarce. Finding
the optimal ways to design such ancillary market services is hence an important research
task. Moreover, the location where such services are to be provided plays a crucial role,
as system strength but also inertia exhibit increasingly localized characteristics.

• Impact of reduced system strength on protection coordination and power quality.

System strength is a complex concept that affects several aspects of power systems.
While system stability and resilience are the focus of this thesis, protection coordination
and power quality are also expected to become more challenging as the energy tran-
sition continues. To maintain reliable and selective protection operations, novel algo-
rithms need to be developed, able to operate regardless of low and non-conventional
fault currents. Furthermore, susceptibility to power quality issues increases in weaker
grids, requiring research on more advanced evaluation and mitigation measures. These
are important future work directions that were not directly tackled in this thesis.

• Further utilization of WAMS and development of advanced WAMPAC methods for
ensuring stable system operation.

With the accelerated system dynamics, lower grid resilience, and rising system com-
plexity, it becomes clear that advanced and faster monitoring is an absolute necessity.
However, the utilization of such measurements in advanced wide-area control and pro-
tection algorithms is in its early stage, with a massive potential to alleviate many of the
discussed challenges in this thesis. More research in this direction is therefore one of the
key solutions to stable and secure operation of future power systems.

• Development of more advanced and computationally efficient IBR, DER, and load
models, as well as their easy parametrization and usage in real systems.

All models are wrong, but some are useful3. A stability evaluation is only as good as
its underlying models and data. As complexity in power systems increases, the number
of grid elements with numerous control parameters increases accordingly. Since these
parameters are often proprietary and subjected to a dose of uncertainty, suitable aggre-
gated models with sufficient dynamic fidelity will be in high demand. Developing such
models for utilization in large-scale stability studies is a fine balancing act of fidelity and
complexity, requiring more research and development.

3An aphorism typically attributed to George Box, a British statistician.
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• AI and ML approaches for automated probabilistic grid vulnerability evaluation.

The huge potential of AI in various fields is slowly becoming clear. The intersection of
AI and power systems presents a large opportunity for mitigating some of the complexity
issues expected in the future. However, a big challenge remains in designing trustwor-
thy AI algorithms to be reliably utilized in controlling critical infrastructure within power
systems. The first step for successful utilization of AI in power systems is therefore likely
in offline analysis and online monitoring, with a focus on probabilistic rather than deter-
ministic methods that provide support in decision-making. Furthermore, the underlying
physics of power systems should be sufficiently represented in AI/ML methods to ensure
applicability. All of these challenges are interesting future work considerations.

• Frequency stability and resilience of low-inertia grids.

While this thesis dominantly focuses on system strength and voltage stability, the power
system evolution brings another major challenge as well: reduced inertia and frequency
resilience. Ensuring frequency stability, therefore, also becomes more complex, where
novel and more advanced system defence methods will be required. This also remains a
very important topic for further research.

Lastly, I will end my thesis with a few general thoughts. Over the years of my PhD jour-
ney, I have been repeatedly amazed by how fast the research progresses. We are witness-
ing an exponential rise in high-quality research in the field of power systems worldwide.
I see this as a clear sign that innovation plays a key role in overcoming the challenges I
address in my thesis, but also as a sign that any problem humanity faces can be overcome
by our combined efforts. We should therefore remain open to new ideas and coopera-
tion across countries and cultures, and channel our combined efforts into resolving the
technical challenges and mitigating the effects of climate change in time.

As I write this, 2023 is passing by, and global temperatures have already risen by ap-
proximately 1.2 ◦C on average, with significantly higher local increases in some parts of
the world. Natural catastrophes have also started to emerge more frequently and with
more impact, with extremes that surprise even the scientists who study this. Meanwhile,
the greenhouse gas emissions are still rising (!), albeit in a decelerating tempo. Fur-
thermore, as geopolitical tensions are increasing, sustainability trends face significant
socio-economic and political frictions that threaten to slow down the energy transition.
The challenges are enormous, and strong global cooperation is vital.

European Union strives to be climate-neutral by 2050. This implies that the electricity
sector should be emissions-free by as early as 2035. Consequently, we only have about
a decade left. Integration of renewables and phase-out of fossil-fuel generation must
therefore continue with an even higher tempo. This will not be easy, as reliable grids
with very high penetrations of renewables are technically challenging to achieve, as dis-
cussed in this thesis. Integration of renewables has been relatively easy while the grids
were strong. The main challenges arise when we cannot fall back to the inherent grid’s
robustness and strength, but must design our system and its components to actively
contribute to it. I foresee this as the key technical challenge to be overcome, and I truly
hope my work has helped in this direction, and perhaps motivated you, the reader, to
contribute to this important and engaging topic as well.
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The future, for which we really need to work, can still be ours.





A
IEEE TEST SYSTEM DESCRIPTION

The original system used in Chapters 4 and 5 is shown in Figure A.1, known as the IEEE
Test Systems for Voltage Stability Analysis and Security Assessment. It is sometimes also
referred to as the Nordic system.

The system consists of four main areas.

• “North”, with hydro generation and some demand,

• “Central”, with thermal generation and high demand,

• “Equiv.”, connected to the “North”, which includes a very simple equivalent of an
external system,

• “South” with the thermal generation, loosely connected to the rest of the system.

The system has long 400 kV transmission lines, as well as a regional sub-transmission
grid operating at 220 and 130 kV. Each area has a certain amount of generation and load,
as listed in Table A.1. It can be seen that the central area contains the most demand,
while the bulk of the generation comes from the North. The system has two readily avail-
able operating points, A and B, of which A is primarily used in this thesis.

Table A.1.: Active power generation and load for operating point A.

Grid Generated Consumed
Area Power [MW] Power [MW]

North 4628.5 1180.0
Central 2850.0 6190.0
South 1590.0 1390.0
Equiv. 2437.4 2300.0

Total 11505.0 11060.0

The system is therefore heavily loaded with large transfers from the North to the Cen-
tral area. Secure system operation is limited by mainly angular and voltage stability, both
of which are stressed in case of a loss of an important transmission corridor.
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The original system is equipped with static loads with an exponential model as shown
in Equation (A.1), where α= 1.0 and β= 2.

P = P0(
V

V0
)α ; Q =Q0(

V

V0
)β (A.1)

Throughout the analysis in Chapters 4 and 5, these loads are replaced with more de-
tailed models of modern distribution systems, characterized by complex dynamic load
models and distributed energy resources. These details are provided in Appendix B and
each section with numerical simulations, respectively.

400 kV
220 kV
130 kV

Figure A.1.: IEEE Test System for Voltage Stability Analysis and Security Assessment.

Further details about the system and its parameters, including the model itself in var-
ious software packages, can be found on the page of the IEEE Power System Dynamic
Performance Committee (Link: https://cmte.ieee.org/pes-psdp/489-2/).
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DER AND LOAD MODELS

DER-A MODEL

Distributed Energy Resources (DER) are modelled in this thesis by utilizing the DER-A
model. Its diagram is shown once again in Figure B.1.
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Figure B.1.: Diagram of the DER-A model.

To model four different DER control strategies utilized in Chapter 4, four sets of pa-
rameters are used. These are shown in Table B.1.

Table B.1.: DER parameters relevant for simulations in Chapter 4.

Parameter Description DER Ride-Through Ride-Through Momentary
Disconnection (P-priority) (Q-priority) Cessation

∆t Trip time (post-fault) 0.05 s N/A N/A N/A
vl0 Voltage break-point 0.15 0.15 0.15 0.15
vl1 Voltage break-point 0.9 0.9 0.9 0.8
tvl0 Timer for vl0 0.1 s 0.1 s 0.1 s 1.5 s
tvl1 Timer for vl1 1.5 s 1.5 s 1.5 s 0.5 s

Vtripflag Enable voltage trip 0 0 0 1
Pqflag P/Q-current priority 1 1 0 0
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The other parameters and their values as used in this thesis (unless stated differently)
are listed in Table B.2. Next to the values, a short description is provided for each of the
parameters, corresponding to their role in the model shown in Figure B.1. More details
can be found in the numerous references on the DER-A model provided in the main text
of Chapters 4 and 5.

Table B.2.: DER-A parameters used in this thesis.

Parameter Description Value

Trv Transducer time constant (volt.) [s] 0.02
Vref0 Voltage ref. set point [pu] -1
dbd1 Lower voltage deadband [pu] -0.05
dbd2 Upper voltage deadband [pu] 0.05
Kqv Prop. Volt. Control gain [pu/pu] 5
Tp Transducer time constant (power) [s] 0.02

PfFlag Freq. control flag 1
Tiq Q control time constant [s] 0.02
Trf Transducer time constant (freq.) [s] 0.1

Freqflag Freq. control flag 1
Ddn Freq. droop gain (down-side) [pu/pu] 20
Dup Freq. droop gain (up-side [pu/pu] 0

fdbd1 Lower freq. control deadband [pu -0.004
fdbd2 Upper freq. control deadband [pu] 0.004
Kpg Active power control prop. gain [pu] 0.1
Kiq Active power control integral gain [up] 10

Tpord Power order time constant [s] 0.02
Imax Max. converter current [pu] 1.2

Tg Current control time constant [s] 0.02
vh0 Voltage break-point for HV cut-out [pu] 2
vh1 Voltage break-point for HV cut-out [pu] 1.1
tvh0 Timer for HV break-point (vh0) [s] 0.1
tvh1 Timer for HV break-point (vh1) [s] 1.5
Vfrac Fraction of units that recovers (0. . . 1) 0.7

Tv Time Constant-output volt. cut-out [s] 0.02
Ftripflag Frequency tripping 1

fl Freq. break-point for low freq. cut-out [Hz] 47.5
fh Freq. break-point for high freq. cut out[Hz] 51.5
tfl Timer for low freq. break-point (fl) [s] 0.3
tfh Timer for high freq. break-point (fh) [s] 0.3
Vpr Min. volt. To disable freq. tripping [pu] 0.8
Iql1 Min. limit of reactive current injection [pu] -1

femin Frequency control min. error [pu] -99
Pmin Minimum power [pu] 0

dPmin Min. power ramp rate (down) [pu/s] -0.5
Iqh1 Max. limit of reactive current injection [pu] 1

femax Frequency control max. error [pu] 99
Pmax Max. power [pu] 1.1

dPmax Max. power ramp rate (up) [pu/s] 0.5
rrpwr Max. power rise ramp post fault [pu/s] 0.5
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WECC COMPOSITE DYNAMIC LOAD MODEL

Complex dynamic loads are modelled in this thesis by using the WECC Composite Load
Model. Its high-level diagram is shown in Figure B.2.

M
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Electronic
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Figure B.2.: WECC Composite Load Model.

In this model, motors A, B, and C are used to represent different types of three-phase
motors typically seen in power systems. Motor A represents the performance of three-
phase induction motors with low-inertia driving constant torque loads, such as air con-
ditioning compressor motors, refrigerators, and positive displacement pumps. Motor B
represents the three-phase induction motors with high-inertia driving variable torque
loads such as commercial ventilation fans and air handling systems. Motor C represents
the three-phase induction motors with low-inertia driving variable torque loads such as
the common centrifugal pumps.

Figure B.3.: The shared schematic of three-phase motors.

These three-phase motors share the same model structure. However, their model pa-
rameters are different. Therefore, a fifth-order induction motor model is adopted to rep-
resent three-phase motors in WECC CLM. Its block diagram is shown in Figure B.3.
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Motor D in Figure B.2 represents a performance-based model of a single-phase mo-
tor, designed to capture the behavior of residential A/C units. The model is developed
experimentally based on extensive laboratory testing of a large number of A/C units and
is intended to represent a composite of many individual single-phase A/C compressors
and their protective devices. Its scheme is shown in Figure B.4.

Figure B.4.: Single-phase A/C performance-based model scheme.

Besides the dynamic motor models, which are most relevant for this thesis, the WECC
model also contains electronic and static loads, as well as models of a typical distribution
feeder and transformer. The details of these are omitted here for brevity and can be
found in the references in the main text of Chapter 4.

The dynamic load parameters used in this thesis are introduced in each respective
section. The parameters that are not explicitly mentioned are kept at their default values
from the WECC Load model in DIgSILENT PowerFactory 2020 SP2A.

OTHER PARAMETERS USED IN CHAPTER 5

Chapter 5 utilizes DER-A and WECC models in the IEEE test system to exemplify novel
numerical methods. The relevant models and non-default parameters for 11 fault sce-
narios per case are listed in Table B.3. Other information can be found in the main text.

Table B.3.: Parameters relevant for simulations in Chapter 5. (∆t f = [100 - 400] ms)

Figure Load LV-DER MV-DER

5.18. Fmd = 0.33, Vst = 0.5, - -
Tst = 0.1, Tth = 10

5.20. Default values P = 600, V f r = [1 - 0] P = 200, Vl0 = 0.5, tvl 0 = 0.33

5.23a. Default values P = 100 -

5.23b. Default values - P1,2 = 300, V(l0)1,2 = 0.5
t(vl 0)1,2 = 0.325/0.2

P1 = [720 - 144], P2 = 720 - P1, P = 500, Vl0 = 0.6,
5.23c. Fmd = 0.3, V(st )1/2 = 0.2/0.7, tvl 0 = 0.4, Vl1 = 0.9 , -

T(st )1/2 = 0.5/0.2, T(th)1/2 = 10/20 tvl 1 = 0.4, V f r = [1-0.5]
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Abbreviation Explanation

AC Alternating Current
ADN Active Distribution Network
AEMO Australian Energy Market Operator
AFL Available Fault Level
AI Artificial Intelligence
API Application Programming Interface
AU Australia
A/C Air Conditioning
CE Central Europe
CIGRE Conseil International des Grands Réseaux Electriques
CSCR Composite Short-Circuit Ratio
CSI Contingency Severity Index
CSII Converter-driven Slow-Interactions Instability
CVD Cumulative Voltage Deviation
DC Direct Current
DDM Data-Driven Methods
DER Distributed Energy Resource
DFT Discrete Fourier Transform
DG Distributed Generation
DSO Distribution System Operator
EMT Electromagnetic Transient
EqSCR Equivalent Short-Circuit Ratio
ERCOT Electric Reliability Council of Texas
ESCR Effective Short-Circuit Ratio
ESD Energy Spectral Density
ESS Excess System Strength
FACTS Flexible AC Transmission Systems
FIDVR Fault-Induced Delayed Voltage Recovery
FRT Fault-Ride Through
GB Great Britain
HI Hawaii
HV/MV/LV High/Medium/Low Voltage
IBR Inverter-Based Resource
IEA International Energy Agency
IEEE Institute of Electrical and Electronics Engineers
IPCC Intergovernmental Panel on Climate Change
IR Ireland
LE Lyapunov Exponent
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Abbreviation Explanation

LOWESS Locally Weighted Scatterplot Smoothing
LT Long-Term
LVRT Low-Voltage Ride-Through
ML Machine Learning
MPT Maximum Power Transfer
PDN Passive Distribution System
PER Power Electronics Ratio
PFM Peak Frequency Magnitude
PFL Proxy Fault Level
PLL Phase-Locked Loop
PMU Phasor Measurement Unit
PoC Point of Connection
PV PhotoVoltaic
ReSident Resilient Synchromeasurement-based Grid Protection Platform
RMS Root Mean Square
RoCoF Rate of Change of Frequency
SC Synchronous Condenser
SCADA Supervisory Control and Data Acquisition
SCC Short-Circuit Capacity
SCR Short-Circuit Ratio
SCRIF Short-Circuit Ratio with Interaction Factors
SDSCR Site-Dependent Short-Circuit Ratio
SFL Synchronous Fault Level
SG Synchronous Generator
SNSP System Non-Synchronous Penetration
SS System Strength
ST Short-Term
STATCOM Static Synchronous Compensator
STVI Short-Term Voltage Instability
SVC Static VAR Compensator
TN/FN True/False Negative
TP/FP True/False Positive
TRAI Transient Rotor Angle Instability
TSO Transmission System Operator
TVDI Transient Voltage Deviation Index
TVI Trajectory Violation Integral
TVSI Transient Voltage Severity Index
TX Texas
VVC Voltage Vulnerability Curves
VIP Voltage Instability Predictor
VRT Voltage Ride-Through
VSRI Voltage Stability Risk Index
WAMPAC Wide-Area Monitoring Protection And Control
WAMS Wide-Area Measurement System
WECC Western Electricity Coordinating Council
WP Work Package
WSCR Weighted Short-Circuit Ratio
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na neiscrpnoj podršci i svemu sto su me naučili. Uvijek ste bili tu za mene, vjerovali u
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